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PREFACE

Neurobiology has never seen a more exciting time. As the most complex organ
of our body, the brain endows us the ability to sense, think, remember, and act.
Thanks to the conceptual and technical advances in recent years, the pace of dis-
covery in neurobiology is continuously accelerating. New and exciting findings
are reported every month. Traditional boundaries between molecular, cellular,
systems, and behavioral neurobiology have been broken. The integration of devel-
opmental and functional studies of the nervous system has never been stronger.
Physical scientists and engineers increasingly contribute to fundamental discov-
eries in neurobiology. Yet we are still far from a satisfying understanding of how
the brain works, and from converting this understanding into effective treatment
ofbrain disorders. I hope to convey the excitement of neurobiology to students, to
lay the foundation for their appreciation of this discipline, and to inspire them to
make exciting new discoveries in the coming decades.

This book is a reflection of my teaching at Stanford during the past 18 years.
My students—and the intended audience of this book—include upper division
undergraduates and beginning graduate students who wish to acquire an in-
depth knowledge and command of neurobiology. While most students reading
this book may have a biology background, some may come from physical sciences
and engineering. I have discovered that regardless of a student’s background, it is
much more effective—and much more interesting—to teach students how know-
ledge has been obtained than the current state of knowledge. That is why I have
taken this discovery-based teaching approach from lecture hall to textbook.

Each chapter follows a main storyline or several sequential storylines. These
storylines are divided by large section headings usually titled with questions that
are then answered by a series of summarizing subheadings with explanatory text
and figures. Key terms are highlighted in bold and are further explained in an
expanded glossary. The text is organized around a series of key original experi-
ments, from classic to modern, to illustrate how we have arrived at our current
state of understanding. The majority of the figures are based on those from origi-
nal papers, thereby introducing students to the primary literature. Instead of just
covering the vast number of facts that make up neurobiology in this day and age,
this book concentrates on the in-depth study of a subset of carefully chosen topics
that illustrate the discovery process and resulting principles. The selected topics
span the entire spectrum of neurobiology, from molecular and cellular to systems
and behavioral. Given the relatively small size of the book, students will be able to
study much or all of the book in a semester, allowing them to gain a broad grasp
of modern neurobiology.

This book intentionally breaks from the traditional division of neuroscience
into molecular, cellular, systems, and developmental sections. Instead, most
chapters integrate these approaches. For example, the chapter on ‘Vision’ starts
with a human psychophysics experiment demonstrating that our rod photorecep-
tors can detect a single photon, as well as a physiology experiment showing the
electrical response of the rod to a single photon. Subsequent topics include
molecular events in photoreceptors, cellular and circuit properties of the retina
and the visual cortex, and systems approaches to understanding visual percep-
tion. Likewise, ‘Memory, Learning, and Synaptic Plasticity’ integrates molecular,
cellular, circuit, systems, behavioral, and theoretical approaches with the com-
mon goal of understanding what memory is and how it relates to synaptic plastic-
ity. The two chapters on development intertwine with three chapters on sensory
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and motor systems to help students appreciate the rich connections between the
development and function of the nervous system. All chapters are further linked
by abundant cross-referencing through the text. These links reinforce the notion
that topics in neurobiology form highly interconnected networks rather than a
linear sequence. Finally and importantly, Chapter 13 (‘Ways of Exploring’) is ded-
icated to key methods in neurobiology research and is extensively referenced in
all preceding chapters. Students are encouraged to study the relevant methods in
Chapter 13 when they first encounter them in Chapters 1-12.

This book would not have been possible without the help of Lubert Stryer,
my mentor, colleague, and dear friend. From inception to completion, Lubert has
provided invaluable support and advice. He has read every single chapter (often
more than once) and has always provided a balanced dose of encouragement and
criticism, from strategic planning to word choice. Lubert’s classic Biochemistry
textbook was a highlight in my own undergraduate education and has continued
to inspire me throughout this project.

I thank Howard Schulman, Kang Shen, and Tom Clandinin, who, along with
Lubert, have been my co-instructors for neurobiology courses at Stanford and
from whom I have learned a tremendous amount about science and teaching.
Students in my classes have offered valuable feedback that has improved my
teaching and has been incorporated into the book. I am highly appreciative of the
past and current members of my lab, who have taught me more than [ have taught
them and whose discoveries have been constant sources of inspiration and joy. I
gratefully acknowledge the National Institutes of Health and the Howard Hughes
Medical Institute for generously supporting the research of my lab.

Although this book has a single author, it is truly the product of teamwork
with Garland Science. Denise Schanck has provided wise leadership throughout
the journey. Janet Foltin in the initial phase and Monica Toledo through most of
the project have provided much support and guidance, from obtaining highly
informative reviews of early drafts to organizing teaching and learning resources.
I am indebted to Kathleen Vickers for expert editing; her attention to detail and
demand for clarity have greatly improved my original text. I owe the illustra-
tions to Nigel Orme, whose combined artistic talent and scientific understanding
brought to life concepts from the text. Georgina Lucas’s expert page layout has
seamlessly integrated the text and figures. I also thank Michael Morales for pro-
ducing the enriching videos, and Adam Sendroff and his staff for reaching out to
the readers. Working with Garland has been a wonderful experience, and I thank
Bruce Alberts for introducing Garland to me.

Finally, I am very grateful for the support and love from my wife, Charlene
Liao, and our two daughters, Connie and Jessica. Writing this textbook has con-
sumed a large portion of my time in the past few years; indeed, the textbook has
been a significant part of our family life and has been a frequent topic of dinner
table conversation. Jessica has been my frequent sounding board for new ideas
and storylines, and [ am glad that she has not minded an extra dose of neurobiol-
ogy on top of her demanding high-school courses and extracurricular activities.

I welcome feedback and critiques from students and readers!

Liqun Luo
April 2015



NOTE ON GENE AND PROTEIN NOMENCLATURE

This book mostly follows the unified convention of Molecular Biology of the Cell
6th Edition by Alberts et al. (Garland Science, 2015) for naming genes. Regardless
of species, gene names and their abbreviations are all in italics, with the first letter
in upper case and the rest of the letters in lower case. All protein names are in
roman, and their cases follow the consensus in the literature. Proteins identified
by biochemical means are usually all in lower case; proteins identified by genetic
means or by homology with other genes usually have the first letter in upper
case; protein acronyms usually are all in upper case. The space that separates a
letter and a number in full names includes a hyphen, and in abbreviated names
is omitted entirely.

The table below summarizes the official conventions for individual species and
the unified conventions that we shall use in this book.

Organism Species-Specific Convention Unified Convention Used in this
Book

Gene Protein Gene Protein
Mouse Sytl synaptotagmin | | Sytl Synaptotagmin-1

Mecp2 MeCP2 Mecp2 MeCP2
Human MECP2 MeCP2 Mecp2 MeCP2
Caenorhabditis unc-6 UNC-6 Unc6é Unc6
Drosophila sevenless Sevenless Sevenless Sevenless

(named after

recessive

phenotype)

Notch (named Notch Notch Notch

after dominant

mutant

phenotype)
Other Green Gfp GFP
organisms (e.g. fluorescent
jellyfish) protein (GFP)

RESOURCES FOR INSTRUCTORS AND STUDENTS

The teaching and learning resources for instructors and students are available
online. The homework platform is available to everyone, though instructors will
need to set up student access in order to use the dashboard to track student prog-
ress on assignments. The instructor’s resources on the Garland Science website
are password-protected and available only to adopting instructors. The student
resources on the Garland Science website are available to everyone. We hope
these resources will enhance student learning and make it easier for instructors to
prepare dynamic lectures and activities for the classroom.

Online Homework Platform with Instructor Dashboard
Instructors can obtain access to the online homework platform from their sales
representative or by emailing science@garland.com. Students who wish to use
the platform must purchase access and, if required for class, obtain a course link
from their instructor.

The online homework platform is designed to improve and track student per-
formance. It allows instructors to select homework assignments on specific topics
and review the performance of the entire class, as well as individual students, via
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the instructor dashboard. The user-friendly system provides a convenient way to
gauge student progress, and tailor classroom discussion, activities, and lectures
to areas that require specific remediation. The features and assignments include:

e Instructor Dashboard displays data on student performance: such as responses
to individual questions and length of time required to complete assignments.

o Tutorials explain essential or difficult concepts and are integrated with a vari-
ety of questions that assess student engagement and mastery of the material.

e Media Assessments present movies or explain complex figures from the book
and contain a set of questions that assess student understanding of the
concepts.

¢ Quizzes test basic reading comprehension and the retention of important ter-
minology and facts. The quizzes are composed of multiple-choice and true-
false questions.

The tutorials were created by Andrea Nicholas (University of California, Irvine)
and the quizzes were written by Casey Guenthner (Neurosciences Program PhD
student in the Luo Lab at Stanford University).

Instructor Resources

Instructor Resources are available on the Garland Science Instructor’s Resource
Site, located at www.garlandscience.com/instructors. The website provides
access not only to the teaching resources for this book but also to all other Garland
Science textbooks. Adopting instructors can obtain access to the site from their
sales representative or by emailing science@garland.com.

Art of Principles of Neurobiology

The images from the book are available in two convenient formats: PowerPoint®
and JPEG. They have been optimized for display on a computer. Figures are
searchable by figure number, by figure name, or by keywords used in the figure
legend from the book.

Figure-Integrated Lecture Outlines

The section headings, concept headings, and figures from the text have been inte-
grated into PowerPoint presentations. These will be useful for instructors who
would like a head start creating lectures for their course. Like all of our PowerPoint
presentations, the lecture outlines can be customized. For example, the content
of these presentations can be combined with videos and questions from the book
or Question Bank, in order to create unique lectures that facilitate interactive
learning.

Animations and Videos

The animations and videos that are available to students are also available on the
Instructor’s Website in two formats. The WMV-formatted movies are created for
instructors who wish to use the movies in PowerPoint presentations on Windows®
computers; the QuickTime-formatted movies are for use in PowerPoint for Apple
computers or Keynote® presentations. The movies can easily be downloaded
using the ‘download’ button on the movie preview page. The movies are related to
specific chapters and callouts to the movies are highlighted in color throughout
the textbook.

Question Bank

Written by Elizabeth Marin (Bucknell University), and Melissa Coleman
(Claremont McKenna, Pitzer, and Scripps Colleges), the Question Bank includes
a variety of question formats: multiple choice, fill-in-the-blank, true-false, match-
ing, essay, and challenging ‘thought’ questions. There are approximately 40-50
questions per chapter, and a large number of the multiple-choice questions will
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be suitable for use with personal response systems (that is, clickers). The Question
Bank provides a comprehensive sampling of questions that require the student
to reflect upon and integrate information, and can be used either directly or as
inspiration for instructors to write their own test questions.

Diploma® Test Generator Software

The questions from the Question Bank have been loaded into the Diploma Test
Generator software. The software is easy to use and can scramble questions to cre-
ate multiple tests. Questions are organized by chapter and type and can be addi-
tionally categorized by the instructor according to difficulty or subject. Existing
questions can be edited and new ones added. The Test Generator is compatible
with several course management systems, including Blackboarde.

Student Resources
The resources for students are available on the Principles of Neurobiology Student
Website, located at www.garlandscience.com/neurobio-students

Journal Club

The Journal Club recommends journal articles that complement topics in the
textbook to improve students’ critical analysis of research and to promote a bet-
ter understanding of the research process. Each Journal Club document provides
background information on the chosen paper as well as questions and discus-
sion points to stimulate in-class discussion. Answers will be provided to instruc-
tors only. The Journal Club was developed by Casey Guenthner (Neurosciences
Program PhD student in the Luo Lab at Stanford University).

Animations and Videos
There are over 40 narrated movies, covering a range of neurobiology topics, which
review key concepts and illuminate the experimental process.

Flashcards
Each chapter contains flashcards, built into the student website, that allow stu-
dents to review key terms from the text.

Glossary
The comprehensive glossary of key terms from the book is online and can be
searched or browsed.

Xi
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CHAPTER 1

The brain is a world consisting of a
number of unexplored continents
and great stretches of unknown

An Invitation to
Neurobiology

Santiago Ramén y Cajal

How is behavior controlled by the brain? How is the brain wired up during
development? How do we sense the environment? What is changed in the brain
when we learn something new? How much of our brain function and behavior is
shaped by our genes, and how much reflects the environment in which we grew
up? What about the contributions of genes and environment to the brain function
and behavior of animals: monkeys, mice, frogs, or fruit flies? How have nervous
systems evolved? What goes wrong in brain disorders?

We are about to embark on a journey to explore these questions, which have
fascinated mankind for thousands of years. Our ability to investigate and answer
these questions experimentally is relatively recent: for example, the concept of
the gene is only a century old. What we currently know about the answers to these
questions comes mostly from findings made in the past 50 years. In the next 50
years, we will likely learn more about the brain and its control of behavior than in
all of prior human history. We are at an exciting time as students of neurobiology,
the study of how the nervous system enables our sensation, action, thought, and
memory. It is my hope that many readers of this book will be at the forefront of
groundbreaking future discoveries.

NATURE AND NURTURE IN BRAIN FUNCTION
AND BEHAVIOR

As an entrée to our journey, let’s discuss one of the questions raised above regard-
ingthe contributions of genes and environment to our brain function and behavior.
We know from experience thatboth genetic inheritance (nature) and environmen-
tal factors (nurture) make important contributions, but how much does each con-
tribute? How do we begin to tackle such a complex question? In scientific research,
asking the right questions is often a critical step toward obtaining the right answers.
As the evolutionary geneticist Theodosius Dobzhansky put it, “The question about
the roles of the genotype and the environment in human development must be
posed thus: To what extent are the differences observed among people conditioned
by the differences of their genotypes and by the differences between the environ-
ments in which people were born, grew and were brought up?”

1.1 Human twin studies can reveal the contributions of nature
and nurture

Francis Galton first coined the term nature versus nurture in the nineteenth cen-
tury. He also introduced a powerful method to study the problem: the statistical
analysis of human twins. Identical twins (Figure 1-1), also called monozygotic
twins, share 100% of their genes because they are products of the same fertil-
ized egg, or zygote. One can compare specific traits among thousands of pairs of
identical twins to see how correlated they are within each pair. For example, if we
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Figure 1-1 Identical (monozygotic)
twins. Identical twins develop from a
single fertilized egg and therefore share
100% of their genes. Most identical
twins also share a similar childhood
environment. (Courtesy of Christopher
J. Potter.)
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correlation (R)
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pair

dizygotic
twins
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compare the intelligence quotients (IQs)—an estimate of general intelligence—
of any two random people in the population, the correlation is 0. (Correlation
is a statistic of resemblance that ranges from 0, indicating no resemblance, to 1,
indicating perfect resemblance.) The correlation becomes 0.86 for identical twins
(Figure 1-2), a striking similarity. However, identical twins also usually grow up
in the same environment, so this correlation alone does not help us distinguish
between the contributions of genes and the environment.

Fortunately, the human population provides a second group that allows
researchers to tease apart the influence of genetic and environmental factors.
Non-identical (fraternal) twins occur more often than identical twins in most
human populations. These are called dizygotic twins because they originate
from two independent eggs fertilized by two independent sperm. As full siblings,
dizygotic twins are 50% identical in their genes according to Mendel’s laws of
inheritance. However, like monozygotic twins, dizygotic twins usually share
a nearly identical prenatal and postnatal environment. Thus, the differences
between traits exhibited by monozygotic and dizygotic twins should result from
the differences in 50% of their genes. In our specific example, the correlation of IQ
scores between dizygotic twins is 0.60 (Figure 1-2).

Behavioral geneticists use the term heritability to describe the contribution of
genetic differences to trait differences. Heritability is calculated as the difference
between the correlation of monozygotic and dizygotic twins multiplied by two
(because the genetic difference is 50% between monozygotic and dizygotic twins).
Thus, we have the heritability of IQ = (0.86 — 0.60) x 2 = 0.52. Roughly speaking,
then, about half of the IQ score variation among the human population is contrib-
uted by genetic differences, or nature. Traditionally, the non-nature component
has been presumed to come from environmental factors, or nurture. However,
‘environmental factors’ as calculated in twin studies include all factors that are
not inherited from parents’ DNA. These include postnatal environment, which is
what we typically think of as nurture, but also prenatal environment, stochasticity
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Figure 1-2 Twin studies for determining genetic and environmental
contributions to intelligence quotient (1Q). (A) Correlation, or R
value, of 1Q scores for 4672 pairs of monozygotic twins and 5546
pairs of dizygotic twins. The correlation between the IQ scores of

any two randomly selected individuals is zero. The difference in
correlation between 100% genetically identical monozygotic twins and
50% genetically identical dizygotic twins can be used to calculate the
heritability of traits. The large sample size makes these estimates

highly accurate. (B) Simulation of IQ score correlation plots for 5000
pairs of unrelated individuals (R = 0), 5000 pairs of dizygotic twins
(R = 0.60), and 5000 pairs of monozygotic twins (R = 0.86). The x
and y axes of a given dot represent the IQ scores of one individual
pair. The simulations are based on a normal distribution of 1Q scores
(mean = 100, standard deviation = 15). (A, data from Bouchard TJ &
McGue M [1981] Science 212:1055-1059.)
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in developmental processes, somatic mutations (alterations of DNA after fertili-
zation), and gene expression changes due to epigenetic modifications (that is,
changes made to DNA and chromatin that do not modify the DNA sequence but
can alter gene expression; epigenetic modifications typically include DNA methyl-
ation and various forms of post-translational modification of histones, the protein
component of the chromatin). As we will learn later in the book, all these factors
contribute to the wiring of the nervous system that ultimately determines brain
function and behavior.

Twin studies have been used to estimate the heritability of many human traits
ranging from height (~90%) to the chance of developing schizophrenia (60-80%).
An important caveat to these estimates is that most human traits result from com-
plex interactions between genes and the environment, and heritability itself can
change with the environment. Still, twin studies offer valuable insights into the
relative contributions of genes and nongenetic factors in many aspects of brain
function and dysfunction in a given environment. The completion of the Human
Genome Project and the development of tools that permit detailed examination
of the genome sequence data, combined with the long history of medical and psy-
chological studies of human subjects, has resulted in our own species becoming
the subject of a growing body of neurobiological research. However, mechanis-
tic understanding of how genes and the environment influence brain develop-
ment, function, and behavior requires experimental manipulations that often
can only be carried out in animal models. The use of vertebrate and invertebrate
model species (see Sections 13.1-13.4) in research has yielded most of what we
have learned about brain and behavior to date. Many principles of neurobiology
obtained from experiments on specific animal models have turned out to be uni-
versally applicable to all organisms, including human beings.

1.2 Examples of nature: Animals exhibit instinctive behaviors

Animals exhibit remarkable instinctive behaviors that help them find food, avoid
danger, seek mates, and nurture their progeny. For example, directed by its food-
seeking instinct, a baby penguin bumps its beak against that of its parent to
remind the parent to feed it; in return, the parent instinctively releases the food it
has foraged from the sea to feed the baby (Figure 1-3).

Instinctive behavior can be elicited by very specific sensory stimuli. For
instance, experiments have been conducted to test the response of young chicks
to an object that resembles a bird in flight, with the wings placed close to one
end of the head-tail axis. When moved in one direction, the object looks like a
short-necked, long-tailed hawk; when the direction of movement is reversed, the
object appears gooselike, with a long neck and short tail. Upon seeing the object
overhead, a young chick produces different responses depending on the direction
in which the object moves, running away when the object resembles a hawk, but
making no effort to escape when the object resembles a goose (Figure 1-4). This
escape behavior is innate: it is with the chick from birth and is likely genetically

goose — —— hawk

NO :‘\ ESCAPE
RESPONSE =~ <—— ’ =  RESPONSE
ELICITED ELICITED

Figure 1-3 Penguin feeding.

The instinctive behaviors of an adult
penguin and its offspring photographed in
Antarctica, 2009. (Top) The young penguin
asks for food by bumping its beak against
its parent’s beak. (Bottom) The parent
releases the food to the young penguin’s
mouth. (Courtesy of Lubert Stryer.)

Figure 1-4 Innate escape response of
chick to a hawk. A young chick exhibits
instinctive escape behavior in response to
an object moving overhead that resembles
a short-necked, hawk-like bird; this
instinctive behavior is triggered by moving
the pictured object from left to right.
Moving the object from right to left so that
it resembles a long-necked goose does
not elicit the chick’s escape behavior.
(Based on Tinbergen N [1951] The Study
of Instinct. Oxford University Press.)
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Figure 1-5 Barn owls use their auditory
system to locate prey in complete
darkness. The image was constructed by
superimposing a series of photographs
taken with an infrared camera. (Courtesy
of Masakazu Konishi.)

An invitation to neurobiology

programmed. The behavior is also stereotypic: different chicks exhibit the same
escape behavior, with similar stimulus specificity. Once the behavior is triggered,
it runs to completion without further sensory feedback. In neuroethology, a
branch of science that emphasizes the study of animal behavior in the natural
environment, such instinctive behavior is referred to as following a fixed action
pattern. The essential features of the stimulus that activate the fixed action pat-
tern are referred to as releasers.

How can genes and developmental programs specify such specific instinc-
tive behaviors? In Chapter 9, we will use sexual behavior as an example to explore
this question. For instance, we will learn about how a single gene in the fruit
fly named fruitless can have a profound control of many aspects of the mating
behavior.

1.3 An example of nurture: Barn owls adjust their auditory map
to match an altered visual map

Animals also exhibit a remarkable capacity for learning in order to adapt to a
changing world. We use the ability of barn owls adjusting their auditory map to
changes in their vision to illustrate this capacity.

Barn owls have superb visual and auditory systems that help them catch prey
at night when nocturnal rodents are active. In fact, owls can catch prey even in
complete darkness (Figure 1-5), relying entirely on their auditory system. They
can locate accurately the source of sounds made by the prey, based on the small
difference in the time it takes for a sound to reach their left and right ears. Using
these time differences, the owl’s brain creates a map of space, such that the activa-
tion of individual nerve cells at specific positions in this brain map informs the
owl of the physical position of the prey.

Experiments in which prisms were attached over a barn owl’s eyes
(Figure 1-6A) revealed how the owl responds when its auditory and visual maps
provide conflicting information. Normally, the auditory map matches the owl’s
visual map, so that perceptions of sight and sound direct the owl to the same loca-
tion (Figure 1-6B). The prisms shift the owl’s visual map by 23° to the right. On the
first day after the prisms were placed onto a juvenile owl, a mismatch occurred
between the owl’s visual and auditory maps (Figure 1-6C): sight and sound
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Figure 1-6 Juvenile barn owls adjust their auditory map to match
a displaced visual map after wearing prisms. (A) A barn owl fitted
with prisms that shift its visual map. (B) Before the prisms are
attached, the owl’s visual map (blue dots) and auditory map (red
dots) are matched near O°. Each dot represents an experimental
measurement of owl’s final head orientation in response to an
auditory or a visual stimulus, presented in the dark. (C) One day
after the prisms were fitted, the visual map is displaced 23° to

the right of the auditory map. (D) After a juvenile owl has worn
the prisms for 42 days, its auditory map has adjusted to match
its shifted visual map. (E) The visual map shifts back immediately
after the prisms are removed, causing a temporary mismatch.
This mismatch is corrected as the auditory map shifts back soon
after (not shown). (A, courtesy of Eric Knudsen; B-E, adapted from
Knudsen EI [2002] Nature 417:322-328. With permission from
Macmillan Publishers Ltd.)
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informed the owl of different locations for the prey, resulting in positional confu-
sion. However, a juvenile owl could cope with this situation, perfectly adjusting its
auditory map to match its altered visual map by 42 days after starting to wear the
prisms (Figure 1-6D). When the prisms were removed, the mismatch happened
again (Figure 1-6E), but the owl shifted the auditory map back to its native state
shortly afterwards.

The story of the barn owl is an example of how the nervous system learns
to cope with the changing world, a phenomenon called neural plasticity, that
is, changes of the nervous system in response to experience and learning. But
the story does not end there. Studies have shown that plasticity declines with
age: juvenile owls have the plasticity required to adjust their auditory map to
match a visual map displaced by 23°, but adult owls have lost the ability to do
so by the time they reach sexual maturity (Figure 1-7A). Some human learning
capabilities—such as ability to learn a foreign language—likewise decline with
age. Thus, experiments on improving plasticity of adult owls may reveal strategies
for improving the learning ability of adult humans as well.

Several ways have been found for adult owls to overcome their limited
plasticity in shifting their auditory map. If an owl has the experience of adjusting
to a 23°-prism shift as a juvenile, it can readjust much more readily to the same
prisms as an adult (Figure 1-7B). Alternatively, even adult owls that cannot adjust
to a 23° shift all at once can learn to shift their auditory map if the visual field
displacement is applied in small increments. Thus, by taking ‘baby steps, adult
owls can eventually reach nearly the same magnitude of shift as young owls. Once
they have learned to shift in gradual increments, the adult owls can subsequently
shift in a single, large step when tested several months after returning to normal
conditions (Figure 1-7C).

What are the neurobiological mechanisms that underlie these fascinating
plasticity phenomena? In Chapters 4 and 6, we will explore the nature of the
visual and auditory maps. In Chapters 5 and 7, we will study how neural maps are
formed during development and modified by experience. And in Chapter 10, we
will return to this topic when we study memory and learning. Before addressing
these concepts, however, we need to learn more basics about the brain and its
building blocks. The rest of this chapter will give an overview of the nervous sys-
tem and will explore how key historical discoveries helped build the conceptual
framework of modern neuroscience.
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Figure 1-7 Ways to improve the ability of adult barn owls to adjust
their auditory map. (A) The ability of owls to adjust their auditory map
to match a displaced visual map declines with age. The y axis quantifies
the ability to shift the auditory map, measured by the difference in time
(us, or microseconds) it takes for sounds to reach the left and right ears,
used by the owl for object location. Each trace represents a single owl,
with each dot representing the average of auditory map shift measured
at a specific time after the prisms were applied. The shaded zone
indicates the sensitive period, during which owls can easily adjust their
auditory map in response to visual map displacement. Owls older than
200 days have only limited ability to shift their auditory map. (B) Three
owls that had successful map adjustment to prism experience when

days with prisms

days with prisms

young can also shift their auditory map as adults (red traces). Two owls
with no juvenile experience cannot shift their map as adults (blue
traces). (C) Adult owls can also be trained to shift their auditory map by
giving the prism shift in incremental steps, as shown on the left side of
the graph. This incremental training enables adult owls to accommodate
a sudden shift to the maximum visual displacement of 23° after a period
without prism, as shown on the right side of graph. The dotted line

aty = 43 ps represents the median shift in juvenile owls in response

to a single 23°-prism step. (A & B, adapted from Knudsen EI [2002]
Nature 417:322-328. With permission from Macmillan Publishers Ltd;
C, Linkenhoker BA & Knudsen El [2002] Nature 419:293-296. With
permission from Macmillan Publishers Ltd.)
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An invitation to neurobiology

HOW IS THE NERVOUS SYSTEM ORGANIZED?

Forallvertebrateand manyinvertebrate animals, the nervoussystem canbedivided
into the central nervous system (CNS) and peripheral nervous system (PNS).
The vertebrate CNS consists of the brain and the spinal cord (Figure 1-8A, B).
Both structures are bilaterally symmetrical; the two sides of the brain are referred
as two hemispheres. The mammalian brain is composed of morphologically and
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Figure 1-8 The organization of the mammalian central nervous
system (CNS). (A) A sagittal (side) view of the human CNS. The

basal ganglia (orange), thalamus (purple), hypothalamus (dark blue),
hippocampus (light blue), and amygdala (red) from the left hemisphere
are superimposed onto a mid-sagittal section of the rest of the CNS
(tan background), the left half of which has been cut away to reveal
right hemisphere structures (see Panel C for more explanation of

the section plane). Major brain structures are indicated, and will be
studied in greater detail later in the book. From rostral to caudal, the
brainstem is divided into midbrain, pons, and medulla. The spinal cord
segments are divided into four groups: cervical, thoracic, lumbar, and
sacral. Bottom left, illustration of the rostral-caudal neuraxis (CNS
axis). At any given position along the neuraxis in a sagittal plane, the
dorsal-ventral axis is perpendicular to the rostral-caudal axis. (B) A
flatmap of the rat CNS reveals the internal divisions of major brain
structures. The flatmap is a two-dimensional representation based on
a developmental stage when progenitor cells of the nervous system

ventral

are arranged as a two-dimensional sheet. It can be approximated

as cutting the CNS along the mid-sagittal plane from the dorsal

side and opening the cut surface using the ventral midline as the
axis; the ventral-most structures are at the center and the dorsal-
most structures are at the sides. (Imagine a book opened to display
its pages; the spine of the book—the ventral midline—lays face
down.) The left half of the flatmap indicates the major CNS divisions,
and the right side indicates major subdivisions. For example, the
hypothalamus is ventral to the thalamus, and the midbrain is divided
into tectum and tegmentum from dorsal to ventral. (C) Schematic
illustration of the three principal section planes defined by the body
axes. Coronal sections are perpendicular to the rostral-caudal axis;
sagittal sections are perpendicular to the medial-lateral axis; and
horizontal sections are perpendicular to the dorsal-ventral axis.

(B, adapted from Swanson LW [2012] Brain Architecture 2nd ed.
Oxford University Press.)
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functionally distinct structures that include the cerebral cortex, basal ganglia,
hippocampus, amygdala, thalamus, hypothalamus, cerebellum, midbrain,
pons, and medulla; the last three structures are collectively called the brainstem.
The brain can also be divided into forebrain, midbrain, and hindbrain according
to the developmental origins of each region. The spinal cord consists of repeated
structures called segments, which are divided into cervical, thoracic, lumbar, and
sacral groups. Each segment gives off a pair of spinal nerves. The PNS comprises
nerves (that is, discrete bundles of axons) that connect the brainstem and spinal
cord of the CNS with the body and internal organs, as well as isolated ganglia
(clusters of nerve cells) outside the brain and spinal cord. We will study the
organization and function of all of these neural structures in subsequent chapters.

The internal structure of the nervous system has traditionally been examined
in histological sections. Three types of sections are commonly used and are named
following the conventions of histology. In coronal sections, also called frontal,
transverse, or cross sections, section planes are perpendicular to the anterior-
posterior axis of the animal (also termed the rostral-caudal axis, meaning snout
to tail). In sagittal sections, section planes are perpendicular to the medial-
lateral axis (midline to side) of the animal. In horizontal sections, section planes
are perpendicular to the dorsal-ventral (back to belly) axis (Figure 1-8C). In
animals with a curved CNS organization, the definition of rostral-caudal axis
usually follows the neuraxis (axis of the CNS; bottom left of Figure 1-8A) rather
than the body axis. The neural axis is defined by the curvature of the embryonic
neural tube, from which the vertebrate nervous system derives as we will learn
in Chapter 7.

1.4 The nervous system consists of neurons and glia

The nervous system is made of two major categories of cells: neurons (nerve cells)
and glia. A typical neuron has two kinds of neuronal processes (cytoplasmic
extensions). A long, thin process called the axon often extends far beyond the
cell body (soma). In contrast, the thick, bushy processes called dendrites are
usually close to the soma (Figure 1-9A). At the ends of the axons are presynaptic
terminals, specialized structures that participate in the transfer of information
between neurons; the dendrites of many vertebrate neurons are decorated with
small protrusions called dendritic spines, which likewise function in cell-to-cell
information transfer. In the course of this book, we will encounter many neuronal
types with distinct morphologies. Most of them have well-differentiated axons
and dendrites, which serve distinct functions as will be discussed in Section 1.7.

dendrite

(B)
microglia
gray matter astrocyte
axon white matter

myelin sheath

oligodendrocyte

Figure 1-9 Neurons and glia.

(A) Schematic drawing of a typical

neuron in the mammalian central nervous
system (CNS). Dendrites are in blue, and
the axon is in red. The dashed break

in the axon indicates that it can travel

a long distance from the cell body. The
brown structures surrounding the axon
are myelin sheath made from glia. The
triangles at the ends of the axon branches
represent presynaptic terminals, and

the protrusions along the dendritic tree
are dendritic spines, both of which will

be discussed in subsequent sections.
(B) Schematic drawing of glia in the

CNS. Oligodendrocytes wrap axons of

the CNS neurons. (Schwann cells, not
shown here, have a similar function in the
peripheral nervous system.) Astrocytes
have elaborate processes, whose end-feet
wrap around the blood vessels, as well as
connections between different neurons.
Microglia are immune cells that engulf
damaged cells and debris upon activation
by injury and during developmental
remodeling. (B, see Allen NJ & Barres BA
[2009] Nature 457:675-677.)
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Figure 1-10 The first image of cells.
A drawing by Robert Hooke illustrates the
repeating units visible in thin sections of
cork under a primitive microscope. Hooke
thought the units resembled small rooms
and coined the term ‘cells’ to describe

them. (From Hooke R [1665] Micrographia.

J. Martyn and J. Allestry.)

There are four major types of glia in the vertebrate nervous system:
oligodendrocytes, Schwann cells, astrocytes, and microglia (Figure 1-9B).
Oligodendrocytes and Schwann cells play analogous functions in the CNS and
PNS, respectively. They wrap axons with their cytoplasmic extensions, called
myelin sheath, which increase the speed at which information propagates along
axons. Oligodendrocytes and myelinated axons constitute the white matter in the
CNS (because myelin is rich in lipids and appears white). Astrocytes play many
roles in the development and regulation of neuronal communication; they are
present in the gray matter of the CNS, which is enriched in neuronal cell bodies,
dendrites, axon terminals, and connections between neurons. Microglia are the
resident immune cells of the nervous system, which engulf damaged cells and
debris, and help reorganize neuronal connections. Invertebrate nervous systems
have a similar division of labor for different glial types.

1.5 Individual neurons were first visualized by Golgi staining in
the late nineteenth century

Contemporary students of neurobiology may be surprised to learn that the
cellular organization of the nervous system was not uniformly accepted at the
beginning of the twentieth century, well after biologists in other fields had
embraced the cell as the fundamental unit of life. Robert Hooke first used the
term ‘cell’ in 1665 to describe the repeating units that he observed in thin slices of
cork (Figure 1-10) using a newly invented piece of equipment—the microscope.
Scientists subsequently used microscopes to observe many biological samples
and found cells to be ubiquitous structures. In 1839, Matthias Schleiden and
Theodor Schwann formally proposed the cell theory: all living organisms are
composed of cells as basic units. The cell theory was well accepted in almost
every discipline of biology by the second half of the nineteenth century except
among researchers studying the nervous system. Although cell bodies had been
observed in the nervous tissues, many neurobiologists of that era believed that
nerve cells were linked together by their elaborate processes to form a giant net,
or reticulum, of nerves. Proponents of the reticular theory regarded that the
reticulum as a whole, rather than its individual cells, constituted the working
unit of the nervous system.

Among the neuroscientists who supported the reticular theory of the nervous
system was Camillo Golgi, who made many important contributions to science
including the discovery of the Golgi apparatus, an intracellular organelle respon-
sible for processing proteins destined for the cell surface, for other intracellular
membranous organelles, or for secretion outside the cell. Golgi’s greatest contri-
bution, however, was the invention of the Golgi staining method. When a piece
of neural tissue is soaked in a solution of silver nitrate and potassium dichromate
in the dark for several weeks, black precipitates (microcrystals of silver chromate)
form stochastically in a small fraction of the nerve cells so that these cells can
be visualized against unstained background. Importantly, once black precipi-
tates form within a cell, an autocalatylic reaction occurs such that the entire cell,
including most or all of the elaborate extensions, can be visualized in its native
tissue (Figure 1-11). Golgi staining, for the first time, enabled visualization of
the entire morphology of individual neurons. However, despite inventing this
key method for neuronal visualization, Golgi remained a believer in the reticular
theory (see Box 1-1).

It took another great neuroscientist, Santiago Ramén y Cajal, to refute effect-
ively the reticular theory. The work of Ramén y Cajal and several contemporaries
instead supported the neuron doctrine, which postulated that neuronal pro-
cesses do not fuse to form a reticulum. Instead, neurons form intimate contact
with each other, with communication between distinct neurons occurring at
these contact points (see Box 1-1). The term synapse was later coined by Charles
Sherrington to describe these sites at which signals flow from one neuron to
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Figure 1-11 Golgi staining. An individual
Purkinje cell in the mouse cerebellum
is stained black by the formation of
silver chromate precipitate, allowing
visualization of its complex dendritic
tree. The axon, which is not included
in this image, projects downward from
the cell body indicated by an asterisk.
The inset shows a higher maghnification
of a dendritic segment, highlighting the
protruding structures called dendritic
spines. (Adapted from Luo L, Hensch
TK, Ackerman L et al. [1996] Nature
379:837-840. With permission from
Macmillan Publishers Ltd.)
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another. After systematically applying the Golgi staining method to study tissues
in many parts of the nervous system, in many organisms ranging from insects
to humans, and at many developmental stages, Ramén y Cajal concluded that
individual neurons were embryologically, structurally, and functionally inde-

pendent units of the nervous system.

Box 1-1: The debate between Ramoén y Cajal and Golgi: why do scientists make mistakes?

Camillo Golgi and Santiago Ramén y Cajal were the most
influential neurobiologists of their time. They shared the
1906 Nobel Prize for Physiology or Medicine, the first to be
awarded to neurobiologists. However, their debates on how
nerve cells constitute the nervous system—by the reticu-
lar network or as individual neurons communicating with
each other through synaptic contact—continued during
their Nobel lectures (see Figure 1-12A, B). We now know
that Ramén y Cajal’s view was correct and Golgi’s view was
largely incorrect. For example, utilizing the brainbow label-
ing method (see Section 13.18 for more details), individual
neurons, their dendritic tree, and even their axon termi-
nals can be clearly distinguished by distinct colors (see
Figure 1-12C). Interestingly, Ramé6n y Cajal used Golgi’s
staining method to refute Golgi’s theory. Why didn’t Golgi
reach the correct conclusion using his own method? Was he
not a careful observer? After all, he made many great discov-
eries including the Golgi apparatus, a protein-processing
organelle named after him.

According to Ramén y Cajal’s analysis, “Golgi arrived at this
conclusion by an unusual blend of accurate observations
and preconceived ideas ... Golgi’s work actually consists of
two separate parts. On the one hand, there is his method,
which has generated a prodigious number of observations
that have been enthusiastically confirmed. But on the other,
there are his interpretations, which have been questioned
and rejected.”

Before the invention of the Golgi staining method, neuro-
biologists could not resolve processes from individual
nerve cells, and therefore believed that the nerve processes
were fused together in a giant net. Golgi was trained in the
scientific environment in which this reticular theory was
the dominant interpretation of the nervous system organ-
ization. Golgi tried to fit his observations with existing
theory. For example, even though Golgi was first to discover,
using his staining method, that dendritic trees had free
endings (Figure 1-12A, top), he thought that dendrites were

(Continued)
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Box 1-1: The debate between Ramoén y Cajal and Golgi: why do scientists make mistakes?
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Figure 1-12 Three different views of hippocampal granule

cells. (A) Golgi’'s drawing of granule cells of the hippocampus.

The dendritic, cell body, and axonal layers are indicated on the

left. In Golgi's drawing, all axons are fused together to form a giant
reticulum. (B) Ramén y Cajal’s depiction of the same hippocampal
granule cells. Note that axons below the cell bodies have definitive
endings. (C) Hippocampal granule cells labeled by the brainbow
technique, which allows the spectral separation of individual

used to collect nutrients for nerve cells. It was their axons,
which formed an inseparable giant net as he viewed them
(Figure 1-12A, bottom), that performed all the special

neurons expressing different mixtures of cyan, yellow, and red
fluorescent proteins. Not only cell bodies, but also some of their
dendrites above and axon terminals below can be resolved by
different colors. (A, adapted from Golgi C [1906] Nobel Lecture;
B, adapted from Ramén y Cajal S [1911] Histology of the Nervous
System of Man and Vertebrates. Oxford University Press; C, from
Livet J, Weissman TA, Kang H et al. [2007] Nature 450:56-62.
With permission from Macmillan Publishers Ltd.)

This story teaches an important lesson: scientists need
to be observant, but they also need to be as objective
and unbiased as possible when interpreting their own

functions of the nervous system.

observations.

1.6 Twentieth-century technology confirmed the neuron doctrine

Ramoén y Cajal could not convince Golgi to abandon the reticular theory, but
many lines of evidence since the Golgi-Ramén y Cajal debate (see Box 1-1) have
provided strong support for the neuron doctrine. For example, during embryonic
development, neurons start out as having just the cell bodies. Axons then grow
out from the cell bodies toward their final destinations. This was demonstrated
by observing axon growth in vitro in experiments made possible by tissue cul-
ture techniques that were invented for the purpose of visualizing neuronal pro-
cess growth (Figure 1-13). Axons are led by a structure called the growth cone,
which changes its shape dynamically. We will learn more about the function of
the growth cone in axon guidance in Chapter 5.

The final proof that neuronal processes do not fuse with each other came from
observations made possible through the development of electron microscopy,
a technique that allows the visualization of structures with nanometer (nm)
resolution. (Conventional light microscopy, which scientists since Hooke have
used to observe biological samples, cannot usually resolve structures less than
200 nm apart because of the physical properties of light). The use of electron
microscopy to examinechemical synapses (sonamedbecause thecommunication
between cells is mediated by the release of chemicals called neurotransmitters)
revealed that a 20-100 nm gap, the synaptic cleft, separates the neuron from its
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target, which can be another neuron or a muscle cell (Figure 1-14A). The synaptic
partners are not symmetrical: the presynaptic terminal of the neuron contains
small synaptic vesicles filled with neurotransmitters, which, upon stimulation,
fuse with the plasma membrane and release neurotransmitters into the synaptic
cleft. The postsynaptic target cell develops a postsynaptic specialization (also
called a postsynaptic density) that is enriched for the receptors on their plasma
membrane surface to receive the neurotransmitters. Chemical synapses are the
predominant type of synapses that allows neurons to communicate with each
other and with muscle cells. We will study them in greater detail in Chapter 3.

Neurons can also communicate with each other by an alternative means:
the electrical synapse mediated by the gap junctions between neurons
(Figure 1-14B). Here, each partner neuron contributes protein subunits to form
gap junction channels that directly link the cytoplasm of two adjacent neurons,
allowing ions and small molecules to travel from one neuron to the next. These
gap junctions probably come closest to what the reticular theory would imagine
as a fusion between different neurons. However, macromolecules cannot pass
between gap junctions, and the neurons remain two distinct cells with highly
regulated communication. The existence of gap junctions therefore does not
violate the premise that individual neurons are the building blocks of the
nervous system.

1.7 In vertebrate neurons, information generally flows
from dendrites to cell bodies to axons

As we introduced in Section 1.4, neurons have two kinds of processes: dendrites
and axons. The shapes of dendritic trees and patterns of axonal projections are
characteristic for particular types of neurons, and are often used to classify them.
For example, the most frequently encountered type of neuron in the mammalian
cerebral cortex and hippocampus, the pyramidal neuron, has a pyramid-shaped

(A) presynaptic terminal

postsynaptic specialization

200 nm

Figure 1-14 Chemical and electrical synapses. Asterisks indicate mitochondria in both
micrographs. (A) Electron micrograph of a chemical synapse between the presynaptic terminal
of a motor neuron and the postsynaptic specialization of its target muscle cell. A synaptic cleft
separates the two cells. The arrow points at a synaptic vesicle. (B) Electron micrograph of an
electrical synapse (gap junction) between two dendrites of mouse cerebral cortical neurons.
Two opposing pairs of arrows mark the border of the electrical synapse. (A, courtesy of Jack
McMahan; B, courtesy of Josef Spacek and Kristen M. Harris, Synapse Web.)
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Figure 1-13 The first time-lapse
depiction of a growing axon. Frog
embryonic spinal cord tissue was cultured
in vitro. Growth of an individual axon was
sketched with an aid of a camera lucida
at the time indicated on the left (hour.
minute). The stationary blood vessel
(oval) provided a landmark for the growing
tips of the axon, called growth cones,
which undergo dynamic changes in shape
including both extensions and retractions.
A distance scale (in millimeter) is at

the bottom of the figure. (Adapted

from Harrison RG [1910] J Exp Zool
9:787-846.)
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Figure 1-15 Some representative neurons. (A) A pyramidal cell A single process from the cell body bifurcates into a peripheral axon
from rabbit cerebral cortex. A typical pyramidal cell has an apical with terminal endings in the skin (equivalent of dendrites that collect
dendrite (blue) that gives off branches as it ascends, several basal sensory information), and a central axon that project into the spinal
dendrites (blue) that emerge from the cell body, and an axon (red) cord. (E) A motor neuron from the fruit fly ventral nerve cord (equivalent
that branches locally and projects to distant targets. (B) A basket cell to the vertebrate spinal cord). Most invertebrate central neurons are
from mouse cerebellum. The basket cell axon (red) forms a series of unipolar: a single process comes out of the cell body, which gives rise
‘basket’ terminals that wrap around Purkinje cell bodies (not drawn). to dendritic branches (blue) and the axon (red). (A-D, adapted from
(C) A motor neuron from cat spinal cord. Its bushy dendrites (blue) Ramén y Cajal S [1911] Histology of the Nervous System of Man and
receive input within the spinal cord, and the axon (red) extends outside Vertebrates. Oxford University Press; E, based on Lee T & Luo L [1999]
the spinal cord to the muscle, while leaving behind local branches. Neuron 22:451-461.)

(D) A mammalian sensory neuron from a dorsal root ganglion.

cell body with an apical dendrite and several basal dendrites that branch exten-
sively (Figure 1-15A). A large portion of the dendritic tree is covered with den-
dritic spines (see Figure 1-11 inset), which contain postsynaptic specializations
that are in close contact with presynaptic terminals of partner neurons. Another
widely encountered type of neuron, basket cells, wrap their axon terminals
around the cell bodies of pyramidal cells in the cerebral cortex or Purkinje cells
(see Figure 1-11) in the cerebellum (Figure 1-15B). The spinal cord motor neuron
extends bushy dendrites within the spinal cord (Figure 1-15C), and projects its
axon out of the spinal cord and into the muscle. Located in a dorsal root ganglion
just outside the spinal cord, a sensory neuron in the somatosensory system
(which provides bodily sensation) extends a single process that bifurcates, form-
ing a peripheral axon that gives rise to branched terminal endings and a central
axon that projects into the spinal cord (Figure 1-15D). Most vertebrate neurons
have both dendrites and an axon leaving the cell body, hence they are called
multipolar (or bipolar if there is only a single dendrite); somatosensory neurons
are pseudounipolar as there is just one process leaving the cell body but it quickly
gives rise to a peripheral and a central branch.

How does information flow within individual neurons? After systematically
observing many types of neurons in different parts of the nervous system, Ramén
y Cajal proposed a theory of dynamic polarization: the transmission of a neu-
ronal signal takes place from dendrites and cell bodies to the axon. Therefore
every neuron has (1) a receptive component, the cell body and dendrites; (2) a
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transmission component, the axon; and (3) an effector component, the axon ter-
minals. With few exceptions (the somatosensory neuron being one), this impor-
tant principle has been validated by numerous observations and experiments
since it was proposed a century ago, and has been used extensively to deduce the
direction of information flow in the complex vertebrate central nervous system.
We will discuss the cell biological basis of neuronal polarization in Chapter 2.

How did observing the morphology of individual neurons lead to the discov-
ery of this rule? Ramény Cajal took advantage of the fact that, in sensory systems,
information should generally flow from sensory organs to the brain. By examin-
ing different neurons along the visual pathway (Figure 1-16), for example, one
can see that at each connection, dendrites are at the receiving end, facing the
external world, whereas axons are oriented so as to deliver such information to
more central targets, sometimes at a great distance from the cell body where the
axon originates. This applies to neurons in other sensory systems as well. On the
other hand, in the motor system, information should generally flow outward
from the CNS to the periphery. The morphology of the motor neuron indeed sup-
ports the notion that its bushy dendrites receive input within the spinal cord, and
its long axon projecting to the muscle provides the output (Figure 1-15C).

Neuronal processes in invertebrates can also be defined as dendrites and
axons according to their functions, with dendrites positioned to receive inform-
ation and axons to send it. However, the morphological differentiation of most
invertebrate axons and dendrites, especially in the central nervous system, is not
as clear-cut as it is for vertebrate neurons. Most often, invertebrate neurons are
unipolar, extending a single process that gives rise to both dendritic and axonal
branches (Figure 1-15E). Dendritic branches are often, but not always, closer
to the cell body. In many cases, the same branches can both receive and send
information; this occurs in some vertebrate neurons as well, as we will learn in
Chapters 4 and 6. Thus, paradoxically, in the simpler invertebrate nervous sys-
tems, it is more difficult to deduce the direction of information flow by examining
the morphology of individual neurons.

1.8 Neurons use membrane potential changes and
neurotransmitter release to transmit information

What is the physical basis of information flow within neurons? We now know that
the nervous system uses electrical signals to propagate information. The first evi-
dence of this came from Luigi Galvani’s discovery, in the late eighteenth century,
that application of an electric current could produce muscle twitches in frogs. It
was known by the beginning of the twentieth century that electrical signals are
propagated in neurons by transient changes of the membrane potential, the
electrical potential difference across the neuronal membrane that reflects the
distribution of positive and negative charges on each side of the membrane. As
we will learn in more detail in Chapter 2, neurons in the resting state are more
negatively charged inside the cells compared with the extracellular environment.
When neurons are excited, their membrane potentials change transiently,
creating nerve impulses that propagate along their axons. But how is information
relayed through nerve impulses? Quantitative studies of how sensory stimuli of
different magnitudes induce nerve impulses provided important clues.

Studies of muscle contraction in response to electrical stimulation of motor
nerves suggested that an elementary nerve impulse underlies different stimulus
strengths. An all-or-none conduction principle became clearer when amplifiers
for electrical signals were built in the 1920s that made it possible to record nerve
impulses from single axon fibers in response to sensory stimulations. Edgar Adrian
and co-workers systematically measured nerve impulses from somatosensory
neurons (see Figure 1-15D) that convey information about touch, pressure, and
pain to the spinal cord. They found that individual nerve impulses were of a uni-
form size and shape whether they were elicited by weak or strong sensory stimuli;
increasing the stimulus strength increased the frequency of such impulses, but
not the inherent properties of each impulse (Figure 1-17).

photoreceptor cells A—

bipolar cell

retinal ganglion cell

Figure 1-16 Neurons and information
flow in the vertebrate retina. Visual
information is collected by photoreceptor
cells in the retina. It is communicated

to the bipolar cell and then to the retinal
ganglion cell, which projects a long-
distance axon into the brain. Note that for
both the bipolar cell and retinal ganglion
cell information is received by their
dendrites (in blue) and sent via their axons
(in red). The photoreceptor processes can
also be divided into a dendrite-equivalent
that detects light (blue) and an axon

to send output to the bipolar cell. We

will learn more about these cells and
connections in Chapter 4. Arrows indicate
the direction of information flow. (Adapted
from Ramén y Cajal S [1911] Histology
of the Nervous System of Man and
Vertebrates. Oxford University Press.)



14 CHAPTER 1

Figure 1-17 Stimulus strengths are
encoded by the frequency of uniformly
sized nerve impulses. (A) Experimental
setup for applying a specified amount

of pressure to the toe of a cat, while
recording impulses from an associated
sensory nerve. (B) As the pressure
applied to a cat’s toe increases, the
frequency of impulses measured at the
sensory nerve increases, but the size and
shape of each impulse remain mostly the
same. We now call these nerve impulses
action potentials. The x axis shows

the timescale in units of seconds (s).
(Adapted from Adrian ED & Zotterman Y
[1926] J Physiol 61:465-483. )
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Figure 1-18 Fundamental steps of
neuronal communication. A typical
neuron in the mammalian CNS receives
thousands of inputs distributed along the
dendritic tree and dendritic spines (blue),
where this neuron is postsynaptic to its
presynaptic partners. Inputs are collected
in the form of synaptic potentials, which
travel toward the cell body (blue arrows)
and are integrated at the initial segment
of the axon (red) to produce action
potentials. Action potentials propagate
to the axon terminals (red arrows),

and trigger neurotransmitter release

that conveys information to many of its
postsynaptic partner neurons.
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These experiments led to two important concepts of modern neuroscience.
The first concept is the presence of an elementary unit of nerve impulses
that axons use to convey information across long distances; we now call this
elementary unit an action potential. In Chapter 2, we will study in greater
detail the molecular basis of action potentials, including why they exhibit the
all-or-none property. The second concept is that neurons use the frequency of
action potentials to convey the intensity of signals being delivered. Whereas the
frequency of action potentials is the most widely used means to convey signal
intensity throughout the nervous system, the timing of action potentials can also
convey important information.

In addition to using action potentials to send signals across long distances
within the axons of individual neurons, another important form of communication
within neurons are graded potentials (also called local potentials), referring to
membrane potentials that can change in continuous values as opposed to all-or-
none. One type of graded potentials, termed synaptic potentials, is produced
at the postsynaptic sites in response to neurotransmitter release by presynaptic
partners. Graded potentials can also be induced at the peripheral endings of
sensory neurons by sensory stimuli, such as the pressure on the toe in Adrian’s
experiment mentioned above; these are termed receptor potentials. Unlike action
potentials, graded potentials are of different sizes depending on the strength of
the input stimuli and the sensitivity of postsynaptic or sensory neurons to those
stimuli. Some neurons, including most neurons in the vertebrate retina, do not
fire action potentials at all. These non-spiking neurons use graded potentials to
transmit information even in their axons.

Synaptic potentials are usually produced at the dendritic spines, along the
dendrite tree, and at the soma of a neuron. A typical mammalian neuron contains
thousands of postsynaptic sites on its dendritic tree, allowing it to collect input
from many individual presynaptic partners (Figure 1-18). Inputs that are excit-
atory facilitate action potential production by the postsynaptic neuron, whereas
inhibitory inputs dampen action potential production by the postsynaptic neuron.
In most neurons, the eventual purpose of all these synaptic potentials is to deter-
mine whether, when, and how frequently the neuron will fire action potentials,
so that information can propagate along its axon to its own postsynaptic target
neurons. The site of action potential initiation is typically at the initial segment of
the axon, adjacent to the soma. Thus, synaptic potentials generated in dendrites
must travel to the cell body in order to have their voices heard.

The rule of action potential initiation at the axon initial segment has excep-
tions. For example, in the sensory neuron in Figure 1-15D, action potentials are
initiated at the junction between terminal endings and the peripheral axon of the
sensory neuron such that sensory information can be transmitted by the periph-
eral and central axon to the spinal cord across a long distance. In invertebrate
neurons, which are mostly unipolar, action potential initiation likely occurs at the
junction between the dendritic and axonal compartments.

How is information transmitted between neurons? At electrical synapses,
membrane potential changes are directly transmitted from one neuron to the
next by ion flow across the gap junctions. At chemical synapses, the arrival of
action potentials (or graded potentials in non-spiking neurons) at the presynaptic
terminals triggers the release of neurotransmitters. Neurotransmitters diffuse
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across the synaptic cleft and bind to their receptors on the postsynaptic neurons
to produce synaptic potentials (Figure 1-18). The process of neurotransmitter
release from the presynaptic neuron and neurotransmitter reception by the
postsynaptic neuron is collectively referred to as synaptic transmission.
Thus, while intraneuronal communication is achieved by membrane potential
changes in the form of graded potentials and action potentials, interneuronal
communication at chemical synapses relies on neurotransmitter release and
reception. We will study these fundamental steps of neuronal communication in
greater detail in Chapters 2 and 3.

1.9 Neurons function in the context of specific neural circuits

Neurons perform their functions in the context of neural circuits, which are
ensembles of interconnected neurons that act together to perform specific func-
tions. The simplest circuits in vertebrates, those that mediate the spinal reflexes,
can consist of as few as two interconnected neurons: a sensory neuron that
receives sensory stimuli from the environment, and a motor neuron that controls
muscle contraction. Many fundamental neurobiological principles have been
derived from studying these simple circuits.

When a neurologist’s hammer hits the knee of a patient during a neurologi-
cal exam, the lower leg kicks forward involuntarily (Figure 1-19). The underlying
circuit mechanism for this knee-jerk reflex has been identified. Sensory neurons
embed their endings in specialized apparatus called muscle spindles in an exten-
sor muscle (a muscle whose contraction will extend the knee joint). These sensory
neurons detect the stretch of the muscle spindles caused by the physical impact
of the hammer and convert the mechanical stimuli into electrical signals, namely
receptor potentials at the sensory endings. Next, the peripheral and central axons
of the sensory neurons propagate these electrical signals to the spinal cord as
action potentials. There, the central axons of the sensory neurons make synaptic
connections directly with the dendrites of motor neurons, which extend their own
axons outward from the spinal cord and terminate in the same extensor muscle
where the sensory neurons embed their endings. (The sensory axons are also
called afferents, referring to axons projecting from peripheral tissues to the CNS,
whereas the motor axons are called efferents, referring to axons that project from
the CNS to peripheral targets.) Both the sensory and motor neurons in this circuit
are excitatory neurons. When excitatory neurons are activated, that is, when they
fire action potentials and release neurotransmitters, they make their postsynaptic
target cells more likely to fire action potentials. Therefore, mechanical stimula-
tion activates sensory neurons. Their excitation in turn activates their postsynap-
tic motor neurons, causing them to fire action potentials. Action potentials from
the motor neurons cause neurotransmitter release at motor axon terminals in the
muscle, causing the contraction of the extensor muscle that they innervate.

The knee-jerk reflex involves the coordination of more than one muscle. The
flexor muscle, which is antagonistic to the extensor muscle, must not contract
at the same time in order for the knee-jerk reflex to occur. (As we will learn in
Chapter 8, contraction of extensor muscles increases the angle of a joint, whereas
contraction of flexor muscles decreases the angle of ajoint.) Therefore, in addition
to causing the contraction of the extensor muscle, the sensory axons must also
inhibit the contraction of the corresponding flexor muscle. This inhibition
is mediated by inhibitory interneurons in the spinal cord, a second type of
postsynaptic neuron targeted by the sensory axons. (Neurobiologists use the
term interneuron in two different contexts. In a broad context, all neurons that
are not sensory or motor neurons are interneurons. In more a specific context,
interneuronsrefer to neurons that confine their axons within a specific region—as
opposed to projection neurons, whose axons link two different regions of the
nervous system. The spinal inhibitory interneurons fit both criteria.) Activation
of sensory neurons excites these inhibitory interneurons, which in turn inhibit
the motor neurons thatinnervate the flexor muscle. The inhibition makes it more
difficult for the flexor motor neurons to fire action potentials, causing the flexor
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Figure 1-19 The neural circuit underlying
the knee-jerk reflex. A simple neural
circuit is responsible for the involuntary
jerk that results when the front of the
human knee is hit with a hammer. In this
simplified scheme, a single neuron is
used to represent a population of neurons
that perform the same task. The sensory
neuron extends its peripheral axon to
the muscle spindle of the extensor
muscle and its central axon to the spinal
cord. In the spinal cord, the sensory
neuron has two postsynaptic targets: the
green motor neuron that innervates the
extensor muscle, and the red inhibitory
interneuron within the spinal cord, which
synapses with the yellow motor neuron
that innervates the flexor muscle. When
the hammer hits the knee, mechanical
force excites the sensory neuron, which
results in excitation of the extensor
motor neuron to cause contraction of the
extensor muscle (following solid arrows)
and inhibition of the flexor motor neuron
to cause relaxation of the flexor muscle
(dashed arrow). The spinal cord is drawn
as a cross section. The gray matter at
the center contains cell bodies, their
dendrites, and the synaptic connections
of spinal cord neurons; the white matter
at the periphery consists of long-distance
axonal projections. The sensory neuron
cell body is located in a dorsal root
ganglion adjacent to the spinal cord.



16 CHAPTER 1

Figure 1-20 Schematic of sensory and
motor pathways between the spinal
cord and the cerebral cortex. In addition
to participating in the spinal cord reflex
circuit, sensory neurons also send an
ascending branch to connect with relay
neurons in the brainstem and thalamus
to deliver information to neurons in the
primary somatosensory cortex. Through
inter-cortical connections, information can
be delivered to neurons in the primary
motor cortex, which send descending
output directly and indirectly to motor
neurons for the voluntary control of
muscles. Drawn here are the most

direct routes for these ascending and
descending pathways. The spinal cord

is represented as a cross section. The
brain in the background is from a sagittal
view (not at the same scale as the spinal
cord). Arrows indicate the direction of
information flow.
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muscle to relax. Contraction of the extensor muscle is coordinated with relaxation
of the flexor muscle to bring the lower leg forward. First analyzed in the studies
of spinal reflexes by Charles Sherrington in the 1890s, the role of inhibition is
crucial in coordinating neuronal function throughout the nervous system.

Thus, the knee-jerk reflex involves one of the simplest neural circuits, in
which coordinated actions of excitation and inhibition are performed by the
monosynaptic connections between sensory neurons and motor neurons and the
disynaptic connections between sensory neurons and a different group of motor
neurons via inhibitory neuron intermediates. Nervous system functions rely on
establishing proper connections between neurons in numerous neural circuits
like the knee-jerk reflex circuit; how the nervous system is precisely wired during
development is a subject that we will focus on in Chapters 5 and 7.

Most neural circuits are orders of magnitude more complex than the spinal
cord reflex circuit. Box 1-2 discusses commonly used circuit motifs that we will
encounter in this book. For example, a subject becomes aware thata hammer has
hit her knee because sensory neurons also send branches of axons that ascend
along the spinal cord. After passing through relay neurons in the brainstem and
thalamus, sensory information eventually reaches the primary somatosensory
cortex, the part of the cerebral cortex that first receives somatosensory input
from the body (Figure 1-20). Cortical processing of such sensory input gives her
the perception that the knee has been hit. Such information is also propagated
to other cortical areas including the primary motor cortex. The primary motor
cortex sends descending output directly and indirectly to the spinal cord motor
neurons to control muscle contraction (Figure 1-20), in case we want to move
our leg voluntarily (as compared to the knee-jerk reflex, which is involuntary).
We will study these sensory and motor pathways in greater details in Chapters
6 and 8, but in general we know far less about the underlying mechanisms of
the ascending, cortical, and descending circuits compared to the reflex circuit in
the spinal cord. Deciphering the principles of information processing in complex
neural circuits that mediate sensory perception and motor control is one of the
most exciting and challenging goals of modern neuroscience.
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Box 1-2: Commonly used neural circuit motifs

The simplest circuit consists of two synaptically connected
neurons, such as the sensory neuron-extensor motor
neuron connection in the knee-jerk reflex. In circuits that
contain more than two neurons, the individual neurons
can receive input from and send output to more than one
partner. Further complexity arises when some neurons in a
circuit are excitatory and others are inhibitory. The nervous
system employs many circuit motifs, that is, different ways
in which circuits can be configured so that the connection
patterns of individual neurons combine to carry out specific
functions. We introduce here some of the most commonly
used circuit motifs (Figure 1-21).

Let’s first consider circuits that contain only excitatory
neurons. When several neurons synapse onto the same
postsynaptic neuron, this constitutes the circuit motif
of convergent excitation (Figure 1-21A). Conversely,
divergent excitation (Figure 1-21B) refers to the motif
where a single neuron synapses onto multiple postsynaptic
targets via branched axons (these axon branches are also
called collaterals). Convergent and divergent connections
allow individual neurons to integrate input from multiple
presynaptic neurons, and to send output to multiple
postsynaptic targets. Serially connected excitatory neurons
constitute a feedforward excitation motif (Figure 1-21C) to
propagate information across multiple regions of the brain,
such as the relay of somatosensory stimuli to the primary

somatosensory cortex (see Figure 1-20). If a postsynaptic
neuron synapses onto its own presynaptic partner, this
would produce a feedback excitation motif (Figure 1-21D).
Neurons that transmit parallel streams of information can
also excite each other, forming a motif of recurrent (lateral)
excitation (Figure 1-21E).

When excitatory and inhibitory neurons interact in the
same circuit, as is most often the case, many interesting
circuit motifs can be constructed and used for different
purposes. The names of these motifs that involve inhibitory
neurons usually emphasize the nature of the inhibition.
In feedforward inhibition (Figure 1-21F), an excitatory
neuron synapses onto both an excitatory and an inhibi-
tory postsynaptic neuron, and the inhibitory neuron fur-
ther synapses onto the excitatory postsynaptic neuron.
In feedback inhibition (Figure 1-21G), the postsynaptic
excitatory neuron synapses onto an inhibitory neuron,
which synapses back to the postsynaptic excitatory neuron.
In both cases, inhibition can control the duration and the
magnitude of the excitation of the postsynaptic excitatory
neuron. In recurrent (cross) inhibition (Figure 1-21H),
two parallel excitatory pathways cross-inhibit each other
via inhibitory neuron intermediates; the inhibition of the
flexor motor neuron in the knee-jerk reflex discussed in
Section 1.9 is an example of recurrent inhibition. In lateral
inhibition (Figure 1-21I), an inhibitory neuron receives
excitatory input from one or sev-
eral parallel streams of excitatory
neurons, and sends inhibitory out-

(A) convergent (B) divergent (C) feedforward (D) feedback (E) recurrent
excitation excitation excitation excitation (lateral) put to many postsynaptic targets of
excitation  these excitatory neurons. Lateral
inhibition is widely used in process-

—O+—<

lateral
inhibition

(F) feedforward
inhibition

’O-Ci—i

(G) feedback (H)
inhibition

recurrent ()]
(cross) inhibition

Figure 1-21 Commonly used circuit motifs. In all panels, the general information flow

is from left to right. (A-E) Circuit motifs consisting of excitatory neurons. These include
convergent excitation (A), in which multiple neurons synapse onto the same neuron; divergent
excitation (B), in which a single neuron synapses onto multiple target neurons; feedforward
excitation (C), in which neurons are connected in series; feedback excitation (D), in which the
postsynaptic neuron synapses onto its presynaptic partner; and recurrent excitation (E), in
which two parallel pathways cross excite each other. (F=J) Circuit motifs that include inhibitory
neurons. In feedforward inhibition (F), the inhibitory neuron receives input from a presynaptic
excitatory neuron and sends output to a postsynaptic excitatory neuron, whereas in feedback
inhibition (G), the inhibitory neuron receives input from and sends output to the postsynaptic
excitatory neuron. For recurrent inhibition (H) and lateral inhibition (1), only feedforward modes
are depicted; in the feedback modes of these motifs (not shown), the inhibitory neuron(s)
receive input(s) from postsynaptic rather than the presynaptic excitatory neurons in the parallel
pathways. In the disinhibition motif (J), the target of the second inhibitory neuron (not shown)
can be excitatory or inhibitory. When the first inhibitory neuron is excited, the target of the
second inhibitory neuron becomes disinhibited, because excitation of the first inhibitory neuron

causes the second inhibitory neuron to be less active.

ing sensory information, as we will
study in greater detail in Chapters
4 and 6. Finally, when an inhibi-
tory neuron synapses onto another
inhibitory neuron, the excitation of
the first inhibitory neuron reduces
the inhibitory output of the second
inhibitory neuron, causing disin-
hibition of the target of the second
inhibitory neuron (Figure 1-21]).

X:
%—<
(J) disinhibition
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Circuit motifs containing excitatory
and inhibitory neurons are often
used in combinations that give
rise to many different ways of
processing information in complex
nervous systems. In Chapter 3, we
will encounter another group of
neurons, the modulatory neurons,
which can act on both excitatory
and inhibitory neurons to up- or
down-regulate their excitability or
synaptic transmission, adding further
complexity and richness to the
information processing functions of
neural circuits.
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Figure 1-22 Phrenologists’ depiction

of the brain’s organization. According

to phrenology, the brain is divided into
individual areas specialized for defined
mental functions. The size of each area is
modified by use. For example, a cautious
person would have an enlarged area
corresponding to cautiousness.

Figure 1-23 Language centers in the
human brain were originally defined by
lesions. (A) Major fissures divide each
hemisphere of cerebral cortex into frontal,
parietal, temporal, and occipital lobes.
Broca's area is located in the left frontal
lobe adjacent to the part of the primary
motor cortex that controls movement

of mouth and lips (see Figure 1-25).
Wernicke's area is located in the left
temporal lobe adjacent to the auditory
cortex. (B) Photograph of the brain from
one of Broca's patients, Leborgne, who
could only speak a single syllable, “tan.”
The lesion site is circled. Observation

of similar lesions in language-deficient
patients led Broca to propose the area to
be essential for language production. (B,
from Rorden C & Karnath H [2004] Nat

Rev Neurosci 5:813-819. With permission

from Macmillan Publishers Ltd.)
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1.10 Specific brain regions perform specialized functions

That specialized functions of the nervous system are performed by specific parts
of the brain is well established today. However, throughout prior centuries, phil-
osophers have debated whether brain functions underlie the mind, let alone
whether specific regions of the brain are responsible for specific mental activities.
Even in the early twentieth century, a prevalent view was that any specific mental
function is carried out by neurons across many areas of the cerebral cortex.
Franz Joseph Gall developed a discipline called phrenology in the early
nineteenth century. Gall believed that all behavior emanates from the brain, with
specific regions of the brain controlling specific functions. According to Gall, the
centers for each mental function grow with use, creating bumps and ridges on
the skull. Based on this proposal, Gall and his followers attempted to map human
mental function to specific parts of the cortex, correlating the size and shape of
the bumps and ridges on a person’s skull with their talents and character traits
(Figure 1-22). We now know that the specific conclusions of phrenology are largely
false, but Gall’s thinking about brain specialization was quite advanced for his time.
Brain lesions provided the first clues that specialized regions of the human
cerebral cortex carry out specific functions. Each hemisphere of the cerebral
cortex is divided into four lobes based on the major folds (called fissures) that
separate the lobes: the frontal lobe, parietal lobe, temporal lobe, and occipital
lobe (Figure 1-23A). In the 1860s, Paul Broca discovered lesions in a specific area

(A) primary motor cortex (B)
that controls mouth and lips

frontal lobe parietal lobe

Broca’s
area

temporal lobe

auditory cortex
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of the human left frontal lobe (Figure 1-23B) in patients who could not speak.
This area was subsequently named Broca’s area (Figure 1-23A). Karl Wernicke
subsequently found that lesions in a distinct area in the left temporal lobe, now
named Wernicke’s area (Figure 1-23A), were also associated with defects in
language. Interestingly, lesions in Broca’s area and Wernicke’s area give distinct
symptoms. Patients with lesions in Broca’s area have great difficulty in producing
language, whether in speech or in writing, but their understanding of language
is largely intact. On the other hand, patients with lesions in Wernicke’s area have
great difficulty in understanding language, but they can speak fluently, although
often unintelligibly and incoherently. These findings led to the proposal that
Wernicke's area is responsible for language comprehension whereas Broca’s area
is responsible for language production. These distinct functions are consistent
with the locations of Broca’s and Wernicke’s areas being close to the motor cortex
and the auditory cortex (the part of the cortex that first receives auditory sensory
input), respectively (Figure 1-23A).

In the twentieth century, two important techniques—brain stimulation and
brain imaging—have confirmed and extended findings from lesion studies,
revealing in greater detail specific brain regions that carry out distinct functions.
Brain stimulation has been used as a standard procedure to map specific brain
regions in order to guide brain surgeries, such as severing axonal pathways to
treat intractable epilepsy. (Epilepsy is a medical condition characterized by
recurrent seizures, which are strong surges of abnormal electrical activity that
affects part or all of the brain; we will study epilepsy in more detail in Chapter
11.) Such surgeries are often performed without general anesthesia (as brains do
not contain pain receptor) so that patients’ responses to brain stimulation can
be assessed. Stimulation of Broca’s area, for instance, causes a transient arrest
of speech in patients. These brain stimulation studies have identified additional
areas that interfere with language production.

One of the most remarkable advances in the late twentieth century is the non-
invasive functional brain imaging of healthy human subjects as they perform spe-
cific tasks. The most widely used technique is functional magnetic resonance
imaging (fMRI), which monitors signals originating from changes in blood flow
that are closely related to local neuronal activity. By allowing researchers to
observe whole-brain activity without bias while subjects perform intensive tasks,
such as those involving language, fMRI has revolutionized our understanding of
specific brain regions that are implicated in specific functions. Such studies have
confirmed that Broca’s and Wernicke’s areas are involved in language production
and comprehension, respectively.

fMRI offers higher spatial resolution than do lesion studies, and thus has
enabled researchers to ask more specific questions. For example, do bilingual
speakers use the same cortical areas for their native and second languages? The
answer depends on the cortical area in question and the age at which an individ-
ual acquires the second language. For late bilinguals who were first exposed to the
second language after 10 years of age, representations of the native and second
languages in Broca’s area map to adjacent but distinct loci (Figure 1-24A). In early
bilinguals who learned both languages as infants, the two languages map to the
same locus in Broca’s area (Figure 1-24B). Thus, the age of language acquisition
appears to determine how the language is represented in Broca’s area. It is poss-
ible that after a critical period during development, native language has already
consolidated a space in Broca’s area, such that a second language acquired later
must utilize other (adjacent) cortical areas. By contrast, the loci in Wernicke’s area
that represent the two languages are inseparable by fMRI even for late bilinguals
(Figure 1-24C).

1.11 The brain uses maps to organize information

Thanks to the combination of anatomical, physiological, functional, and
pathological studies on human subjects, we now have a detailed understanding
of the gross organization of the human nervous system (see Figure 1-8A). This is
complemented by experimental studies in mammalian model organisms, which

W native (English)

second (French)

W native 1 (Turkish)
native 2 (English)
W common

M native (English)
second (French)

# common

Figure 1-24 Representations of native
and second languages as revealed by
functional magnetic resonance imaging
(fMRI). The detection of blood-flow signals
associated with brain activity by fMRI
provides a means for imaging the brain
loci where native and second languages
are processed. In the brain scans on the
left side of the figure, green rectangles
highlight language-processing areas in the
left hemisphere; the highlighted areas are
maghnified on the right. In the miniature
brain profiles located at top right, the
green lines represent the section plane
visualized in the scanned images. R, right
hemisphere. (A) In a late bilingual, the two
languages are represented in separate,
adjacent loci within Broca's area. (B) In an
early bilingual who learned both languages
from infancy, the language representations
in Broca’s area overlap. (C) In Wernicke's
area, the representations of native and
second languages overlap regardless of
when the second language was acquired;
panels A and C came from the same late
bilingual subject. (Adapted from Kim KH,
Relkin NR, Lee K-M et al. [1997] Nature
388:171-174. With permission from
Macmillan Publishers Ltd.)
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share this gross organization (see Figure 1-8B). We will study the organization and
function of many regions of the nervous system in detail in subsequent chapters.
An important organizational principle worth emphasizing at the very
beginning is that the nervous system uses maps to represent information. We have
already encountered this phenomenon in our earlier discussion of the auditory
and visual maps that barn owls use to target their prey. Two striking examples of
maps in the human brain are the motor homunculus and sensory homunculus
(Figure 1-25). These homunculi (‘little men’) were discovered through the use
of electrical stimulation during brain surgeries to treat epilepsy, as discussed in
Section 1.10. For example, stimulation of cortical neurons in specific parts of the
primary motor cortex elicits movement of specific body parts on the contralateral
side. (Movement of the left side of the body is controlled by the right side of the
brain and vice versa.) Systematic studies revealed a cortical topographic map
corresponding to movement of specific body parts: nearby neurons in the motor
homunculus control the movements of nearby body parts. This map is distorted in

motor homunculus sensory homunculus
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Figure 1-25 Sensory and motor homunculi. Top, the location in the but are distant from neurons that control finger movement. Bottom
brain of the primary motor cortex and the primary somatosensory right, cortical neurons in the primary somatosensory cortex represent
cortex. Arrows indicate that sections along the plane with a 90° turn a topographic map of the body. For example, neurons that represent
would produce the homunculi in the bottom panels. Bottom left, touch stimuli on the lips, jaw, and tongue are in adjacent areas,
cortical neurons in the primary motor cortex control movement of distant from neurons that represent touch stimuli on the fingers.
specific body parts according to a topographic map. For example, (Adapted from Penfield W & Rasmussen T [1950] The Cerebral Cortex

neurons that control movement of lips and jaw are close together, of Man. Macmillan.)
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its proportion. The hand, in particular the thumb, is highly overrepresented, as are
the muscles surrounding the mouth that enable us to eat and speak (Figure 1-25,
bottom left). These distortions reflect disproportional use of different muscles. As
we will learn in Chapter 8, the motor homunculus is a simplified representation of
a more complex organization of the motor cortex for movement control.

In the adjacent primary somatosensory cortex, there is an equivalent sensory
homunculus. Stimulation of specific areas in the primary somatosensory cortex
elicits sensations in specific body parts on the contralateral side (Figure 1-25,
bottom right). Again, cortical neurons in adjacent areas represent adjacent body
parts, forming a topographic map in the primary somatosensory cortex. This pres-
ervation of spatial information is all the more striking, considering that the corti-
cal neurons are at least three synaptic connections away from the sensory world
that they represent (see Figure 1-20). Obvious distortions are also present, such
that some areas of the body (for example, the hand and especially the thumb)
are overrepresented compared to other body parts (for example, the trunk).
These distortions reflect differential sensitivities of different body parts to sensory
stimuli such as touch. Interestingly, cortical neurons in the sensory and motor
homunculi that represent the same body part are physically near each other,
reflecting a close link between the two cortical areas in coordinating sensation
with movement.

Neural maps are widespread throughout the brain. We will learn more about
maps in the visual system (Chapter 4); the olfactory, taste, auditory, and somato-
sensory systems (Chapter 6); the motor system (Chapter 8); and the hippocampus
and entorhinal cortex (part of the temporal cortex overlying the hippocam-
pus), where maps are used to represent spatial information of the outside world
(Chapter 10). We will also study how neural maps are established during develop-
ment (Chapters 5 and 7).

1.12 The brain is a massively parallel computational device

The brain is often compared to the computer, another complex system that has
enormous problem-solving power. Both the brain and the computer contain a
large number of elementary units, the neurons and the transistors, respectively,
which are wired into complex circuits to process information. The global archi-
tectures of the computer and the brain resemble each other, consisting of input,
output, central processing, and memory (Figure 1-26). Indeed, the comparison
between the computer and the brain has been instructive to both computer engi-
neers and neurobiologists.

The computer has huge advantages over the brain in speed and precision
of basic operations (Table 1-1). Personal computers nowadays can perform
elementary arithmetic operations such as addition at a speed of 10'° operations
per second. However, the speed of elementary operations in the brain, whether
measured by the action potential frequency or by the speed of synaptic
transmission across a chemical synapse, is at best 102 per second. Furthermore,
the computer can represent quantities (numbers) with any desired precision
according to the bits (binary digits, or 0s and 1s) assigned to each number. For
instance, a 32-bitnumber has a precision of 1 in 232 or 4.2 x 10°. Empirical evidence
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Figure 1-26 Architectures of the
computer and the nervous system.

(A) Schematic illustration of the five
classic components of a computer: input
(such as a keyboard or a mouse), output
(such a screen or a printer), memory
(where data and programs are kept when
programs are running), datapath (which
performs arithmetic operations), and
control (which tells datapath, memory,
input, and output devices what to do
according to the instructions of the
program). Control and datapath together
are also called the processor. (B) The
nervous system can be partitioned in
several different ways, one of which is
shown here. In this four-systems model,
the motor system controls the output of
the nervous system (behavior). It is in
turn controlled by three other systems:
the sensory system that receives input
from external environment, the cognitive
system that mediates voluntary behavior,
and the behavioral state system (such
as wake/sleep) that influences the
performance of all other systems. Arrows
indicate extensive and often bidirectional
connections among the four systems. As
we will learn in Chapter 10, memory is
primarily stored in the form of synaptic
connection strengths of neural circuits in
these systems. (A, adapted from Patterson
DA & Hennessy JL [2012] Computer
Organization and Design, 4th ed. Elsevier;
B, adapted from Swanson LW [2012] Brain
Architecture, 2nd ed. Oxford University
Press.)
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Table 1-1: Comparing the computer and the brain

Properties

Number of basic units

Computer* Human brain

up to 10° transistors? ~10** neurons; ~10'* synapses

Speed of basic operation 101%/s <103/s

Precision 1in 4 x 10° for a 32-bit number ~1in 102

Power consumption 102 watts ~10 watts

Processing method mostly serial serial and massively parallel
Input/output for each unit 1-3 ~10°

Signaling mode digital digital and analog

1 Based on personal computers in 2008.

2 The number of transistors per integrative circuit has doubled every 18-24 months in the past few decades; in recent years the performance gains from this
transistor growth has slowed, limited by energy consumption and heat dissipation.

(Data from von Neumann [1958] The Computer and the Brain 1st ed. Yale University Press; Patterson & Hennessy [2012] Computer Organization and Design,

4th ed. Elsevier).

suggests that most quantities in the nervous system have variability of at least a
few percent due to biological noise, or a precision of 1 in 102 at best. What then
enables the brain to outperform the computer in many complex tasks and to do
so with a lower power consumption and impressive speed and precision—such
as following the trajectory of a tennis ball after it is served at a speed as high as
72 m/s (160 miles per hour), moving to the optimal spot on the court, positioning
the arm, and swinging the racket to return the ball in the opponent’s court, all
within a few hundred milliseconds?

A notable difference between the computer and the brain is the methods
by which information is processed within each system. Computer tasks are per-
formed largely in serial processing steps; this can be seen by the way engineers
program computers by creating a sequential flow of instructions, and by the fact
that the operation of each basic unit, the transistor, takes a small number of inputs
(1 to 3). For this sequential cascade of operations, high precision is necessary at
each step because errors accumulate and amplify in successive steps. The brain
also uses serial steps for information processing; in the tennis return example
above, information flows from the eye to the brain and then to the spinal cord
to control muscle contraction in the legs and arms. However, the nervous sys-
tem also employs massively parallel processing, taking advantage of the large
number of neurons and large number of connections each neuron makes. For
instance, the moving tennis ball activates many photoreceptors in the eye, which
transmit information to different kinds of bipolar and retinal ganglion cells (see
Figure 1-16) as well as to inhibitory interneurons in the retina that we will learn
aboutin Chapter 4; information regarding the location, direction, and speed of the
ball is extracted by parallel circuits within two to three synaptic connections, and
is transmitted in parallel by different kinds of retinal ganglion cells to the brain.
Likewise, the motor cortex sends commands in parallel to control motor neuron
activity and muscle contraction in the legs, the trunk, and the arms, such that the
body and the arms are simultaneously well positioned for the incoming ball.

The massively parallel strategy is possible because each neuron collects
inputs from and sends outputs to many other neurons—on average 10° for both
inputs and outputs for a mammalian neuron. By using the divergent projection
motif we discussed in Box 1-2, information from one neural center can be deliv-
ered to many parallel downstream pathways. At the same time, the convergent
projection motif (see Figure 1-21A) allows many neurons that process the same
information to send their inputs to the same postsynaptic neuron. While inform-
ation represented by individual presynaptic neurons may be noisy, by taking the
average of many presynaptic neurons, the postsynaptic neuron can represent the
same information with much higher precision.

The computer and the brain also have similarities and differences in the
signaling mode of their elementary units. The transistor utilizes digital signal-
ing, which uses discrete values (0s and 1s) to represent information. The action



potential in neuronal axons is also a digital signal, since it has the all-or-none
property; this enables reliable long-distance information propagation. However,
neurons also utilize analog signaling, which uses continuous values to represent
information. In non-spiking neurons, output is transmitted by graded potentials
that can transmit more information than can action potentials (we will discuss
this in more detail in Chapter 4). Neuronal dendrites also use analog signaling to
integrate up to thousands of inputs. Finally, signals for interneuronal communi-
cation are mostly analog, as synaptic strengths are continuous variables.

Another important property of the nervous system at play in the tennis return
example is that the strengths of synaptic transmission between presynaptic and
postsynaptic partners can change in response to activity and experience, as we
will study in greater detail in Chapter 10. Repetitive training enables the circuits
to become better configured for the tasks being performed, resulting in greatly
improved speed and precision.

Over the past decades, engineers have taken inspiration from the brain to
improve computer design. For instance, the principles of parallel processing and
use-dependent modification of circuits have both been incorporated into modern
computers. At the same time, neurobiologists can enhance their understanding
of the working of the nervous system and potential strategies it employs to solve
complex problems by looking at the brain from an engineering perspective.

GENERAL METHODOLOGY

The development and utilization of proper scientific methodology is essen-
tial to advancing our knowledge of neurobiology. We devote the last chapter of
this book (Chapter 13) to discussing important methods for exploring the brain.
You are highly recommended to study the relevant sections of Chapter 13 when
these methods are first introduced and referred to in Chapters 1-12. We conclude
this chapter by highlighting a few general methodological principles that will be
encountered throughout the book.

1.13 Observations and measurements are the foundations
for discovery

At the beginning of this chapter, we noted that asking the right question is often
a crucial first step in making important discoveries. A good question is usually
specific enough that it can be answered with clarity in the framework of exist-
ing knowledge. At the same time, the question’s answer should have broad
significance.

Careful observation is usually the first step in answering questions.
Observations can be made with increasing resolution using ever-improving
technology. Our discussion in this chapter about the organization of the nervous
system offers good examples. Cells were first discovered because of the invention
of the light microscope. The elaborate shapes of neurons were first deciphered
because of the invention of the Golgi staining method. The debate between the
neuron doctrine and the reticular theory was finally settled with electron micro-
scopy. Inventing new ways of observing can revolutionize our understanding of
the nervous system.

Whereas observations can give us a qualitative impression, some questions
can be answered only by quantitative measurement. For instance, in order
to answer the question of how sensory stimuli are encoded by nerve signals,
researchers needed to measure the size, shape, and frequency of the action
potentials induced by varying stimulus strengths. This led to the fundamental
discovery that stimulus strengths are encoded by the frequency of action
potentials, butnotby theirsize or duration. The development of new measurement
tools often precedes great discoveries.

Observation and measurement go hand in hand. Observations can be quanti-
tative and often form the basis for measurement. For example, electron microscopy

General methodology
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first enabled the visualization of the synaptic cleft. At the same time, it also per-
mitted researchers to measure the approximate distance that a neurotransmitter
must travel across a chemical synapse and estimate the physical size of the mem-
brane proteins needed to bridge the two sides of a chemical synapse.

1.14 Perturbation experiments establish causes and mechanisms

While observation and measurement can lead to the discovery of interesting
phenomena, they are often not adequate to investigate the underlying mech-
anisms. Further insight can be obtained by altering key parameters in a biological
system and studying the consequences. We refer to these as perturbation experi-
ments. Putting prisms on a barn owl is an example of a perturbation experiment.
Artificial displacement of the visual map allowed scientists to measure the owl’s
ability to adjust its auditory map to match an altered visual map. We will encoun-
ter numerous perturbation experiments throughout the book.

Most perturbation experiments can be placed into one of the two broad cate-
gories referred to as ‘loss-of-function’ and ‘gain-of-function.’ In loss-of-function
experiments, a specific component is taken away from the system. This type of
experiment tests whether the missing component is necessary for the system
to function. As an example, loss of speech caused by specific brain lesions in
Broca’s patients suggested that Broca’s area is necessary for speech production.
In gain-of-function experiments, a specific component is added to the system.
Gain-of-function experiments can test whether a component is sufficient for the
system to function in a specific context. As an example, electrical stimulations in
epileptic patients indicated that activation of specific motor cortical neurons is
sufficient to produce twitches of specific muscles. Both loss- and gain-of-function
experiments can be used to deduce the causal relationships between components
in biological processes.

Originating from the field of genetics, the terms ‘loss-of-function’ and
‘gain-of-function’ refer to the deletion or misexpression, respectively, of a specific
gene to test its function in a biological process. These experiments are extremely
powerful because genes are the basic units for regulating many biological pro-
cesses, including neurobiological processes. In addition, genetic perturbations
can be performed with high precision in many model organisms (see Sections
13.6-13.11). Indeed, we will introduce many examples of gene perturbation
experiments that have shed light on the underlying mechanisms of a variety of
neurobiological processes.

As the lesion and electrical stimulation examples discussed above illustrate,
the concept of loss- and gain-of-function perturbation can be broadened beyond
genes. In contemporary neuroscience, a central issue is the analysis of neural
circuit function in perception and behavior, and here single neurons or popula-
tions of neurons of a particular type are the organizational and operational units.
To assess the function of specific neurons or neuronal populations in the opera-
tion of a circuit, tools have been developed that can conditionally silence their
activity (loss-of-function) or artificially activate them (gain-of-function) with
high spatiotemporal precision (see Sections 13.10-13.12 and 13.23-13.25). Given
that neurons can participate in neural circuits in a myriad of different ways (see
Box 1-2), precise perturbation experiments are crucial in revealing the mech-
anisms by which neural circuits operate and control neurobiological processes
of interest. These experiments also help establish causal relationships between
the activities of specific neurons and the neurobiological processes they control.

With these basic concepts and general methodologies in hand, let us begin
our journey!




SUMMARY

In this chapter, we have introduced the general organization of the nervous sys-
tem and some fundamental concepts of neurobiology, framing these topics from
a historical perspective. Neurons are the basic building blocks of the nervous
system. Within most vertebrate neurons, information—in the form of mem-
brane potential changes—flows from dendrites to cell bodies to axons. Graded
potentials in dendrites are summed at the junction between the cell body and the
axon to produce all-or-none action potentials that propagate to axon terminals.
Neurons communicate with each other through synapses. In chemical synapses,
presynaptic neurons release neurotransmitter in response to the arrival of action
potentials, and postsynaptic neurons change their membrane potential in
response to neurotransmitter binding to their receptors. In electrical synapses,
ions directly flow from one neuron to another through gap junctions to propagate
membrane potential changes. Neurons act in the context of neural circuits, and
form precise connections with their synaptic partners to process and propagate
information within circuits. Neural circuits in different parts of the brain perform
distinct functions that range from sensory perception to motor control, and the
nervous system employs a massively parallel computational strategy to enhance
the speed and precision of information processing. In the rest of the book, we
will expand our studies of these fundamental concepts in the organization and
operation of the nervous system.
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CHAPTER 2

The zoologist is delighted by the
differences between animals,

1 1 - o . 3
Signaling within
fundamentally the same way.
Neurons

Alan Hodgkin (1992), Chance
and Design: Reminiscences of
Science in Peace and War

Nervous systems can react rapidly to sensory stimuli. For example, a 5-day-old
zebrafish larva shows its first response to a water pulse—a potential threat—
within 3 milliseconds, and completely changes its direction of movement within
12 milliseconds, propelling itself away from danger (Figure 2-1). This escape
behavior relies on the detection of mechanical force by sensory neurons, the
transmission of this sensory information through interneurons to motor neurons,
and the coordinated contraction or relaxation of appropriate muscles, all within
several milliseconds. Because these escape behaviors are crucial for animal
survival, such as avoiding a predator (Movie 2-1), the speed at which neurons
communicate with each other has been subject to strong evolutionary selection
pressure.

Aswe have introduced in Chapter 1, the nervous system uses electrical signals
to transmit information within a neuron. Individual neurons are the basic units of
the nervous system that receive, integrate, propagate, and transmit signals based
on changes in the membrane potential, the difference in electrical potential
across the plasma membrane of a neuron (see Figure 1-18). A typical neuron
receives inputs at its dendrites and cell body from its presynaptic partners in the
form of synaptic potentials. The neuron integrates these synaptic potentials along
their path toward the axon initial segment, where action potentials are generated.
Action potentials propagate along the axon to the neuron’s presynaptic terminals,
where they result in the release of neurotransmitters. Neurotransmitters act upon
their receptors on the postsynaptic target neurons to produce synaptic potentials,
thus completing a full round of neuronal communication.

In this chapter and Chapter 3, we will study the fundamental mechanisms
of neuronal communication, focusing on three key steps: (1) the generation and
propagation of action potentials, (2) the release of neurotransmitters by presyn-
aptic neurons, and (3) the reception of neurotransmitters by postsynaptic neurons.
Before we delve into these key steps of neuronal communication, we will first
study the special properties of neurons as large cells with elaborate cytoplasmic
extensions and as conductors of electrical signals, because understanding these
properties is essential for our study of neuronal communication.

f | [ § 1 [ § (/ ? C 1 ? [ ] 2 ? f |
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Figure 2-1 Rapid escape response of a zebrafish larva. Time-lapse images of the escape behavior
of a zebrafish larva in response to a water pulse from the tube at bottom left. * indicates the first
detectable response at 3 milliseconds (ms) after stimulus onset, which is difficult to see in the
side-by-side frames shown here but is evident when observed in video clips. (From Liu KS & Fetcho
JR [1999] Neuron 23:325-335. With permission from Elsevier Inc.)
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CELL BIOLOGICAL AND ELECTRICAL PROPERTIES
OF NEURONS

Neurons are the largest cells in animals. For instance, the cell body of a sensory
neuron that innervates the toe is located in a dorsal root ganglion at about the
waist level, but its peripheral branch extends down to the toe, and the ascending
branch of the central axon extends up to the brainstem (see Figure 1-20); thus,
this sensory neuron spans about 2 m for a tall person and 5 m for a giraffe. Many
neurons have complex dendritic trees; for example, the dendritic tree of the cere-
bellar Purkinje cell (see Figure 1-11) has many hundreds of branches and receives
synaptic inputs from tens of thousands of their presynaptic partners. The surface
area and volume of axons or dendrites usually exceed those of the cell bodies by
several orders of magnitude. These unique architectures enable rapid electrical
signaling across long distances, and allow individual neurons to integrate inform-
ation from many cells.

In order for neurons to initiate, integrate, propagate, and transmit electri-
cal signals, they must continuously synthesize proteins and deliver them to the
appropriate subcellular compartments. Thus, there are two ways in which com-
munication happens within the neuron: by the transport of proteins and organ-
elles along their long processes to get those components to the right part of the
cell; and by electrical signals moving along those processes. These two might
respectively be compared to sending a package through the mail, where a physi-
cal object needs to be delivered, and sending a text or email, where only the
information is conveyed. Both are critical to the nervous system, but require very
different mechanisms. In the following sections, we will study these mechanisms,
beginning with the basic molecular and cell biology of the neuron.

2.1 Neurons follow the central dogma of molecular biology
and rules of intracellular vesicle trafficking

As with all cells, macromolecule synthesis in neurons follows the central dogma
of molecular biology, which states that information flows from DNA — RNA —
protein (Figure 2-2, left). Genes, the genetic materials that carry the instructions
for how and when to make specific RNAs and proteins, are located in the nucleus
on DNA molecules, long double-stranded chains of nucleotides that contain the
sugar deoxyribose, a phosphate group, and one of four nitrogenous bases: aden-
ine (A), cytosine (C), guanine (G), or thymidine (T). Transcription is the process
by which RNA polymerase uses DNA as a template to synthesize single-stranded
RNAs (chains of ribose-containing nucleotides, in which uracil [U] replaces T);
the part of the gene that serves as a template for RNA synthesis is called the
gene’s transcription unit. The pre-messenger RNAs (pre-mRNAs) produced
during gene transcription carry information in their specific ribonucleotide
sequence, which corresponds to the deoxyribonucleotide sequence of the
transcription unit. Pre-mRNAs undergo a series of RNA processing steps. These
include capping (adding a modified guanosine nucleotide to the 5’ end of the
RNA), RNA splicing (removing RNA sequences that don’t code for protein,
called introns, and joining together the rest of the sequences, called exons),
and polyadenylation (adding a long sequence of adenosine nucleotides to the
RNA’s 3' end). The resulting mature messenger RNAs (mRNAs) are exported
from the nucleus to the cytoplasm, where they are decoded by the ribosomes
during protein synthesis (translation), such that the information in the mRNA
sequence dictates the amino acid sequence of the newly synthesized polypeptide
(protein). Translation occurs in one of two distinct locations depending on the
destination of the protein products. Proteins that function in the cytoplasm and
nucleus are synthesized on free ribosomes in the cytoplasm, whereas proteins
destined for export from the cell (secreted proteins) or that span the lipid bilayer
of a membrane (transmembrane proteins) are synthesized on ribosomes
associated with the endoplasmic reticulum (ER), a network of membrane-
enclosed compartments in eukaryotic cells (Figure 2-2, left).
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Figure 2-2 Schematic summary of the central dogma of molecular
biology and intracellular vesicle trafficking. Left, in the nucleus,
double-stranded DNA serves as a template for transcription to
produce a pre-mRNA, which grows longer as nucleotides are added
to the 3" end. Pre-mRNA is processed by capping the 5" end, splicing
to remove introns and join exons, and polyadenylation at the 3°

end to produce mature mRNA, which is exported to the cytoplasm.
mRNAs encoding cytoplasmic and nuclear proteins (purple) are
translated on free ribosomes in the cytosol (left branch). mRNAs
encoding secreted (blue) or transmembrane (green) proteins are
translated on ribosomes associated with the endoplasmic reticulum
(ER). Bottom right, after synthesis and translocation across the

ER membrane, transmembrane and secreted proteins exit the ER
through vesicle budding, pass through the Golgi apparatus via a
series of vesicle fusion and budding steps, and are transported

to the plasma membrane. Fusion of a vesicle with the plasma
membrane (exocytosis) leads to the release of secreted proteins
into the extracellular space and delivery of the transmembrane
proteins to the plasma membrane. Top right, extracellular proteins
(red) or transmembrane proteins on the plasma membrane can be
internalized through vesicle budding from the plasma membrane
(endocytosis) into early endosomes. The content can be recycled back
to the plasma membrane through exocytosis, or can be delivered to
late endosomes and lysosomes for degradation.

For most secreted proteins or transmembrane proteins destined for the plasma
membrane, all or part of their sequence is translocated across the ER membrane
as they are translated. Fully translated proteins then undergo a series of trafficking
steps via intracellular vesicles, which are small, membrane-enclosed organelles
in the cytoplasm of eukaryotic cells. Secreted and transmembrane proteins exit the
ER via budding of vesicles from the ER membrane, and transit through the Golgi
apparatus via a series of vesicle fusion and budding events. Eventually, vesicles that
carry these proteins fuse with the plasma membrane in a step called exocytosis,
so that secreted proteins are released into the extracellular space and transmem-
brane proteins are retained in the plasma membrane (Figure 2-2, bottom right).

In addition to exocytosis, neurons (like many other cells) can undergo a
process called endocytosis. Endocytosis allows cells to retrieve fluid and proteins
from the extracellular space, or transmembrane proteins from the cell’s plasma
membrane. Endocytosis products are first delivered to early endosomes, which
are membrane-enclosed organelles that carry newly ingested materials and newly
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internalized transmembrane proteins. Proteins from early endosomes can either
recycle back to the plasma membrane through exocytosis, or can be transported to
late endosomes and lysosomes, which contain enzymes for protein degradation
(Figure 2-2, top right). In Chapter 3, we will study specific examples of exocytosis
and endocytosis in the context of presynaptic neurotransmitter release and
postsynaptic neurotransmitter receptor regulation.

While obeying the central dogma and rules of intracellular vesicle traffick-
ing, neurons also have special properties to accommodate their large size and
the great distance between the tip of their axonal or dendritic extensions and
the cell body (soma). We can ask a simple question: how does a specific protein,
such as a neurotransmitter receptor or a protein associated with the presynaptic
membrane, get to the dendritic tip or axon terminal? The answer to this ‘simple’
question is quite complex, and we are far from having complete answers for it. In
principle, the corresponding mRNAs can be transported to the final destination
before directing protein synthesis there. Alternatively, the protein can be synthe-
sized at the soma and can either diffuse passively or be actively delivered to its
final destination. For a transmembrane protein, delivery can take one of the fol-
lowing routes: (1) the intracellular vesicle that carries the protein can fuse with
the plasma membrane at the soma, and the transmembrane protein can then dif-
fuse on the plasma membrane to its destination; (2) the vesicle can be transported
within dendrites or axons and can then fuse with the plasma membrane at its final
destination; or (3) the protein can first be targeted to plasma membrane of one
compartment (axon or dendrite), then be endocytosed and trafficked to the final
destination, a process called transcytosis. All of these protein synthesis and trans-
port mechanisms have been observed. Their relative prevalence depends both on
the type of protein and the type of neuronal compartment to which that protein is
targeted. We will study some of these mechanisms in the next two sections.

2.2 While some dendritic and axonal proteins are synthesized from
mRNAs locally, most are actively transported from the soma

Substantial evidence has demonstrated that mRNAs encoding a subset of
proteins are targeted to the dendritic processes, where they direct local protein
synthesis. Electron microscopic studies revealed the presence of polyribosomes
(clusters of ribosomes) in the dendrites, which are suggestive of mRNA being
translated (Figure 2-3A). In situ hybridization studies, which can determine
mRNA distribution in native tissues (see Section 13.13), have identified specific
mRNAs that are present in dendrites (Figure 2-3B). These dendritically localized
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Figure 2-3 Evidence for dendritic protein synthesis. (A) Electron subunit are restricted to the layers that contain cell bodies (somata)
micrograph of part of a rat hippocampal granule cell (see of both granule cells and pyramidal cells, mRNAs for the CaMKII o
Figure 1-12). At the left of the micrograph is a segment of a dendrite subunit are distributed in the somata (arrowheads) as well as on the
(den), with a dendritic spine (S) branching to the right. A cluster of dendrites of these cells (indicated by the arrows leaving the cell body
ribosomes (arrow) is seen at the junction between the dendritic layers). See Figure 10-6 for a schematic of the hippocampus. (A, from
trunk and the spine. (B) Localization of mRNA encoding the o and 8 Steward O & Levy WB [1982] J Neurosci 2:284-291. With permission
subunits of the Ca2*/calmodulin-dependent protein kinase Il (CaMKIl) from the Society for Neuroscience; B, from Burgin KE, Waxham MN,

in a section of the rat hippocampus, detected by in situ hybridization Rickling S et al. [1990] J Neurosci 10:1788-1798. With permission
using probes specific to each gene. Whereas mRNAs for the CaMKiIl from the Society for Neuroscience.)
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mRNAs encode a variety of proteins that are known to function in dendrites and
postsynaptic specializations, such as the a subunit of the calcium/calmodulin-
dependent protein kinase II (CaMKII; Figure 2-3B, left panel), cytoskeletal
elements such as actin and microtubule-associated protein 2 (MAP2), as well
as transmembrane receptors that detect neurotransmitters. We will revisit many
of these proteins later in this chapter and in Chapter 3. The list of dendritically
localized mRNA has greatly expanded in recent years, thanks to more sensitive
methods of detecting mRNA such as high-throughput RNA sequencing (see
Section 13.13). In addition to polyribosomes and mRNAs, ER and Golgi apparatus-
like membrane organelles have also been observed in distal dendrites, enabling
locally synthesized transmembrane and secreted proteins to go through the
secretory pathway just as in the soma (see Figure 2-2). Finally, local translation
from dendrites has been directly demonstrated using a number of in vitro
preparations.

Local synthesis of proteins in dendrites can solve several problems for the
cell: it produces proteins directly in the dendrites without the need of transport-
ing them across long distances, it can cause the protein to be synthesized where it
is most needed, and, perhaps most interestingly, it can allow very local regulation
of where the protein is made in subcompartments of the dendritic tree. As will be
discussed in later chapters, local translation in neuronal dendrites enables rapid
synthesis of proteins in response to synaptic signaling; these newly synthesized
proteins in turn help modify synaptic signals, which may result in regional remod-
eling of dendrites and synapses according to synaptic activity. Although much
less studied compared to dendritic protein synthesis, local protein synthesis has
also been found in developing and even in mature axons. The products of local
protein synthesis in developing axons may play important roles in guiding axons
toward their targets, a process we will study in greater detail in Chapters 5 and 7.

Even for proteins that are known to be synthesized in dendrites, the mRNA
is more enriched in the soma (Figure 2-3B, left panel) suggesting that they are
also synthesized in the soma. For many proteins, mRNAs appear exclusively in
the soma (for example, Figure 2-3B, right panel). How do these proteins get to
their final destination in dendrites and axons? This question has been explored
primarily in axons because of the experimental ease of isolating axons at a
greater distance from the cell bodies. For example, radioactively labeled amino
acids can be injected into regions that house cell bodies of sensory or motor
neurons, which extend long axons to distant sites. Newly synthesized proteins
that incorporate these radioactively labeled amino acids can be isolated from
their axons at different times after injection and at different distances from the
cell bodies, and analyzed by biochemical methods such as gel electrophoresis
to distinguish their identities (Figure 2-4). These studies have identified two
major groups of proteins based on the speeds of their appearance in axons. The
fast component travels at a speed of 50-400 mm per day (about 0.6-5 pm/s); this
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Figure 2-4 Studying axonal transport
by following radioactively labeled
proteins. Top, radioactively labeled amino
acids were injected near the neuronal
cell body, and were incorporated into
newly synthesized proteins shortly after
injection or were metabolized. Middle
and bottom, at two time periods after the
initial injection, proteins were isolated

at specific segments of the axons (blue
boxes), analyzed by gel electrophoresis,
and visualized by autoradiography to
distinguish their identities. (Adapted from
Roy S [2014] Neuroscientist 20:71-81.
With permission from SAGE.)
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Figure 2-5 Filamentous actin and
microtubules are two major cytoskeletal
elements. (A) Schematic of filamentous
actin (F-actin), which is composed of
two helical strands with a repeating unit
of 37 nm. (B) Schematic diagram of
the microtubules. Left, o- and B-tubulin
heterodimers assemble into longitudinal
protofilaments. Right, the microtubule is
made of 13 parallel protofilaments that
form a tube with a hollow lumen (cross
section is shown above). (Adapted from

Alberts B, Johnson A, Lewis J et al. [2015]

Molecular Biology of the Cell, 6th ed.
Garland Science.)

includes mostly transmembrane and secreted proteins. The slow component
travels at a speed of 0.2-8 mm per day; this includes mostly cytosolic proteins and
cytoskeletal components. These two modes are termed fast axonal transport
and slow axonal transport, respectively. In addition to anterograde transport
from the cell body to the axon terminal, some proteins, such as those imported
via endocytosis, travel in the retrograde direction from the axon terminal back
to the cell body; the speed of retrograde transport is similar to that of the fast
anterograde axonal transport.

What mechanisms account for different modes of axonal transport?
Theoretical studies indicate that diffusion within the axons is too slow to account
for even slow axonal transport, suggesting that all these transport modes are active
processes. Although less well studied, protein and mRNA transport into dendrites
likely utilizes similar active processes. In order to understand the mechanisms
that underlie active transport, and to appreciate why some proteins are trans-
ported to dendrites whereas others to axons, we need to examine the cytoskeletal
organization of the neurons.

2.3 The cytoskeleton forms the basis of neuronal polarity
and directs intracellular trafficking

Like all eukaryotic cells, neurons rely on two major cytoskeletal elements for
structural integrity and motility—filamentous actin (F-actin, also called micro-
filaments) and microtubules. F-actin is composed of two parallel helical strands
of actin polymers, whereas microtubules are hollow cylinders consisting of 13
parallel protofilaments made of a- and -tubulin subunits (Figure 2-5). Most cells
also have intermediate filaments, referring to cytoskeletal polymers with diam-
eters between those of F-actin (~7 nm) and microtubules (~25 nm). The most
prominent intermediate filaments in vertebrate neurons are the neurofilaments,
which are concentrated in axons and provide stability to axons.

F-actin and microtubules are both polar filaments that have a plus end and a
minus end with distinct properties. As in all cells, F-actin is mostly concentrated
at the peripheral sites near the plasma membrane of neurons; these include along
the axonal or dendritic processes, at the presynaptic terminals and postsynaptic
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sites such as dendritic spines in mature neurons, as well as at the growth cones
of axons and dendrites in developing neurons. Actin subunits are added to the
plus ends of F-actins closer to the plasma membrane, such that actin polymer-
ization can cause membrane protrusions responsible for cell shape changes and
cell movement. F-actin is not responsible for long-distance transport along den-
dritic or axonal processes. Microtubules fill the center of the axonal and dendritic
processes, and therefore are the cytoskeletal element along which long-distance
transport in neuronal processes occurs. In most nonneuronal cells, the more
dynamic plus ends of microtubules point toward the periphery, whereas the more
stable minus ends are usually at the center of the cells anchored in microtubule
organization centers. The microtubule orientation is more complex in neurons,
and indeed contributes to the distinction between dendrites and axons.

As we have introduced in Chapter 1, information generally flows from den-
drites to axons. More than one century after Ramén y Cajal’s original proposal,
there is now a good understanding of the cell biological basis of neuronal
polarity, which refers to the distinction between axons and dendrites. Generally
speaking, subcellular structures and proteins that are related to the reception of
information, such as receptors for neurotransmitters, are targeted to dendrites.
By contrast, those structures and proteins that are related to the transmission of
information, such as synaptic vesicles, are targeted to axons. These are largely ach-
ieved by an asymmetric cytoskeletal organization within the neuron; this enables
motor proteins, which convert energy from ATP hydrolysis to movement along
the cytoskeletal polymers, to transport specific cargos to specific destinations.

The organization of microtubules differs in axons and dendrites. Within an
axon, parallel arrays of microtubules are oriented with their plus ends point-
ing away from the cell body and toward the axon terminal, following the ‘plus-
end-out’ rule. However, dendrites have a mixed population of microtubules: the
plus-end-out and minus-end-out populations are about equal at the proximal
dendrites (Figure 2-6). To date, this rule applies to all vertebrate neurons exam-
ined in culture or in vivo. As discussed in Section 1.7, most invertebrate neurons
have a single neurite that exits the cell body and then gives rise to dendritic and
axonal branches. However, some sensory and motor neurons in the nematode
C. elegans and the fruit fly Drosophila have distinct axonal and dendritic pro-
cesses (similar to bipolar neurons in vertebrates). In invertebrate bipolar neurons
thus far examined, dendrites appear to have mostly minus-end-out microtubules
whereas axons have plus-end-out microtubules. Thus, although details may differ,

Figure 2-6 Cytoskeletal organization and
motor proteins in axons and dendrites.
(A) In the axon of a typical vertebrate
neuron, microtubules (green) are oriented
with plus end (+) pointing toward the axon
terminal, or ‘plus end out’. In contrast,
dendrites contain microtubules with both
plus- and minus-end-out orientations.
Cargos destined for axon terminals, such
as synaptic vesicle precursors (cyan), are
preferentially transported toward the axon
terminals by plus-end-directed kinesins
such as KIFla (orange). Other cargos are
transported by dynein (which moves toward
the minus end of microtubules) or other
kinesins in the axon and dendrites. For
example, mRNA (cyan line) with associated
protein complex (light brown) is transported
by a kinesin into dendrites. Dynein and
most kinesins are dimers with two heads
(motor domains), whereas KIFla acts as

a monomer. F-actins (red) are distributed
near the plasma membrane along the
axons and dendrites (not shown) and are
particularly enriched in the dendritic spine
and presynaptic terminals. After leaving
the microtubules, cargos may be further
transported to their local destination by
myosin-based movement along F-actins.
(B) Quick-freeze deep-etch electron
microscopy reveals the structure of the
axonal cytoskeleton. The arrow points to

a structure consistent with kinesin protein
moving a cargo along the microtubule.

(B, adapted from Hirokawa N, Niwa S &
Tanaka Y [2010] Neuron 68:610-638.
With permission from Elsevier Inc.)
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both vertebrate and invertebrate neurons share the principle that dendrites and
axons differ in their microtubule orientations.

Two types of motor proteins move cargos along the microtubules: the kinesin
family of proteins and the cytoplasmic dynein. Dynein is a minus-end-directed
motor, which means that in the axon it transports cargos from the axon terminal
back to the cell body. Most kinesins are plus-end-directed motors, which means
that they transport cargos from the cell body to the axon terminal. In dendrites,
both dyneins and kinesins can mediate bidirectional transport. Indeed, mRNAs
in dendrites for local protein synthesis are transported by dynein and several
kinesins on microtubules in the form of mRNA-protein complexes (Figure 2-6).

Dynein and kinesins have specifically associated proteins that link them to
specific cargos, and some kinesins may bind directly to cargos. For example, syn-
aptic vesicle precursors are transported from the cell body to the axon terminal
by binding directly to a specific kinesin called KIF1a of the kinesin-3 subfamily
(Figure 2-6). Certain types of kinesins (such as KIF1a) are highly enriched in axons
whereas others are enriched in dendrites, adding to the specificity with which
cargo is delivered to defined neuronal compartments. The asymmetric organiza-
tion of the microtubule cytoskeleton and specific motor-cargo interactions play
key roles in the establishment and maintenance of neuronal polarity. Other fac-
tors that contribute to neuronal polarity include diffusion barriers at the initial
segment of axons for both cytosolic and membrane proteins. In Chapter 7, we will
study how polarity is initiated in developing neurons.

In vitro motility studies of kinesins and dyneins indicate that they mediate fast
axonal transport. For example, kinesins can move along microtubules at a speed
of about 2 pm/s (see Box 2-1; Movie 2-2), in the same range as fast anterograde
axonal transport (see Figure 2-4). Recent studies indicate that slow anterograde
axonal transport is also mediated by kinesins. However, slow transport is
characterized by much longer pauses between runs (periods when cargos are
beingtransported), whereas fast axonal transport features longer runs and shorter
pauses. During its brief runs, slow transport achieves speeds comparable to runs
of fast axonal transport.

Microtubules are integral structural components of dendritic trunks and
axons, and can be considered the highways that mediate long-distance trans-
port in neurons. However, microtubules are usually absent from dendritic spines
and presynaptic terminals. After cargos get off the microtubule highway at
their approximate destinations, such as segments of a dendrite, F-actins direct
local traffic utilizing a large family of myosin proteins as molecular motors
(Figure 2-6). We will study the mechanism by which myosin-actin interactions
produce motility in the context of muscle contraction in Section 8.1.

In summary, membrane proteins (associated with intracellular vesicles) and
cytosolic proteins destined for dendrites or axons are delivered to their destina-
tions by interacting with specific motor proteins, which enable them to be trans-
ported along microtubules for long distances and sometimes along actin filaments
for local movements. Although we have an outline of the traffic rules, we still do
not have complete answers to many questions. How is motor-cargo selection
achieved? How is cargo loading and unloading regulated? What regulates the
transition between pauses and runs? How are certain motors concentrated in den-
drites or axons? While enriching our understanding of the cell biology of neurons,
answers to these questions will also elucidate how each neuronal compartment
acquires a unique assortment of specialized proteins to carry out its functions,
such as receiving input, transmitting output, or propagating electrical signals.

2.4 Channels and transporters move solutes passively
or actively across neuronal membranes

The mechanisms we have studied thus far are concerned with how proteins and
organelles inside the cell move around, but don’t address the question of how
necessary molecules from outside the cell getinto the cell across the plasma mem-
brane. This requires a different type of transport: across the lipid bilayer. The lipid
bilayer of the plasma membrane and membranes of intracellular vesicles is highly
impermeable to most charged or polar molecules that are soluble in an aqueous
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Box 2-1: How were kinesins discovered?

Breakthroughs in biology often result from utilizing new
techniques and appropriate experimental preparations
to address important, unsolved questions. The identifi-
cation of kinesins is a good example to illustrate how the
combination of these ingredients drives new discoveries.
In the early 1980s, the invention of a new technique called
video-enhanced differential interference contrast (VE-DIC)
microscopy enabled visualization of subcellular organelles
in unstained live tissues. When applied to the squid giant
axon, a specialized axon whose diameter can reach 1 mm
(we will encounter this axon again in the studies of the action
potential later in this chapter), organelles were observed
to move along filament-like structures running along the
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Figure 2-7 Discovery of the first kinesin. (A) An image of a
segment from an intact squid giant axon, taken using video-
enhanced differential interference contrast (VE-DIC) microscopy,
shows horizontal linear elements (LE, which are microtubules)
running in parallel with the axon. In video records, many small (S),
medium (M), and large (L) organelles can be seen moving along
the linear elements. (B) Top, VE-DIC image of organelles moving
horizontally along what appears to be a single transport filament
from extruded squid axoplasm; bottom, the same field of view

in electron microscopy taken after VE-DIC study, confirming the
presence of a single microtubule. The apparent diameter of the
transport filament in the light microscope is inflated by diffraction
to about ten times its true diameter. (C) Top, time-lapse movie
(time at upper right indicates seconds, given to one decimal
place) of a single microtubule moving rightward on a glass slide

axon'’s length inside the plasma membrane (Figure 2-7A).
Furthermore, when the axonal cytoplasm (axoplasm) was
extruded from the axon, organelle movement along fila-
ments in the axoplasm, free of axonal membrane, was simi-
larly observed using VE-DIC microscopy.

The ability of the extruded axoplasm to support organelle
movement opened the door to many experimental manipu-
lations. For example, researchers could dilute the axoplasm
to track organelle movement along a single filament over
time and measure its speed (see Movie 2-2). The speed was
found to be around 2 pm/s for transporting small organelles,
in the same range as the fast axonal transport determined

tail
domain

to which a soluble fraction purified from squid axoplasm had been
immobilized, in the presence of ATP. The object marked with an
asterisk at the left bottom serves as a stationary marker. Bottom,
an interpretive drawing: putative motor proteins from the squid
axoplasm attach to the glass and to the microtubule. ATP hydrolysis
by multiple motor proteins oriented in the same direction causes
microtubule movement relative to the glass. (D) Molecular structure
of kinesin-1, the kinesin from the squid giant axon. (A, from Allen
RD, Metuzals J, Tasaki | et al. [1982] Science 218:1127-1129.
With permission from AAAS; B, adapted from Schnapp BJ, Vale RD,
Sheetz MP et al. [1985] Cell 40:455-462. With permission from
Elsevier Inc.; C, adapted from Vale RD, Schnapp BJ, Reese TS et

al. [1985] Cell 40:559-569. With permission from Elsevier Inc.; D,
adapted from Vale RD [2003] Cell 112:467-480. With permission

from Elsevier Inc.) (Continued)
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Box 2-1: How were kinesins discovered?

by tracking radioactively labeled proteins in vertebrate neu-
rons in vivo (see Figure 2-4). Chemicals or drugs could be
added to the axoplasm to study their effect on the motil-
ity assay. It was already known in the early 1980s that the
actin-based motor, myosin, utilized ATP hydrolysis to power
movement along F-actin. So researchers tested whether ATP
hydrolysis is also required for axonal transport. They found
that, when ATP was depleted from the axoplasm, or when
a non-hydrolyzable ATP analog was added, motility was
blocked, indicating that organelle movement along axoplas-
mic filaments indeed depends on ATP hydrolysis. Finally,
following motility studies along a single transport filament
using VE-DIC microscopy, electron microscopic analysis of
the same filament (Figure 2-7B) provided unequivocal evi-
dence that the individual filaments that support organelle
movement are individual microtubules.

The above studies suggested the presence of motor proteins
that utilize energy from ATP hydrolysis to move organelles
in the squid axoplasm. Indeed, just as microtubules can
support organelle movement, a soluble fraction of axo-
plasm from the squid giant axon containing the putative
motor proteins, when immobilized on glass, could also
cause individual microtubules to move in the presence of
ATP (Figure 2-7C). Using this functional assay, biochemical
purification of squid axoplasm led to the identification of a

protein complex that could support microtubule movement
on glass. Similar protein complexes purified from bovine
and chick brains were found to exhibit properties simi-
lar to those of the protein complex from squid axoplasm.
Members of this protein family were named kinesins (from
the Greek kinein, to move).

We now know that kinesins are evolutionarily conserved
molecular motors found in all eukaryotes. The kinesin
complex originally purified from the squid axoplasm belongs
to the kinesin-1 subfamily, consisting of two heavy chains
and two light chains. Each heavy chain has an N-terminal
globular domain that contains the microtubule-binding site
and an ATPase, a long coiled-coil domain that mediates the
dimerization of two heavy chains, and a C-terminal domain
that binds to the light chain and to cargo (Figure 2-7D).
Biochemical and biophysical studies have revealed detailed
mechanisms of how kinesins move along the microtubules
(Movie 2-3). Each mammalian genome has about 45 genes
that encode different kinesins, many of which are expressed
in neurons and are responsible for carrying different
cargos to specific subcellular compartments of neurons
(see Figure 2-6). As an indication of their importance,
mutations in kinesins and proteins associated with kinesins
(and dynein) in humans underlie a variety of neurological
disorders.

Figure 2-8 Channels and transporters
mediate passive and active transport.
(A) A channel protein has an aqueous
pore that allows solutes to pass
through directly when the channel is
open, whereas a transporter protein
moves the solute across the membrane
through sequential opening and closing
of at least two gates. In the absence

of energy input, solutes move down

the electrochemical gradients (see
Figure 2-9) through channels and
transporters; these are called passive
transport. (B) Transporter proteins can
also mediate active transport by utilizing
external energy to move solutes up

the electrochemical gradient. (Adapted
from Alberts B, Johnson A, Lewis J et
al. [2015] Molecular Biology of the Cell,
6th ed. Garland Science.)
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environment, such as the cytosol or the extracellular milieu. The lipid bilayers
serve as essential compartmental boundaries to delineate cells and intracellular
organelles, such as the ER, Golgi apparatus, and synaptic vesicles. Water-soluble
molecules—including inorganic ions, nutrients, metabolites, and neurotransmit-
ters, collectively referred to as solutes—cannot diffuse across the lipid bilayer and
require specific transport mechanisms to move from one side of the lipid bilayer
to the other side. Transport across the lipid bilayer is essential for many cellular
functions, such as electrical signaling in neurons that we will discuss in detail in
the following sections.

Specialized transmembrane proteins are employed to transportsolutes across
the membranes of neurons and other cells. These membrane transport proteins
can be divided into two major classes: channels and transporters. Channels
have an aqueous pore that allows specific solutes to pass directly through when
they are open. In later sections of this chapter we will study many ion channels,
each of which allows selective passage of one or more specific species of ion.
Transporters have two separate gates that open and close sequentially, so that
they move solutes from one side of the membrane to the other side (Figure 2-8A).
In general, solutes move through open channels much more rapidly than they do
through transporters.
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All channels and many transporters only allow solutes to move in one direc-
tion across the membrane. For solutes that are not charged, they move from the
side with higher concentration to the side with lower concentration, or down their
chemical gradient. If solutes are electrically charged, such as ions, their move-
ment across the membrane creates an electrical gradient, that is, a difference
in the electrical potential across the membrane. The electrochemical gradient,
which combines the chemical and the electrical gradients, determines the
direction and magnitude of solute movement (Figure 2-9). When the electrical
gradient and the chemical gradient are in the same direction, they enhance
each other in facilitating the movement of the solute (Figure 2-9, middle). When
these gradients are in opposing directions, they partially (Figure 2-9, right) or
sometimes fully cancel out each other’s effect. Transport of solutes down their
electrochemical gradients does not require external energy, and is referred to as
passive transport (see Figure 2-8A).

Some transporters can move a solute across the membrane against its electro-
chemical gradient (from low to high) using external energy; this process is called
active transport (Figure 2-8B). The energy for active transport can come from
one of the following sources. (1) Chemical reaction: the most frequent form is
ATP hydrolysis, in which the transporter is an ATPase and chemical energy from
ATP hydrolysis is used to drive conformational change of the protein. (2) Light: in
this case energy is derived from photon absorption. Transporters driven by ATP
hydrolysis or by light are also called pumps. We will discuss light-driven pumps
in the context of the evolution of vision in Chapter 12. (3) Coupled transport:
in this case the transporter moves two (or more) species of solutes together,
and energy gained from transporting one species down the gradient is used to
transport another species up the gradient. Coupled transporters (also called
cotransporters) can be divided into two types: those that move solutes in the
same direction are called symporters, and those that move solutes in opposite
directions are called antiporters or exchangers (Figure 2-10; Movie 2-4).

ATP-DRIVEN LIGHT-DRIVEN COUPLED
PUMP PUMP TRANSPORTER
LIGHT [ ]
SYMPORTER ANTIPORTER . 4 .
\ / yot
[ J

electrochemical
gradients

‘ ADP B .. a

transported molecule

Figure 2-9 Electrochemical gradient
of charged solutes such as ions.

When there is no electrical potential
difference across the membrane, the
chemical gradient alone determines
direction of ion movement, from high to
low concentration (left). When there is
an electrical potential difference across
the membrane, the chemical gradient
and the electrical gradient act together
to determine the direction and the
maghitude of the force governing ion
movement. These two components of the
electrochemical gradient may work in the
same direction (middle) or in opposing
directions (right). The size of the arrows
symbolizes the magnitude of the force
that drives ion movement. (Adapted from
Alberts B, Johnson A, Lewis J et al. [2015]
Molecular Biology of the Cell, 6th ed.
Garland Science.)

Figure 2-10 Three types of active
transport. An active transporter can be
an ATP-driven pump, which utilizes energy
from ATP hydrolysis to move solutes
against their electrochemical gradient
(left). It can be a light-driven pump, which
derives its energy from photon absorption
(middle). It can also be a coupled
transporter, which derives its energy
from transporting a second species of
solute down its electrochemical gradient.
Coupled transporters can be symporters
or antiporters (exchangers) depending
on whether the two solutes move in the
same direction or in opposite directions.
The cartoon at far right summarizes the
electrochemical gradients of different
solutes, with the larger number of a given
symbol indicating the high end of an
electrochemical gradient. The downward
gray arrow shows the electrochemical
gradient of the solute represented by
yellow circles. (Adapted from Alberts

B, Johnson A, Lewis J et al. [2015]
Molecular Biology of the Cell, 6th ed.
Garland Science.)
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Figure 2-11 Measuring the resting
potential of a neuron. (A) Schematic of
recording the membrane potential of a

neuron at rest. The oscilloscope measures

the voltage difference (V, in millivolts)
between the ground (the electrical
potential in the extracellular environment)
and the tip of the electrode. (B) Prior to
the insertion of the electrode tip inside
the cell, V is zero. After insertion, V drops
to —75 mV, the resting potential of our
model neuron.
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(By analogy to cotransporters, transporters that transport a single species of
cargo are also called uniporters.) In the next section, we will encounter specific
examples of an ATP-driven pump and cotransporters that play crucial functions
in establishing electrochemical gradients of different ions across the plasma
membrane, which form the basis of electrical signaling in neurons.

2.5 Neurons are electrically polarized at rest because of ion
concentration differences across the plasma membrane
and differential ion permeability

Electrical signals in neurons, as well as in other excitable cells (cells that pro-
duce action potentials, such as muscle cells), rely on a difference in electrical
potential across the plasma membrane of the cell. This electrical potential dif-
ference between the inside of the cell and the extracellular environment is called
the membrane potential of the cell. We can measure the membrane potential
directly by inserting into the cell a microelectrode, a procedure called intracellu-
lar recording. A microelectrode for intracellular recording is usually made of glass
with a very fine tip filled with a conducting salt solution, so that it makes electrical
contact with the inside of a cell; at the other end, the electrode is connected via a
wire to an amplifier and oscilloscope (see Figure 13-31 and Sections 13.20-13.21
for different methods of recording neuronal activity.) The membrane potential of
a neuron at rest (the resting potential) is typically between —50 and —80 millivolts
(mV) depending on the cell type (Figure 2-11). Thus, neuronal membranes are
electrically polarized. A change in the electrical potential inside the cell toward a
less negative value is termed depolarization. A change in the electrical potential
inside the cell toward a more negative value is called hyperpolarization.

Neurons are electrically polarized because (1) ion concentrations differ
between the two compartments separated by the plasma membrane: the intra-
cellular and the extracellular environments; (2) the permeability of the plasma
membrane to each of three major ions is different (as we will learn later, perme-
ability is determined by the number of open ion channels that conduct specific
ions). For a typical neuron, the concentrations of sodium ions (Na*) and chlo-
ride ions (CI") are ten- to twentyfold higher in the extracellular space relative to
the inside of the cell, whereas the intracellular potassium ion (K*) concentra-
tion is thirtyfold higher relative to the extracellular environment (Figure 2-12A),
although these values vary with types of neurons and animals. At the resting state,
the neuronal plasma membrane is less permeable to Na* and CI-, but is more per-
meable to K*. (That is, K* crosses the neuronal membrane more readily than Na*
or CI".) In addition to the two cations (positively charged ions such as K* and Na*)
and one anion (negatively charged ions such as CI7), there are organic anions that
are enriched intracellularly, but neuronal membranes are usually not permeable
to these organic anions.

The ionic concentrations across the neuronal membrane are maintained by
active transport. The principal transporter is a pump called an Na*-K* ATPase.
This ion pump uses energy derived from ATP hydrolysis to pump Na* outward
and K* inward against their respective electrochemical gradients (Figure 2-12B;
Movie 2-5), thus maintaining the concentration differences of these two impor-
tant ions across the resting membrane. The ClI- gradient is maintained by several
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Figure 2-12 lonic basis of the resting potential. (A) Numbers of the extracellular environment. (B) Left, the Na*-K* ATPase uses
indicate the concentrations of K*, Na*, and CI~ inside and outside energy from ATP hydrolysis to transport three Na* ions outward and
of a typical mammalian neuron, in millimoles per liter (mM). At the two K* inward each cycle, against their electrochemical gradients.
resting state, the membrane is permeable to K* (arrow indicating The activity of the Na*—K* ATPase maintains the intracellular
the direction down the electrochemical gradient) but less permeable concentrations of Na* and K* and thus the resting potential by
to Na* and CI~ (dashed arrows). The resting membrane potential is counteracting the leak of Na* and K* across the resting membrane.
largely determined by the balance between the chemical gradient Right, the K*—CI- cotransporter utilizes energy released as K* moves
that drives K* outward, and the electrical gradient that drives K* down its electrochemical gradient to move CI~ up its electrochemical
inward. + and — signs on opposite sides of the membrane indicate gradient, helping maintain a concentration gradient of CI~ across the
that the intracellular electrical potential is more negative than that membrane.

cotransporters, such as the K*-Cl~cotransporter that couples K* and CI- export
(Figure 2-12B).

In order to understand how chemical gradients and membrane potentials
influence ion movement, let’s first consider a hypothetical situation in which
the membrane is only permeable to K*. (This situation applies to glia quite well.)
The concentration difference across the membrane causes K* to diffuse outward
down the chemical gradient. As K* flows outward, however, the intracellular
compartment becomes more negatively charged, thus increasing the electrical
potential difference across the membrane. This deters further outward K* diffu-
sion, because K* is a positively charged ion. Eventually, when the chemical and
electrical forces reach equilibrium (that is, no net K* flow because the chemical
gradient is balanced by the electrical gradient), the equilibrium potential of K*,
E; (the membrane potential when the electrical and chemical forces reach a bal-
ance), follows the Nernst equation:

RT . [K],
zZF  [KY,

EK:

where [K*], and [K*]; are extracellular and intracellular K* concentrations, R and
F are two physical constants, T is the absolute temperature (in kelvin), z is the
valence of the ion (+1 for K*), and In is the natural logarithm. At room tempera-
ture, the expression RT/F is about 25 mV. Using the K* concentration difference
of our model neuron (Figure 2-12A), we can calculate the Ey to be about -85 mV,
which is close to the resting potential.

The Nernst equation can also be used to determine equilibrium potentials
of CI- and Na*. Using the concentration difference across our model neurons
(Figure 2-12A), we can determine that E, = -79 mV, and E, = +58 mV. Note that
despite having a chemical gradient opposite to that of K*, Cl™ has a similar equil-
ibrium potential to K* because it has a negative charge (z =—1). A positive equilib-
rium potential for Na* means that if the membrane were only permeable to Na*,
the intracellular membrane potential would be positive relative to the extracell-
ular environment. We will see the significance of this when we study the ionic
basis of the action potential later in the chapter.

In reality, the resting potential of most neurons is slightly less negative than
the K* equilibrium potential, because the membrane is also somewhat perme-
able to Na* and Cl~. When the membrane is simultaneously permeable to mul-
tiple ions, the resting membrane potential V, at equilibrium (that is, when there
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Figure 2-13 Electrical circuits with only
resistors or capacitors. (A) Left, this
electrical circuit consists of two elements,
a battery (E) with a voltage V across

its two terminals and a resistor with a
resistance R. The current (/, arrow) flows
outside the battery from the positive
terminal (+, represented by the wider line
of the battery) to the negative (-) terminal.
Middle, two resistors (with resistance

R, and R,) are connected in series. The
current that flows through them is the
same. The sum of voltages across each
resistor (V, + V,) equals the voltage
across the battery. Right, two resistors are
connected in parallel. The voltage across
each is the same as the voltage across
the battery. The total current (I;) equals
the sum of the currents passing through
each path (I, + /,). (B) The circuit shown
here consists of a battery (E), a capacitor
(with a capacitance C), and a switch (s).
When the switch is turned on, a transient
current (dashed arrow) charges the
capacitor until the voltage across it equals
the voltage across the battery.

is no netion flow) can be calculated by using the Goldman-Hodgkin-Katz (GHK)
equation:

J KT pdK], 4 pyNa'l, + pglCl]
™= ZF " K, + py[Na'], + pglCT,

where py, py,, and p, are the permeabilities for K*, Na*, and CI, respectively. In
essence, the GHK equation states that each ion makes an independent contribu-
tion to the resting potential that is weighted according to the permeability of the
resting membrane to that ion.

Because the membrane potential is generally not identical to the equilibrium
potential for any single ion, there is a force that is tending to push each ion into
or out of the cell. This is called the driving force for that ion, and it is equal to
the difference between the membrane potential and the equilibrium potential for
that ion. For example, as the equilibrium potential of Cl- is generally very close
to the resting potential, Cl~ flow is small at rest because of the small driving force,
even though the membrane is somewhat permeable to Cl". If the membrane
is only permeable to K* (that is, py, = 0, py = 0), then V= E according to
the GHK equation, and there is no driving force for K*; the net current is zero
despite the high permeability for K*. But since py, is not negligible, this causes
an inward leak of Na* down its electrochemical gradient, as both the chemical
and electrical gradients favor Na* entry into the cell. This raises the membrane
potential slightly above E; and creates a driving force on K*, causing K* to leak
outwards. If unopposed, these leak currents would steadily decrease intracellular
K* concentration and increase intracellular Na* concentration; however, they are
counterbalanced by the active transport utilizingthe Na*-K* ATPase, which pumps
Na* out and K* in (Figure 2-12B). The Na*-K* ATPase resets the intracellular K*
and Na* concentrations, thereby helps maintain the resting potential of neurons.

2.6 Neuronal plasma membrane can be described in terms
of electrical circuits

While ions cannot cross the lipid bilayer of the neuronal plasma membrane, the
intracellular and extracellular environments are both aqueous solutions that sup-
port ion movement. We can model how a neuron functions using terminology
developed to describe an electrical circuit, that is, an interconnection of elec-
trical elements that contains at least one closed current path. In this section, we
introduce basic concepts of electrical circuits; these concepts are instrumental to
our discussion of neuronal signaling in subsequent sections.

The simplest electrical circuit consists of two electrical elements: a battery
and a resistor. The battery maintains a constant voltage (electrical potential dif-
ference) across its two terminals and provides the energy source. The resistor
implements electrical resistance (that is, it opposes the passage of electric cur-
rent) and produces a voltage across its two terminals when current flows through
it (Figure 2-13A, left). The electric current (I, the flow of electric charge per unit
time) that passes through the resistor follows Ohm’s law:
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VI = —_—

SWITCH ON E .77 4]+
_— | = v




Cell biological and electrical properties of neurons

in which V is the voltage across the resistor and R is the resistance of the resis-
tor. As the electrical wires that connect the battery and the resistor are assumed
to have zero resistance, the voltage across the resistor is the same as the voltage
across the battery. The units for I, V, and R are ampere (A), volt (V), and ohm (Q2),
respectively.

When two resistors are connected in series (Figure 2-13A, middle), the cur-
rent that passes through each resistor is the same; the voltage across both resistors
is the sum of voltages across each resistor, or V=V, + V,; and the combined resis-
tance is R = R, + R,. An equivalent but more widely used measure of a resistor in
electrophysiology is conductance (g), which is the inverse of resistance: g=1/R.
Thus, when two resistors are connected in series, 1/g=1/g, + 1/g,. When the two
resistors are connected in parallel (Figure 2-13A, right), the voltages across each
resistor are the same; the total current is the sum of the currents that pass through
each resistor, or I =1, + I,; the combined resistance follows the formula 1/R=1/R,
+ 1/R,, and the combined conductance can be calculated as g = g, + g,. The unit
for conductance is siemens (S). It follows from the definition of conductance that
Ohm'’s law can also be expressed as:

I=gV

Note that a resistor is at the same time a conductor of electric current, and these two
terms are used interchangeably depending on the context; a resistor with high resis-
tance is a poor conductor, and a resistor with low resistance is a good conductor.

We can relate these simple electrical circuits to what we have learned so
far about the neuron. The lipid bilayer is an insulator, which is a resistor with
infinite resistance and thus does not allow electric current to pass through. As
noted in Section 2.5, the plasma membrane is a not perfect insulator—even in the
resting state, ions can leak through the membrane via specific channels. These ion
channels can be modeled as parallel current paths, each consisting of a resistor
with a specific resistance and a battery equivalent to the equilibrium potential of
the ion. We will discuss this model further in Section 2.7. We will also encounter
resistors connected in series when we study propagation of electrical signals
along neuronal fibers (dendrites and axons) in Section 2.8.

Another important electrical element is a capacitor, consisting of two par-
allel conductors separated by a layer of insulator in between. A capacitor is a
charge-storing device, as it does not allow current to pass through the insulator
layer. The lipid bilayer of the plasma membrane, along with the extracellular and
intracellular compartments, is an excellent example of a capacitor. In a simple
circuit that consists of a battery and a capacitor (Figure 2-13B), when the switch
is turned on, current flows from the battery to the capacitor until the capacitor is
charged to a voltage that is the same as the battery. Positive charges accumulate
on one conductor, while negative charges accumulate on the other conductor;
this is how charges are stored. The capacitance (C), or the ability of a capacitor
to store charge, is defined as C = Q/V, where Q is the electric charge stored when
the voltage across the capacitor is V. The unit of capacitance is farad (F), and the
unit of charge is coulomb (C). When two capacitors are connected in series, the
combined capacitor (C) follows the formula 1/C =1/C; + 1/C,. When two capaci-
tors are connected in parallel, C=C, + C,.

In theory, when a circuit has no resistance (Figure 2-13B), the capacitor is
charged instantaneously when the switch is turned on. In reality, circuits always
have resistance. In a circuit that contains both resistors and capacitors (an R-C
circuit), the current that flows through the resistor and the capacitor changes over
time after the switch is turned on. The product of resistance and capacitance has
the unit of time and is called the time constant (designated as 7). The time con-
stant defines how quickly capacitors (such as the plasma membrane) charge or
discharge over time in response to external signals, such as a sudden change of
current flow (as would result from the opening of channels). The larger the time
constant, the longer it takes to charge a capacitor and the more an electrical signal
is spread out over time.

Let’s examine two examples of R-C circuits to help clarify the important con-
cept of a time constant (see Box 2-2 for a quantitative treatment of this subject).
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Box 2-2: A deeper look at R-C circuits

In Section 2.6 we encountered serial and parallel R-C circuits
(Figure 2-14). For students with a background in differential
equations, we discuss here how the temporal dynamics of
these circuits are derived.

For a serial R-C circuit (Figure 2-14A), the sum of the volt-
ages across the capacitor and the resistor should equal the
voltage across the battery, or V=V, + V;. Since current is a
flow of electrical charge (Q) over time (#), at any given time
after the switch is turned on, I(#) = dQ/dt. Since Q= CV, we
have I(f) = C dV/dt= C dV/dt— C dV;/dt Since Vis the con-
stant voltage across the battery and does not change over
time, dV/d¢=0. According to Ohm’s law, V; =I()R. Thus, we
have the differential equation I(#) = —RC dI(#)/dt; the solu-
tion of this differential equation gives:

_
I(f)=1I,e ’C

in which I(%) is the current at time t; I, = V/R, which is the
current at time 0 when the switch is turned on (since €’ = 1);
e is the base of the natural logarithm; and RC is the time
constant (see Section 2.6). This formula is the basis for the
exponential decay of current (Figure 2-14A, middle). The
current decays to 37% (1/e), 14% (1/¢€2), or 5% (1/¢€%), of the
initial current I, at times equivalent to one, two, or three
time constants. We can also determine the time course of
capacitor charging (Figure 2-14A, right):

Ve=V-Va=V-RI(f)= V(l _e-;%)

When the parallel R-C circuit is connected to a constant cur-
rent source (after the switch is turned on in Figure 2-14B,
left), there is a redistribution of current over time from the
capacitor path (1) to the resistor path (1), but their sum (I)
is constant. Also, the voltage (V) across the resistor and the
capacitor are the same, which equals I R. Thus, we have I (%)
=I; - I(f) = I; - dQ/dt = I; — C dV/dt = I; — RC dI(¢)/dt.
Solving this differential equation gives:

.&(ﬂ::h(l—(;éa

t

V(?) = kR (1 - e‘Rc)

Ic(t) =Ire ‘%

The second and third functions above are graphically rep-
resented in the middle and right panels of Figure 2-14B. V(%)
increases to 63% (1 — 1), 86% (1 — €2), and 95% (1 — )
of the maximal V at times equivalent to one, two, or three
time constants.

Note that we connect the parallel R-C circuit with a constant
current source rather than a battery because this is a better
model of what happens in neuronal membrane during elec-
trical signaling: the opening of ion channels that provides
current flow. It is less interesting to connect a parallel R-C
circuit to a battery with a constant voltage, as the capacitor
will be charged instantaneously and the circuit is reduced to
a circuit with a resistor only, as in Figure 2-13A.

In an R-C circuit where a resistor and a capacitor are connected in series with
a battery (Figure 2-14A, left), once the switch is turned on, the current decays
exponentially over time from the initial value (Figure 2-14A, middle), while the
voltage across the capacitor increases exponentially as it approaches the voltage
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Figure 2-14 Electrical circuits with resistors and capacitors

(R-C circuits) exhibit temporal dynamics. (A) Left, a resistor (with a
resistance R) and a capacitor (with a capacitance C) are connected

in series, supplied with a battery (E). Middle, after the switch (s) is
connected, the current (/, following the direction of the arrow) exhibits
an exponential decay, with a time constant equal to the product RC.
Values of | at times (t) equal to RC, 2RC, and 3RC are shown. Right,
the voltage across the capacitor (V) gradually approaches the voltage

of the battery (V). Also indicated are values of Vc at t = RC, 2RC, and
3RC. (B) Left, a circuit with a resistor and a capacitor connected in
parallel, supplied with a constant current source (with a constant
total current ;). Middle and right, after the switch (s) is connected,
V gradually increases to approach its maximal value of ;R (middle),
whereas I, (right) exhibits exponential decay. V and I, values are
indicated at t = RC, 2RC, and 3RC.
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of the battery (Figure 2-14, right). In an R-C circuit where a resistor and a capaci-
tor are connected in parallel and to a constant current source (Figure 2-14B, left),
once the switch is turned on, while the sum of the currents (I;) remains con-
stant throughout, the current that flows through the resistor (I;) and the voltage
(V = I4R) increases over time (Figure 2-14B, middle), and the current that flows
through the capacitor (I.) decreases over time (Figure 2-14B, right).

In both examples, the time constant, RC, serves as the unit on the time (x)
axis and defines how rapidly electrical signals change over time. For example, in
the serial R-C circuit, the current decays to 37%, 14%, and 5% of the peak value at
times equal to one, two, or three time constants (Figure 2-14A, middle). Likewise,
in the parallel R-C circuit, the voltage reaches 63%, 86%, and 95% of the peak value
at times equal to one, two, or three time constants (Figure 2-14B, middle; see
Box 2-2 for how these values are derived).

Whereas the serial R-C circuit is more common in electronics, the parallel
R-C circuit is more widely used in neurobiology, as it is an excellent description
of the neuronal plasma membrane. The ion channels function as resistors, and
the lipid bilayer together with the extracellular and intracellular environments
act as a capacitor, storing electrical charge in the form of ions accumulating near
the surface of the membrane. While the membrane capacitance per unit area is
mostly constant (~1 pF/cm?), the membrane resistance can change significantly
with membrane potential and time. We will now apply these concepts to examine
ion flow across neuronal plasma membrane.

2.7 Electrical circuit models can be used to analyze ion flows
across glial and neuronal plasma membrane

Having introduced basic concepts of electrical circuits, we discuss two examples
below to illustrate how these electrical circuit models can help us understand cur-
rent flow across the plasma membrane.

Let’s first suppose that the membrane is only permeable to K*, which is a good
approximation for glia. This is equivalent to a circuit consisting of two parallel
paths, a K* conducting path and a membrane capacitance path (Figure 2-15A).
The membrane capacitance path is symbolized by a capacitor (C, ). The K* con-
ducting path has two electrical elements, a resistor and a battery representing the
equilibrium potential of K*. Since resistance is the inverse of conductance, the
resistor is symbolized by 1/g,, where g is the conductance of the K* path. The bat-
tery symbolizes the electrochemical gradient that drives K* movement along this
path, with the voltage across the battery equaling E;, the equilibrium potential of
K*. We can determine the membrane potential, V,_, from the K* path as the sum
of voltage across the resistor (which is I, /g, according to Ohm’s law) and voltage
across the battery, or V, = I,/g; + Ey. At the resting state, the influx and efflux of
K* balances out, or I, = 0. Thus, V, = E, thatis, the resting membrane potential is
the same as the equilibrium potential of K*.

Now let’s consider a more realistic situation for neurons, in which the mem-
brane is permeable to ClI~ and Na* in addition to K*. We can add two parallel paths
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Figure2-15 Electrical circuit models of
the neuronal plasma membrane. (A) In a
simplified model where the membrane

is permeable only to K*, the plasma
membrane consists of two parallel paths,
a membrane capacitance (C) path and a
K* path. The resistance of the resistor is
indicated by the inverse of the conductance,
1/8x- The K* path also has a battery that
corresponds to the equilibrium potential

of K* (Ey). The battery is positive on the
extracellular side because the equilibrium
potential of K* is negative intracellularly. V, |
is the membrane potential. At rest, since
there is no net current flow, V, = E,. (B)

In a more realistic model for neurons, the
plasma membrane can be considered as
four parallel paths: one path for membrane
capacitance plus one path each for K*, CI,
and Na*. Arrows indicate the directions

of currents within each path according to
the equilibrium potential of each ion and
the resting potential of our model neuron
in Figure 2-12. Note that while CI- ions
flow inward (as the resting potential is less
negative than the equilibrium potential

of CI~ in our model neuron), the current
carried by CI- is shown flowing outward;
this is because electrical circuit diagrams
conventionally indicate the current carried
by positive charges. As a result, the
current carried by negatively charged ion
(like CI) is indicated as occurring in the
direction opposite the actual direction of ion
movement. (B: Adapted from Hodgkin AL &
Huxley AF [1952] J Physiol 117:500-544.)
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to Figure 2-15A, one for CI- and one for Na* (Figure 2-15B). Below, we demon-
strate how V can be determined based on the conductance and equilibrium
potentials for each ion. In this parallel circuit, the voltage across each pathis V_,
so we have three equations:

I,

V.= X +E (1)
8k
I

V.= 2 +E, (2)
&c1
I

V= +E, (3)
gNa

From the above three equations, we have V,_(gi + 8¢ + 8xva) = Ex8k + Eci8c1 + Ena8Na
+ I + Iy + I, At rest, the net current that flows across the membrane should be
zero. As the membrane potential is constant, the current flow in the capacitance
branch is also zero. Thus,

Lo+ I+, =0 (4

Accordingly, V, can be derived as

_ Ey 8¢ + Eci8c; + Exa8na
m 8k t8cit 8na

where g and E are the conductance and the equilibrium potential for each ion,
respectively. This is in fact the circuit model equivalent of the Goldman-Hodgkin-
Katz equation introduced in Section 2.5. This is a more useful formula because
conductance and equilibrium potential are easier to determine experimentally
than permeability and the absolute ionic concentrations used in the formula in
Section 2.5. Note that conductance and permeability are both used to describe
how easy it is for an ion to flow cross the plasma membrane, and are often used
interchangeably. But there is a subtle difference. Permeability is an intrinsic
property of the membrane (reflecting the number of opened channels, as we will
learn later), and does not vary whether the ions to be conducted are present or
not, whereas conductance depends not only on the permeability but also on the
presence of ions.

Once we have determined V,, we can also determine the currents within
each parallel path:

L = g(Vy, — Eg)
Iy =8c(Vi—Eg)

INa = gNa( Vm - ENa)

Note that the values in parentheses represent the driving force for each ion as we
defined in Section 2.5. Thus, the current each ion carries is the product of the con-
ductance and the driving force for that ion. As we will learn later in this chapter,
8na and gy change as a function of the membrane potential, which underlies the
production of action potentials. We will also learn in Chapter 3 that synaptic trans-
mission is mediated by a change in the postsynaptic membrane conductance in
response to neurotransmitter release from the presynaptic terminal.

2.8 Passive electrical properties of neurons: electrical signals
evolve over time and decay across distance

Having introduced the ionic basis of resting potentials and the electrical circuit
model of the neuronal plasma membrane, we are now ready to address two key
questions in electrical signaling: how neurons respond to electrical stimulation
and how electrical signals propagate within neurons. We start with observations
from an idealized experiment on a neuronal fiber (a dendrite or an axon), which
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summarizes the results from real experiments across different preparations and
is a good approximation of the properties of neuronal dendrites. In this experi-
ment, an electrode that is connected to a current source is inserted into the neu-
ronal fiber, such that it can ‘inject’ electric current into the neuronal fiber at the
command of the experimenter. We call this electrode a stimulating electrode.
Inserted into the membrane right next to the stimulating electrode is a record-
ing electrode (a), which is connected to an amplifier and oscilloscope so it can
record the membrane potential change in response to the current injection from
the stimulating electrode. Two additional recording electrodes (b and c) are
inserted at different distances along the fiber from the stimulating electrode to
record membrane potential spread at distant sites (Figure 2-16A; Movie 2-6).
We start by injecting a small depolarizing current (that is, injecting positive
charges into the neuron) in the form of a rectangular pulse (Figure 2-16B, left).
The injected current will flow through the electrode across the membrane and
along the inside of the fiber. We observe that the membrane potential at the
recording electrode a becomes gradually depolarized at the beginning of the cur-
rent pulse, and it returns gradually to the resting potential at the end of the current
pulse. At the more distant sites, membrane potentials recorded by electrodes b
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Figure 2-16 Passive electrical properties of neurons observed
from an idealized experiment. (A) lllustration of the experimental
preparation. A stimulating electrode provides a source of electrical
signals in the form of a rectangular current pulse. Three recording
electrodes are inserted into the neuronal fiber at different distances
from the stimulating electrode. (B) When the stimulating electrode
delivers a rectangular depolarizing pulse (left), the membrane
potential changes at the sites of the three recording electrodes as
illustrated (right). Dashed lines represent times (t, and t,) that are
aligned with the onset and offset of the current pulse. The y axes
of the three membrane potential plots have the same scale. Two
properties are evident: (1) membrane potential changes are gradual
in response to the sharp current pulse, and (2) the magnitudes of
the membrane potential changes decay across distance. (C) An
electrical circuit model of the neuronal fiber. Each membrane

segment is approximated as a parallel R-C circuit, with a membrane
capacitance (C), a membrane resistance (R, that integrates K*,
Cl-, and Na* conductances, and a battery representing the resting
membrane potential (E,). These segments are joined internally by
resistors (with resistance R)), reflecting internal or axial resistance
within the neuronal fiber; the resistance of the external fluid is
approximated as O. Current injection is modeled by transiently
connecting the intracellular side with a constant current source
through the switch (s). Arrows indicate the direction of current

flow caused by injecting positive charges from the current source,
including current into the resistor branch (/) and capacitance branch
(/) across the membrane, as well as current that flows within the
neuronal fiber (/). (Adapted from Katz B [1966] Nerve, Muscle, and
Synapse. With permission from McGraw Hill.)
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Figure 2-17 A simplified circuit model
to illustrate electrical signal decay along
the distance of a neuronal fiber. (A) In
this simplified model of Figure 2-16C, the
batteries symbolizing the resting potential
are omitted because only the change

of the membrane potential from the
resting potential is considered here; the
capacitors are also omitted because only
the peak membrane potential changes
are considered. The current injection at
position O causes a peak membrane
potential change of V,,. In addition to
passing through the membrane (I;)), part
of the injected current also spreads in
both directions along the interior of the
neuronal fiber as an internal current

(1)) (only the rightward spread is shown
here). Along the way, the magnitude of /;
diminishes because of leaky membrane
current (/. ), as symbolized by the
decreasing sizes of the arrows. (B) As a
consequence, the membrane potential
changes also decay across the distance,
following the exponential decay curve. The
X axis unit is the length constant of the
neuronal fiber. The values for membrane
potentials at 1x, 2x, and 3x the length
constant are indicated, which equal 0.37
Vo, 0.14 V,, and 0.05 V,,, respectively.
(Adapted from Katz B [1966] Nerve,
Muscle, and Synapse. With permission
from McGraw Hill.)

and c exhibit similar gradual changes. However, the magnitudes of the membrane
potential changes are much diminished (Figure 2-16B, middle and right).

We use an electrical circuit model of the fiber (Figure 2-16C) to explain these
results. Each segment of the membrane can be simplified as a parallel R-C circuit
(see Figure 2-15B), with membrane conductance of different ions in Figure 2-15
combined as R_, the resting membrane potential as a battery E,, and the mem-
brane capacitance as C, . Different segments of the process can be considered as
parallel R-C circuits, linked by an internal (or axial) resistance (R,) for ion move-
ment along the longitudinal axis in the fiber interior. Ions can flow more freely in
the large extracellular environment; therefore the extracellular resistance is often
approximated as zero.

Let’s consider the first observation: membrane potentials change gradually
inresponse to a step of injected current. In addition to causing ion flow across the
membrane, represented by I in the circuit diagram, part of the injected current
flows through the capacitance path to charge the membrane capacitor (I.). As
discussed in Section 2.6 and Box 2-2, I; follows an exponential curve with the
product R _C,_ as the time constant, as does the membrane potential change
(which is equal to IR  according to Ohm’s law; see Figure 2-14B). The smaller
the time constant, the faster the membrane potential changes in response
to current injection. This experiment reveals a general property of electrical
signaling in neurons. Because of the membrane capacitance, electrical signals
evolve over time even when current injection is constant, with the product
R, C,, as a key parameter of these temporal dynamics. This property limits the
temporal resolution of electrical signals but also provides opportunities for
temporal integration: when two individual signals are delivered within a small
time interval, they may not be resolved as individual signals, but rather detected
as an integrated signal. We will discuss this further in Chapter 3 in the context of
dendritic integration of synaptic inputs.

Let’s now turn to the second observation: the magnitude of membrane poten-
tial change decreases as the distance increases from the site of current injection.
Suppose the peak membrane potential change at electrode a in response to the
current injection is V,,. The spread of this membrane potential change within the
fiber is carried by the axial current, which diminishes due to the continual leak of
current through membrane conductances along the way. An easy way to visual-
ize this is to simplify the circuit in Figure 2-16C further by considering only the
conductance path (Figure 2-17A). (This simplification is equivalent to consid-
ering the peak magnitude of membrane potential changes after the membrane
capacitance is charged.) The axial current (I) gradually diminishes in magnitude

(A)
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membrane potential (V,)

X (length constant)
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because part of the current leaks away to the outside due to membrane conduc-
tance. The membrane potential change V(x) at distance x from electrode a is given
by the following formula:

X

V()= Voe— JaR, /AR,

where R is the membrane resistance per unit area of membrane surface, R, is the
internal (axial) resistance per unit volume of the neuronal cytoplasm, and d is the
diameter of the fiber. This equation represents an exponential decay of electrical
signal across distance (Figure 2-17B), analogous to the exponential decay of cur-
rent over time in an R-C circuit we discussed in Section 2.6 and Box 2-2.

The term ./dR_ /AR, is called the length constant or space constant (des-
ignated as ). It is expressed in units of length, and one length constant corr-
esponds to the distance across which the peak magnitude of the membrane
potential change attenuates to 1/e, or about 37%, of the original peak magnitude.
As specific examples, the positions of the electrodes b and c in our idealized
experiment (see Figure 2-16A) were chosen to be 1.5 and 3 length constants away
from electrode a. The longer the length constant, the further electrical signals
can be transmitted before they decay to a given fraction of their original value.
As indicated from the formula, the length constant increases with the diameter
of the neuronal fiber. The length constant also increases with the membrane
resistance and decreases with the axial resistance. Indeed, animals have evolved
various strategies to increase the distance that electrical signals spread, such
as enlarging axon diameter as in the squid giant axon, or increasing the unit
membrane resistance as in myelination; we will discuss these strategies in more
detail in Section 2.13.

The temporal spread of electrical signals and their attenuation across distance
are often referred to as passive electrical properties of neurons, as opposed to
the active properties that we will begin to study in the next section. They are also
called the cable properties of neuronal fibers, analogous to ocean cables that
transmit electrical signals using insulators to separate the interior conductor from
the exterior conducting seawater. The time constant, which characterizes the
temporal spread of electrical signals, and length constant, which characterizes
the attenuation across distance, are the two key passive electrical properties of
neurons. Table 2-1 lists experimentally determined time and length constants
of neurons and muscles in various experimental preparations that have played
important roles in the history of neurophysiology. We will learn about these
specific preparations in later sections and chapters.

2.9 Active electrical properties of neurons: depolarization
above a threshold produces action potentials

As is evident from Table 2-1, electrical signals decay considerably across distance
if neurons only have passive properties. Even in fibers with very large diameters
and consequently a large length constant, one length constant is just over a few

Table 2-1: Time and length constants of axons, dendrites, and muscle cell

Fiber Diameter (pm) Length constant (mm) Time constant (ms)
Squid giant axon® 500 5 0.7

Lobster nerve! 75 215 2

Frog muscle! 75 2 24

Apical dendrite of 3 all ~20
mammalian cortical

pyramidal neuron?

!Data from Katz B (1966) Nerve, Muscle, and Synapse. McGraw-Hill; length constants were measured in large extracellular volume.

2Data from Stuart G, Spruston N & Hausser M (1999) Dendrites. Oxford University Press.
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Figure 2-18 Depolarization exceeding
a threshold produces action potentials.
Using the experimental preparation that
was diagrammed in Figure 2-16A, a
series of rectangular current pulses were
applied through the stimulating electrode
(top). The corresponding changes in
membrane potential were recorded by
electrode a and are shown at the bottom.
The unit of the x axis is 1 ms. For both
hyperpolarization pulses and the first two
depolarization pulses (current pulses
1-4), the membrane potential changes
follow the sign of the current pulses,

and their magnitudes are proportional to
the magnitudes of the current pulses. In
response to the fifth current pulse, the
membrane potential change becomes
unstable and varies across different trials
(as is illustrated by multiple curves).
Occasionally the stimulation results in

a very large depolarization—the action
potential. Action potentials of the

same maghitude are always produced

in response to the sixth current pulse.
(Adapted from Katz B [1966] Nerve,
Muscle, and Synapse. With permission
from McGraw Hill.)
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millimeters, meaning that signals decay to 37% of their original magnitude across
that shortdistance. How do electrical signals propagate faithfully over much larger
distances? To state the problem concretely, how can signals propagate reliably
through a human motor neuron across a distance of approximately a meter in
order to control a muscle in the toe?

To answer this question, let’s continue our experiment using the setup in
Figure 2-16A. Through the stimulating electrode, we inject step current pulses
with varying magnitudes and directions into a neuronal fiber, this time an axon
(Figure 2-18, top). We begin by injecting negative current, which hyperpolarizes
the membrane potential. The magnitude of membrane potential changes, as
measured by electrode a (Figure 2-18, bottom), is proportional to the magnitude
of injected negative current. If we reverse the sign and inject positive current
into the axon, we see that the membrane potential is depolarized rather than
hyperpolarized. The magnitude of depolarization is also proportional to the
magnitude of injected positive current, provided that only a small amount
of positive current is injected. However, when the injected current exceeds a
certain magnitude, a much larger and transient elevation of the membrane
potential is produced in some fraction of trials. Above that magnitude of current
injection, each current pulse invariably produces a large and transient elevation
of the membrane potential. This is called an action potential or a spike. It is
caused by depolarization of the membrane potential above a specific level, the
threshold, in response to the injection of positive current of a certain magnitude
(see Movie 2-6). The stimulus that can cause the neuron to generate an action
potential is called a supra-threshold stimulus, and the stimulus that cannot is
called a sub-threshold stimulus.

Note that the size of the action potential does not change with the magni-
tude of depolarization once the threshold is reached. Furthermore, if an action
potential is recorded with electrode a, an action potential of similar magnitude
and waveform will also be recorded by electrode b and electrode c (Figure 2-16A).
In other words, action potentials propagate with little or no decay. As opposed to
the passive spread of electrical signals discussed in Section 2.8, action potentials
are an active electrical property of neurons. As we will learn later in this chapter,
active electrical properties of neurons are a result of voltage-dependent changes
inion conductances.

Not all neurons fire action potentials: some neurons use only graded poten-
tials to transmit electrical signals even in their axons. As you will understand from
the earlier discussion of length constants, these must necessarily be neurons
with short axons; we will see examples of such neurons in the vertebrate retina in
Chapter 4. It should also be noted that active electrical properties are not exclu-
sive to axons: some neurons exhibit active properties in dendrites as well; we will
discuss these properties in Chapter 3.

How are action potentials produced? How do they propagate along the axon?
We devote the next part of this chapter to addressing these fundamental questions
in neuronal signaling.
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Figure 2-19 Studying action potentials in the squid giant axon. (A) Electron micrograph of a cross section of a squid giant axon showing

its large diameter (~180 um for this sample) as compared to neighboring axons (for example, the axon indicated by *). (B) Photograph of an
electrode inserted inside a squid giant axon whose diameter is close to 1 mm. (C) An action potential recorded from the squid giant axon.

(A, courtesy of Kay Cooper and Roger Hanlon; B, from Hodgkin AL & Keyes RD [1956] J Physiol 131:592-616; C, from Hodgkin AL & Huxley AF

[1939] Nature 144:710-711. With permission from Macmillan Publishers Ltd.)

HOW DO ELECTRICAL SIGNALS PROPAGATE
FROM THE NEURONAL CELL BODY
TO ITS AXON TERMINALS?

In this part of the chapter, we follow the discovery path that has led to our cur-
rent understanding of mechanisms by which action potentials are produced and
propagate. In addition to answering a key question in neuronal communication,
that is, how electrical signals propagate from the neuronal cell body to its axon
terminals, these studies also established the concept of ion channels and high-
lighted the mechanisms by which ion channels function.

2.10 Action potentials are initiated by depolarization-induced
inward flow of Na*

The discovery of the ionic basis of the action potential is a good example of
how scientific breakthroughs can result from the introduction of new methods,
model organisms, and analytic tools. Squid of the genus Loligo have a giant
axon whose diameter reaches up to 1 mm, many times larger than nearby axons
(Figure 2-19A) or the axons of typical mammalian neurons. The giant axon
conducts action potentials very rapidly and controls the squid’s jet propulsion
system, allowing it to quickly avoid danger. The giant axon’s large size enabled
researchers to insert electrodes and measure action potentials more accurately
than before (Figure 2-19B). During such measurements, it was discovered that the
membrane potential during the rising phase of the action potential far exceeded
zero (Figure 2-19C). Therefore, the action potential is not caused by a transient
breakdown of the membrane that allows the resting potential to become zero, a
prevalent view held prior to these measurements.

At the peak of the action potential, the membrane potential was observed to
approach the Na* equilibrium potential. (Recall that Ey, = +58 mV in our model
neuron in Figure 2-12.) This finding suggested that the membrane is preferentially
permeable to Na* at the peak of the action potential and that the inward Na* flow is
responsible for the rising phase of the action potential. To test this hypothesis, the
extracellular Na* concentration was systematically reduced. If Na* were respon-
sible for the rising phase of the action potential, one would predict from the Nernst
equation that the magnitude of the action potential would decrease with lower
concentrations of extracellular Na*. This was indeed the case (Figure 2-20).
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Figure 2-20 Testing the hypothesis that
the rising phase of the action potential

is caused by Na* influx. The magnitude
and speed of the action potential are
diminished when the normal extracellular
solution (sea water, red trace) was replaced
by a solution of 33% sea water and 67%
isotonic dextrose (hence the extracellular
Na* concentration, or [Na*], was reduced
by 67%; blue trace). Reapplication of sea
water (green trace) restored the magnitude
and speed of the action potential. (Adapted
from Hodgkin AL & Katz B [1949] J Physiol
108:37-77.)
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Figure 2-21 Illlustration of the voltage
clamp technique. The membrane potential
(V,,,) is measured by the blue wire inserted
in the squid giant axon with respect to the
ground wire outside the axon. It is then
compared to a command voltage set by the
experimenter (Vo) as two different inputs
to the voltage clamp feedback amplifier
(large triangle). The difference between

the two voltages (Vo — Vi) produces

a feedback current as the output of the
amplifier, which is injected by a second
inserted wire (red) into the axon. When Vo
=V, there is no feedback current. Upon a
step change of V., the feedback current
rapidly changes V. to the new V,,, (within
microseconds). Thus, the voltage clamp
enables experimenters to control V, of the
axon being studied, and at the same time to
measure with an oscilloscope the amount
of feedback current needed to hold V,, to
the value of V,,,; this quantity of feedback
current equals the current that flows

across the axon membrane (parallel red
arrows). The feedback current can flow in
either direction (that is, the red arrows can
reverse) depending on the relative values of
V,, and V-

voltage

current

time (ms)

But how does the membrane become permeable to Na*? An important con-
ceptual breakthrough was the hypothesis that depolarization could induce an
increase in membrane permeability to Na*, with the influx of Na* resulting in
further depolarization. Such a self-reinforcing process (positive feedback loop)
could account for the rapid change in membrane potential observed during the
rising phase of the action potential.

2.11 Sequential, voltage-dependent changes in Na* and K*
conductances account for action potentials

To test whether depolarization could render axonal membranes more permeable
to Na*, it was important to quantitatively measure ion flows across the membrane
under conditions that mimic the action potential. However, ion flow across the
membrane changes the membrane potential, which in turn can affect the perm-
eability of ions, thus complicating the measurement of ion flows. A new method
called the voltage clamp was introduced to distinguish between these events
(Figure 2-21). The voltage clamp compares the intracellular membrane potential
with a command voltage set by the experimenter. A difference between the two
voltages automatically produces a feedback current that is injected back into the
cell, which rapidly changes the intracellular membrane potential to the value of
the command voltage. After the initial stimulation, which is usually in the form of
a step change in the command voltage, ion flow across the membrane as a con-
sequence of the membrane potential change can be measured by recording how
much current must be injected into the cell in order to maintain the membrane
potential at a specified value.

Using the voltage clamp technique, Alan Hodgkin and Andrew Huxley car-
ried out a series of classic experiments around 1950 to determine the ionic basis
of the action potential. By subjecting the squid giant axon to depolarizing volt-
ages, they were able to tease apart the ionic flows that underlie an action poten-
tial. Importantly, holding the membrane potential at a constant value eliminated
the capacitive current (current that charges the membrane in response to voltage
change, equivalent to I in Figure 2-16C) so that they could measure ionic currents
across the membrane (equivalent to I in Figure 2-16C) and observe how they
changed over time. For example, a 56-mV depolarizing step produced an initial
inward current, followed by an outward current (Figure 2-22, green trace). The
inward current was abolished when extracellular Na* was replaced by choline, an
organic ion that carries a +1 charge similar to Na* but is unable to permeate the
membrane (Figure 2-22, blue trace). This finding indicated that the initial inward
current is indeed caused by Na* influx. Other evidence suggested that in the case
of choline replacement, the remaining current is caused by outward K* flux. Thus,
the Na* current could be calculated by comparing the difference between the two
conditions (Figure 2-22, red trace).

Figure 2-22 Dissociation of Na* and K* currents in voltage clamp experiments.
(Top) A voltage step increase of 56 mV was applied to the squid giant axon.
(Middle) lon flow across a unit area of the axonal membrane in response to

the depolarizing voltage step was measured by determining how much current
was injected into the axon in order to maintain the axon’s membrane potential

at the command voltage established by the experimenter (the +56 mV step).

The green trace shows the current flow under physiological conditions; an initial
inward current (the downward portion of the trace) is followed by an outward
current (the upward portion). The dotted line demarcates zero net current. The
blue trace shows the current flow under conditions in which the external Na*

was mostly replaced by choline*, which cannot cross the membrane; this trace
illustrates the K* current only. (Bottom) The red trace represents the deduced Na*
current, which is the difference between the green and blue traces. (Adapted from
Hodgkin AL & Huxley AF [1952] J Physiol 116:449-472.)
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Voltage clamps also allowed a systematic measurement of Na* and K*
conductance over a series of different voltages. As we introduced in Section 2.7,
conductance is the ratio of the current that passes through the membrane and the
driving force, which is the difference between the membrane potential and the
equilibrium potential. Thus, the conductances for Na* and K* are given by

INa
Bna ™ Vm - ENa
IK
8=
Vm - EK

where I, and I, are the Na* and K* currents as measured in Figure 2-22, vV, is
the membrane potential, and E, and Ey are the equilibrium potentials of Na*
and K*. By changing V, (which equals V;;) and measuring the currents in the
voltage clamp experiments, Hodgkin and Huxley could experimentally determine
&na and gy at different membrane potentials. They found that both Na* conduc-
tance and K* conductance increased when the intracellular membrane potential
became more depolarized, and that these conductance changes evolve over time
(Figure 2-23).

Hodgkin and Huxley made several key discoveries from these experiments.
First, they confirmed that the rising phase of the action potential resulted from an
influx of Na* and determined that the Na* influx was caused by a rapid increase
in Na* conductance as a consequence of membrane depolarization. Second, after
the initial depolarization-induced increase, Na* conductance would invariably
decrease despite continued depolarization (Figure 2-23A), accounting for the
falling phase of the Na* current (see Figure 2-22, red trace). This was termed inac-
tivation of the Na* conductance. Third, depolarization also caused an increase of
K* conductance, resulting in K* efflux. Importantly, the change of K* conductance
lagged behind the change of Na* conductance (Figure 2-23B). Fourth, the Na* and
K* conductances appeared to be independent of each other, but both depended
on the membrane potential. Well before the molecular mechanisms of membrane
transport became known, these findings paved the way for the modern concept
of ion channels: transmembrane proteins that are selectively permeable to spe-
cific ions (see Section 2.4). Specifically, in the squid giant axon, channels spe-
cific to Na* or K* allow these ions to selectively flow through the membrane. The
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Figure 2-23 Voltage-dependent change
of Na* and K* conductance. Na* (A)

and K* (B) conductances (y axis, in
millisiemens per square centimeter)
change over time following a depolarizing
voltage step from the resting potential.

A series of measurements were
performed, each after a voltage step of
a different magnitude (indicated on each
trace). Over time, the Na* conductance
first incre then decre , Whereas
the K* conductance only increases, but
more slowly than the initial rise of Na*
conductance. Larger voltage steps cause
more rapid rise in both conductances.
(Adapted from Hodgkin AL & Huxley AF
[1952] J Physiol 116:449-472.)
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Figure 2-24 A summary of the

ionic basis of the action potential.

(A) Schematic of an action potential, with
reference to the resting potential and the
equilibrium potentials for Na* and K*. (The
K* equilibrium potential and the resting
potential of the squid giant axon are more
depolarized than for our model neuron

in Figure 2-12.) (B) Sequential changes
in Na* and K* conductance (calculated
according to data in Figure 2-23)

during the action potential. The rising
phase is caused by the increase in Na*
conductance, leading to Na* influx. The
falling phase is accounted for by both

the inactivation of the Na* conductance,
which stops the Na* influx, and the
increase in the K* conductance, leading
to K* efflux. The transition between the
rising and falling phase occurs before the
rising phase reaches the Na* equilibrium
potential. The falling phase overshoots
the resting potential and approaches

the K* equilibrium potential, before the
membrane potential gradually returns

to the resting potential, which is slightly
above the K* equilibrium potential (see
Section 2.5). (Adapted from Hodgkin AL &
Huxley AF [1952] J Physiol 116:449-472.)

1 2 3 4

conductance of these ion channels increases when the axon is depolarized. These
channels are now called voltage-gated ion channels because their conductance
changes as a function of the membrane potential.

In summary, the action potential can be accounted for by sequential changes
of Na* and K* conductance (Figure 2-24; Movie 2-7), which we now know are
caused by the opening and closing of voltage-gated Na* and K* channels. At the
resting state, the voltage-gated Na* and K* channels are both closed. (A different
set of K* channels accounts for K* permeability at rest.) At the rising phase of the
action potential, when the membrane is depolarized, opening of voltage-gated
Na* channels allows Na* to flow into the cell down its electrochemical gradients.
Depolarization also causes an increase in K* efflux (via the resting K* channel)
because the force produced by the new, smaller electrical gradient is less effective
in countering the force produced by the chemical gradient. When the Na* influx
exceeds the K* efflux, the neuron passes the threshold for firing an action poten-
tial. (For most excitable cells the threshold is about 10-20 mV above the resting
potential.) More depolarization causes opening of more voltage-gated Na* chan-
nels, which causes further depolarization. This positive feedback loop generates
the rapid rising phase of the action potential.

During the falling phase, Na* channels are inactivated after the initial open-
ing, preventing further Na* influx. At the same time, voltage-gated K* channels
open, allowing more K* efflux. These two events together account for the falling
phase of the action potential, allowing neurons to repolarize to the resting poten-
tial and prepare for the next action potential (Figure 2-24). Importantly, the ionic
basis of the action potential, originally discovered in the squid giant axon, applies
to neurons and other excitable cells across most of the animal kingdom, including
humans.

2.12 Action potentials are all-or-none, are regenerative, and
propagate unidirectionally in the axon

The Hodgkin-Huxley model satisfactorily explains several properties of the action
potential that ensure faithful transmission of information from the cell body to the
axon terminal.

First, action potentials are all-or-none. When a stimulus-induced neuronal
membrane depolarization is below the threshold, the action potential does not
occur. When depolarization exceeds the threshold, the waveform of the action
potential is determined by the relative concentrations of Na* and K* inside and
outside the cell, and these concentrations remain mostly constant for a given
neuron. (The Na* influx and K* efflux during an action potential causes very
small change of intracellular, and even smaller changes of extracellular, Na*
and K* concentrations. For example, an action potential in the squid giant axon
brings in ~10713 mole of Na* per millimeter of the axon; the same length of the
axon contains ~10~7 mole of Na*. Thus, intracellular Na* concentration change
as a result of Na* influx is about one part in a million, which makes a negligible
contribution to Ey,.) To a first approximation, action potentials assume the same
form in response to any supra-threshold stimulus.

Second, action potentials are regenerative—they propagate without attenu-
ation in amplitude. Suppose that an action potential occurs at a particular site on
the axon. The rising phase creates a substantial membrane depolarization, which
spreads down the axon and brings an adjacent region to threshold, which in turn
does so for its adjacent downstream region, and so on (Figure 2-25). In this way,
the action potential propagates in a similar form continuously and faithfully down
the axon toward its terminal.

Third, action potentials propagate unidirectionally in the axon, from the cell
body to the axon terminals. When an action potential occurs at a given site on
the axon (for example, site A in Figure 2-25), in principle depolarization should
also spread up the axon toward the cell body (site Z in Figure 2-25) in addition
to spreading down the axon toward the axon terminals (site B in Figure 2-25).
However, the delayed activation of the K* channels and the inactivation of the
Na* channels combine to create a refractory period after an action potential has



How do electrical signals propagate from the neuronal cell body to its axon terminals? 53

direction of action potential propagation ——p

+40 mV
O MV fmmrmmimms = smmmer—fomee\s s = o
-50mv |
Y K\
A
axon

\_/\/

V4 A B
o= ——— ey —————
4+ttt - = ++ b

K'  Na*
efflux influx

just occurred, during which time another action potential cannot be reinitiated.
Because the action potential normally initiates at the axon initial segment and
passes through Z before reaching A, another action potential cannotimmediately
back-propagate from A to Z. This refractory period ensures that the action poten-
tial normally only propagates from the cell body down the axon to its terminal, not
in the reverse direction.

In most projection neurons, whose axons form synapses on distant target
neurons, the action potential first arises at the initial segment of the axon, where
voltage-gated Na* channel density per unit membrane area is the highest; this
high channel density provides the lowest threshold for action potential initiation.
The axon’s initial segment is a critical site for the integration of depolarizing and
hyperpolarizing synaptic potentials from the dendrites and the cell body; this
integrative process is discussed further in Section 3.24. After initiation, action
potentials travel unidirectionally within the axon toward the terminals. At the
initiation site, however, action potentials can in principle travel in both directions;
indeed, in some mammalian neurons, action potentials can back-propagate to
dendrites, which like axons contain voltage-dependent Na* and K* channels.
In artificial situations where experimenters electrically stimulate the axon or
its terminal, action potentials can propagate in a retrograde direction from the
axon terminal to the cell body, producing so-called antidromic spikes that
can be recorded from the cell body. However, these events do not occur under
physiological conditions in vivo.

Altogether, theabove three properties make theaction potentialanideal means
to transmit information faithfully from neuronal cell bodies across long distances
to their axon terminals. But since action potentials are all-or-none, the size of
action potentials cannot encode any information about the stimulus. Rather, the
information is usually encoded by the rate (number of action potentials/time) or
the timing of action potentials in response to a stimulus (see Section 1.8). Action
potential frequency is limited by the refractory period. Some neurons, such as
fast-spiking inhibitory neurons in the mammalian cortex, can fire up to 1000 Hz,
or one action potential per millisecond, which is faster than refractory periods of
many neurons. This requires specializing the ion channels so the action potential
is repolarized quickly and the refractory period is complete in time for the next
action potential. Thus, ion channel properties (such as Na* channel inactivation
and the delayed opening of K* channels) have been selected during evolution
to ensure unidirectional propagation of action potentials while still permitting
high-frequency firing. The broad range of possible spike frequencies expands the
information-coding capacity of individual neurons.

2.13 Action potentials propagate more rapidly in axons with
larger diameters and in myelinated axons
The speed at which action potentials propagate is not the same for all neurons, but

instead depends on the properties of the axon. This is because the rate at which
depolarization spreads down the axon (see Figure 2-25) is determined by the cable

Figure 2-25 The propagation of

an action potential along the axon.

A schematic of an action potential as

it sweeps across the axon provides a
snapshot of electrical signaling events

in the axon. The wave front is at site A,
where voltage-gated Na* channels open
and depolarize the membrane. Positive
charges at site A within the axon spread to
site B, where they will cause depolarization
above the threshold. Thus, at the next
moment, the wave front will reach site

B. Site Z, where the wave front has just
passed, is experiencing a refractory period
during which the delayed activation of

K* channels and the inactivation of Na*
channels prevent the action potential

from propagating backward from A to Z.
Red and blue arrows indicate Na* influx
and K* efflux, respectively. Curved arrows
represent current flow that completes

the left and right circuit as a result of

Na* influx. The charges below represent
the membrane potentials at different
segments of the axon.
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Figure 2-26 Axon myelination

increases the speed of action potential
propagation. (A) An electron micrograph
of a cross section of spinal cord axons
wrapped by oligodendrocyte membranes.
At the center is a single axon wrapped

by myelin sheath. (B) A fluorescence
microscopic image of the rat optic nerve
immunostained to visualize three proteins
(see Section 13.13 for more details

of the immunostaining method). Na*
channels (green) are highly clustered

at the center of the node of Ranvier. K*
channels (blue) are distributed peripherally
at node. In between are transmembrane
proteins named Caspr (red) that help
organize channel distribution at the node.
(C) Schematic of an action potential
‘hopping’ between nodes of Ranvier. After
an action potential occurs at the left node
of Ranvier, positive charges rapidly flow to
the next node to the right. This is because,
as a consequence of myelin wrapping,

the internodal membranes have low
capacitance, which requires less charging,
and high resistance, which allows only a
small amount of current to leak through
(dashed arrows). The arrival of positive
charges at the right node causes rapid
depolarization above threshold to
regenerate the action potential there. Red
arrows indicate the direction of current
flow that completes the circuit as a result
of Na* influx at the left node. For simplicity,
the circuit resulting from depolarization
spread leftward from the left node is
omitted. (A, courtesy of Cedric Raine;

B, adapted from Rasband MN & Shrager P
[2000] J Physiol 525:63-73.)

properties of the axon. Returning to our circuit model of neuronal membranes
(see Figures 2-16C and 2-17A), we see that this forward spread is determined by
how quickly a change in membrane potential charges the membrane capacitor,
as well as the relative distribution of current flowing forward versus leaking out
into the extracellular environment. If all other properties were equal, these values
would be a function of axon diameter: the larger the axon diameter, the lower the
axial resistance of the axon, and the larger the proportion of current would flow
forward. You can follow this from the perspective of the length constant (1), which
is equal to \/dR,/4R; (see Section 2.8). The larger the diameter (d), the larger the
length constant, and the further depolarization can spread at a value that is still
above threshold to produce the next action potential at a more distant site. This is
why the squid has evolved a giant axon that helps it react rapidly to danger.

In principle, increasing R (the membrane resistance per unit area) can also
increase the length constant. However, increasing R also increases the time con-
stant (which is equal to R_C_ as discussed in Section 2.8) required to charge the
membrane along the way, which slows down the propagation of action potentials.
One way to compensate for this is to also reduce C_, the membrane capacitance.
Indeed, this is how axon myelination works. Many vertebrate axons are wrapped
by a myelin sheath, which are cytoplasmic extensions of glia—Schwann cells in
the PNS and oligodendrocytes in the CNS (see Box 2-3 for more details). Some
axons in large invertebrates are also myelinated, as we will see in Chapter 12. The
cytoplasmic extensions of glial cells wrap around myelinated axons many times,
with most of the cytoplasm compressed out of the extensions toward the soma
to form compact myelin consisting of closely packed glial plasma membranes
(Figure 2-26A). From an electrical circuit perspective, compact myelin is equiva-
lent to having many resistors connected in series, such that the total membrane
resistance R is equivalent to nR_, where 7 is the number of layers of glial mem-
brane. However, in serial connections, the total capacitance C; is equivalent to
C,/n (recall from Section 2.6 that total capacitance of two capacitors connecting
in series follows 1/C; = 1/C, + 1/C,; combined capacitance of n identical capaci-
tors connected in series follows 1/C; = n/C, or C; = C/n). Thus, myelination greatly
increases membrane resistance, and hence length constant, without increasing
the time constant (as the product R;C; remains unchanged compared to the orig-
inal R, C, ); this means that once an action potential is produced at a specific site
on the axon, depolarization spreads across a large distance to cause far-away axo-
nal membrane to regenerate the action potential.

Despite the increased membrane resistance, small amounts of current still
leak out of myelinated axons. Therefore, at nodes of Ranvier, which occur at regu-
lar intervals usually 200 pm to 2 mm apart, the axon surfaces are exposed to the
extracellular ionic environment and contain highly concentrated voltage-gated

5 um

C) direction of action potential propagation —

| IZ===N

Q—N =

F
B C y |
<+— 200 pm to 2 mm ———

node of node of
Ranvier Ranvier




How do electrical signals propagate from the neuronal cell body to its axon terminals?

Na* and K* channels (Figure 2-26B). As a result, depolarizing current spreads
rapidly in between the nodes, and action potentials are ‘renewed’ only at the
nodes of Ranvier (Figure 2-26C). Thus, action potentials in a myelinated axon hop
from node to node. This is termed saltatory conduction (from the Latin saltare,
to jump), as opposed to continuous propagation in unmyelinated axons (see
Figure 2-25).

Myelination greatly increases the conduction speed of action potentials and
the capacity for high-frequency firing. Action potentials can travel at a speed of up
to 120 m/s in myelinated axons, as compared to <2 m/s in unmyelinated axons.
Although unmyelinated axons usually have smaller diameters than myelinated
axons (see Box 2-3), the diameter difference alone does not account for the large
difference in propagation speeds. Saltatory conduction also saves energy; there is
a reduced demand for the Na*-K* ATPase to pump Na* outward and K* inward,
as there is little transmembrane current except at the nodes of Ranvier. Because
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Box 2-3: Axon—glia interactions in health and disease

Axon myelination provides a striking example of the inti-
mate interactions between glia and neurons. In the white
matter of the central nervous system (CNS), each oligoden-
drocyte typically extends several processes that myelinate
multiple axons (see Figure 1-9). In the peripheral nervous
system (PNS), each Schwann cell is usually dedicated to
wrapping a segment of a single axon. During development
or remyelination, oligodendrocyte and Schwann cell exten-
sions wrap the axon like a spiral many times and compress
the cytoplasm in between layers of the extensions to form
the myelin sheath (Figure 2-27A).

Schwann cell
nucleus

Schwann cell
cytoplasm

Figure 2-27 Schwann cell wrapping of axons and its regulation
by neuregulin signaling. (A) Schematic of sequential steps
illustrating Schwann cell wrapping of an axon, forming spiral
extensions, and compressing the cytoplasm between the layers of
plasma membrane to form myelin sheath. (B) Top, large-diameter
axons express the highest levels of type Il neuregulin-1 (NRG1-IIl),
which directs thicker myelination. Middle, intermediate-diameter

There is a large diversity of axon-glia interaction in the ner-
vous system. For example, as will be discussed in Chapter 6,
the somatosensory system contains distinct types of sen-
sory neurons with characteristic axon diameter, degree of
myelination, and action potential conduction speed. The
thickness of myelin matches the size of the axon. Sensory
neurons that innervate muscle and provide rapid feedback
regulation of movement have large-diameter axons, thicker
myelin sheaths, and conduct action potentials more rapidly.
Sensory neurons that sense touch have intermediate axon
diameters and conduction speeds. Many sensory neurons

(B) Schwann cell nucleus

Schwann
cell

axon

myelin
sheath

unmyelinated

o ©

OOO

Remak Schwann cell

NRG1-II
level in axon

axons express intermediate levels of NRG1-lll, which directs thinner
myelination. Bottom, small-diameter unmyelinated axons express
the lowest levels of NRG1-lll, which directs their interaction with
Remak Schwann cells, forming the Remak bundle. (Adapted from
Nave KA & Salzer JL [2006] Curr Opin Neurobiol 16:492-500. With
permission from Elsevier Inc.)

(Continued)
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Box 2-3: Axon—glia interactions in health and disease

that sense temperature and pain are unmyelinated and
conduct action potentials more slowly. These unmyelinated
axons are nevertheless associated with Remak Schwann
cells, whose cytoplasm extends in between individual axons
to form a Remak bundle (Figure 2-27B). Here the glia’s role
is simply to segregate individual axons rather than support-
ing saltatory conduction.

What determines whether an axon should be myelinated or
not, and if so, to what degree? These questions have been
answered in the PNS. An axonal cell-surface protein called
type III neuregulin-1 (Nrgl-III) plays a key role: axons
that express high levels of Nrgl-III are associated with thick
myelin sheaths, axons that express intermediate levels of
Nrgl-III are thinly myelinated, and axons that express low
levels of Nrgl-III are associated with the Remak bundle
(Figure 2-27B). Nrgl-III acts on the erbB2/B3 receptor
complex on Schwann cells to direct their differentiation,
including the expression of myelin-associated proteins and
the spiral wrapping of axons. Nrgl/erbB signaling is not
required for myelination by oligodendrocytes, suggesting
alternative axon-glia signals in the CNS. Schwann cells and
oligodendrocytes also signal back to axons to provide long-
term support to their health and integrity.

The importance of myelination in human health is exem-
plified by demyelinating diseases, in which damage to the
myelin sheath decreases the resistance between nodes of
Ranvier and disrupts the organization of ion channels in
the nodal region (see Figure 2-26). This slows down or even
stops action potential conduction, causing deficits in sen-
sation, movement, and cognition. Demyelinating diseases
can be caused by several factors including autoimmune
responses that attack the glial cells and mutations in pro-
teins that are necessary for the function of myelin sheath.

The most common CNS demyelinating disease is multiple
sclerosis (MS), an adult-onset inflammation-mediated dis-
ease that affects 1 in every 3000 people globally. The hall-
marks of MS are the inflammatory plaques in the white
matter caused by immune cell attack of myelin. Most MS
patients begin with a phase of relapsing-remitting MS, dur-
ing which patients cycle between inflammatory demyelin-
ation with neurological symptoms, and remyelination and
recovery. The next phase is characterized by continual and
progressive deterioration of the neurological symptoms,
which is often irreversible. Although abnormal immune
response clearly plays a major role, the cause of MS is mostly
unknown. Variants of certain genes such as the major his-
tocompatibility loci confer risks, but environmental factors
appear to play a major role. Thanks to the recent devel-
opment of drugs that inhibit the immune attack on CNS
myelin, the life prognosis is far better for a first diagnosis of
MS today than it was several decades ago.

Compared to MS, much more is known about the mecha-
nisms of demyelinating diseases in the PNS because
many are caused by inherited mutations in specific genes.
Charcot-Marie-Tooth (CMT) disease (first described by

J.M. Charcot, P. Marie, and H.H. Tooth in 1886) is the most
common inherited disorder of the PNS, affecting 1 in 2500
individuals. CMT patients exhibit age-progressive deficits
in sensation or movement in a length-dependent manner
(that is, distal limbs exhibit the most severe deficits). Genetic
alterations in ~30 different genes underlie various forms of
the CMT disease that gave similar symptoms; of these, some
affect Schwann cells and myelination whereas others affect
axons (for example, a specific kinesin that regulates axonal
transport; see Section 2.3). We give three examples below to
illustrate how different causes can reach the same outcome:
the disruption of myelination.

The most common cause of CMT (CMT1A) results from a
duplication of a chromosome segment that contains the
Pmp22 gene, causing overexpression of the peripheral
myelin protein 22, a membrane protein enriched in
compact myelin. Interestingly, spontaneous mutations in
the mouse Pmp22 gene cause neurological phenotypes in
the Trembler mice, which had been studied for decades
as a model of PNS demyelinating disease prior to their
association with the Pmp22 gene. In a revealing experiment,
Schwann cells from Trembler mice were transplanted into
wild-type mice to cover a segment of a regenerating sciatic
nerve (consisting of sensory and motor axons that innervate
the leg); remarkably, only the axon segment associated
with the transplanted Schwann cells was hypomyelinated.
Conversely, when transplanted into Trembler mice, wild-
type Schwann cells were able to rescue the hypomyelination
defects of the regenerating axons at the transplanted
segment (Figure 2-28). These experiments demonstrated
that the gene product that is defective in Trembler mice,
later known to be Pmp22, acts in Schwann cells to regulate
myelination.

Other CMT mutations have also provided interesting
insight into the biology of myelination. For example,
CMT1B is caused by mutations in the Mpz gene, encoding
myelin protein zero. Mpz is an abundant transmembrane
protein in Schwann cells that mediates homophilic binding
(that is, Mpz proteins expressed on apposing membranes
bind to each other and bring membranes together). Mice
in which Mpz was disrupted exhibited defective compact
myelin, degeneration of myelin, and degeneration of axons.
Thus, Mpz contributes to the close interactions between
adjacent myelin membranes, which are essential for proper
myelination and the integrity of the axon. CMT1X is caused
by mutations in the Gjbl gene, encoding a gap junction
channel. Given that myelin is a long spiral that extends
from the area around the nucleus to the layer closest to
the axon (Figure 2-27A), there is a very long pathway for
intracellular transport. Gap junctions between adjacent
myelin membranes introduce short cuts across the myelin
for intracellular transport but are sufficiently sparse that
they do not affect the ability of myelin to act as a superb
resistor. CMT1X mutations highlight the importance of gap
junction channels in the proper function of Schwann cells
in myelination.
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Box 2-3: Axon—glia interactions in health and disease
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Figure 2-28 The Trembler gene product acts in Schwann cells to
regulate axon myelination. In these transplantation experiments,
the middle segment of sciatic nerve is removed, and replaced with
a segment of sciatic nerve from a donor. Axons from the donor
degenerate because they are separated from their cell bodies, but
the associated Schwann cells survive. Host axons in the original
distal segment also degenerate because they are severed from
their cell bodies. During regeneration, host axons from the proximal
segment (which remained connected to their cell bodies) re-extend
into the middle and distal segment (arrows), through the donor and
host Schwann cell environment, respectively. Top, when wild-type
(WT) axons regenerated through Schwann cells from Trembler mice,

These discussions illustrate that fundamental studies in
neurobiology and research on disorders of the nervous sys-
tem are closely related and can greatly benefit from each

axons were hypomyelinated in the middle segment, as is observed
in Trembler mice. The micrographs show cross sections of the
sciatic nerve (positions indicated by vertical lines in the schematic),
where dark rings represent myelin sheaths. Compare the thin
myelin sheaths in the middle segment with the thicker sheaths in
the proximal and distal segments. Bottom, when axons of Trembler
mice regenerated through the WT Schwann cell environment, they
became more myelinated than the proximal and distal segments.
Thus, the genotypes of the Schwann cells determine the degree of
axon myelination. (Adapted from Aguayo AJ, Attiwell M, Trecarten J
et al. [1977] Nature 265:73-75. With permission from Macmillan
Publishers Ltd.)

other. We will encounter this theme throughout the book,
culminating in Chapter 11 devoted to brain disorders.

myelin is so important for proper conduction in the axons in vertebrates including
humans, improper myelination is responsible for several major neurological dis-
orders, such as multiple sclerosis and Charcot-Marie-Tooth disease (see Box 2-3).

2.14 Patch clamp recording enables the study of current flow

across individual ion channels

Studies of the action potential in the squid giant axon suggested the existence
of dedicated ion channels for Na* and K*. This idea was supported later by the
characterizations of toxins that specifically block Na* or K* channels. The most
famous is puffer fish tetrodotoxin (TTX) (Figure 2-29), which potently blocks
voltage-gated Na* channels across animal species and is widely used experi-
mentally to silence neuronal firing. In recordings from the squid giant axon,
for example, TTX application mimics the replacement of Na* with choline* in
the original Hodgkin-Huxley experiment (see Figure 2-22). Other drugs, such
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Figure 2-29 Tetrodotoxin (TTX) from
the puffer fish. Puffer fish (above), whose
resident symbiotic bacteria produce
tetrodotoxin (TTX, below), is a delicacy in

Japanese cuisine when properly prepared.

TTX is a potent blocker of voltage-gated
Na* channels across many species.
(Image courtesy of Brocken Inaglory/
Wikipedia.)
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as tetraethylammonium (TEA), selectively block voltage-gated K* channels.
Experiments like these helped establish the concept of ion channels that are
selectively permeable to specific ions.

Direct support for the existence of ion channels and characterization of indi-
vidual channel’s properties came from an important technical innovation in the
late 1970s called patch clamp recording (see Section 13.21 and Box 13-2 for more
details). In its original form, now called a cell-attached patch, a patch pipette
(also called a patch electrode, which is a specially made glass electrode with a small
opening at the tip) forms a high-resistance seal with a small patch of the plasma
membrane of an intact cell. This high-resistance seal is called a giga-seal because
the resistance exceeds 10° ohms, thus preventing ion flow between the pipette
and the membrane. Similar to the voltage clamp method we discussed earlier, the
experimenter can ‘clamp’ the voltage in the patch pipette, which corresponds to
the extracellular potential for the small patch of the membrane underneath the
pipette. Ion flow through the small membrane patch, which sometimes contains
only a single ion channel, can be resolved and studied in isolation (Figure 2-30A).

When a cell-attached patch clamp was applied to cultured rat muscle cells,
for example, the opening and closing of a single channel could be detected as
discrete events. When a single channel opened in response to a depolarization
of the patch, it produced a unitary inward current of ~1.6 picoampere (circled
in Figure 2-30B). When hundreds of these single channel recording traces were
summed and averaged over time, a ‘macroscopic’ Na* current ensemble much
like the original Hodgkin-Huxley voltage clamp recording was reconstituted, with
characteristic voltage-dependent opening and subsequent inactivation (Figure
2-30B, bottom; compare with the bottom trace of Figure 2-22). This experi-
ment thus revealed the biophysical basis of voltage-dependent changes in Na*
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Figure 2-30 Studying ion flow across individual Na* channels using a patch clamp.

(A) A cell-attached patch pipette can record ion flow within a small patch of muscle membrane.
The configuration is similar to that of the voltage clamp schematic shown in Figure 2-21. The
patch pipette serves two functions: to measure the voltage of the pipette Vp, and to inject
current through a feedback circuit such that Vp matches that of the command voltage (Vqyp)-
The oscilloscope measures the current that needs to be injected in order for V,, to match Veyp,
which is equivalent to the current that flows through the ion channel(s) under the patch pipette
(Ip). (B) In response to a depolarization step (Vp) applied to the patch pipette (top), current flows
across the patch (Ip). Traces are shown for nine individual current measurements (middle). Na*
channel openings can be seen as downward, rectangular steps (for example, circles on the
first, second, and fourth traces), as positively charged Na* ions leave the recording pipette and
flow into the cell. The sum and average of 300 lp traces (bottom) resembles the macroscopic
Na* current measured by conventional voltage clamp (see red trace in Figure 2-22), including
voltage-dependent activation and inactivation. A K* channel blocker was included in the pipette
solution to block ion flow through possible K* channel(s) in the membrane patch. (B, adapted
from Sigworth FJ & Neher E [1980] Nature 287:447-449. With permission from Macmillan
Publishers Ltd.)
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conductance at the level of single molecules: the proportion of time that an indi-
vidual voltage-gated Na* channel is open and able to conduct current—that is,
the channel’s open probability—is increased by depolarization, and reduced by
subsequent inactivation.

Note in the above experiment that each channel opening takes a square-
like form, which means that the channel typically transitions between a state
that is nonconducting (closed) to one that is conducting (open) without sliding
through intermediates. Also note that even though an individual channel makes
the closed-to-open transition abruptly, channels do not all open immediately
after the membrane potential changes. Indeed, a difference in the delay in
depolarization-induced open probability increase in Na* and K* channels
accounts for the temporal difference in Na* and K* conductance rises during the
action potential (see Figure 2-24B).

In general, the current (I) carried by a particular species of ion across a piece
of neuronal membrane can be determined from single channel properties by the
following formula:

I=NPy(V,_-E)

where N is the total number of channels present, P, is the open probability of an
individual channel, V_ is the membrane potential, E is the equilibrium poten-
tial of that ion (hence V_ — E is the driving force), and v is the single channel
conductance. Compared to the relationship of current and driving force we
learned in Section 2.7, we see that the product NP,y is equivalent to the macro-
scopic conductance, g. Thus, the ion conductance across a neuronal membrane is
the product of (1) the number of channels present on the membrane, (2) the open
probability of each channel, and (3) the single channel conductance. As discussed
above, the open probability P, is a function of both membrane potential and time,
whereas the single channel conductance y is a physical property of the channel
protein but can vary with changes in its ionic milieu.

2.15 Cloning of genes that encode ion channels allows their
structure-function relationship to be studied

The molecular structures of ion channels as individual proteins were determined
after the cloning of genes that encode specific ion channels, as the revolution in
molecular biology spread to neuroscience in the 1980s. Being able to clone a gene
requires one or more of the following approaches: (1) purifying the corresponding
protein and using the amino acid sequence to deduce nucleotide sequence for
designing a probe to screen a cDNA library (consists of cloned cDNAs, or comple-
mentary DNAs, synthesized from mRNA templates derived from a specific tissue);
(2) identifying a mutant defective in the gene product and using molecular genetic
techniques to trace the causal gene; or (3) expressing the candidate gene product
(by partitioning of a cDNA library) in a host cell and using a functional assay to
identify the presence of the gene product. If there is a rich source of the protein
and a functional assay (such as a high-affinity ligand) with which to look for the
presence of the protein in biochemical fractions, the protein purification route is
available and indeed was the one that led to cloning of the first Na* channels.
Voltage-gated Na* channel proteins were first purified from the electric eel
Electrophorus electricus, whose electric organ is densely packed with Na* chan-
nels. (Electric eels use their electric organ to shock their prey with large currents.)
Peptide sequences from purified electric eel Na* channel proteins were used to
identify cDNAs that encode these proteins, and the electric eel cDNAs were then
used to identify homologous genes in other organisms, including mammals, lead-
ing to the determination of their complete amino acid sequences. These studies
revealed a highly conserved primary structure (Figure 2-31A): Animals from
invertebrates to mammals have voltage-gated Na* channels that consist of four
repeating modules, each of which contains six transmembrane segments that
span the lipid bilayer. This structural conservation explains why toxins such as
TTX block Na* channels across the animal kingdom. The fourth transmembrane
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Figure 2-31 Primary structure of voltage-gated Na* and K* repeating modules of a voltage-gated Na* channel; note the positively
channels. (A) A voltage-gated Na* channel is composed of charged amino acids in the fourth TM and the pore loop between
four repeating modules. Each module consists of six helical the fifth and sixth TMs. Four such subunits constitute a functional
transmembrane segments (TMs), with the fourth TM (red) containing channel. The structure was originally derived from a K* channel
positively charged amino acids that play a key role in voltage sensing. identified in Drosophila after the positional cloning of the Shaker
The pore loop and the adjacent fifth and sixth TMs together constitute gene (see Papazian DM, Schwarz TL, Tempel BL et al. [1987] Science
the ion conduction pore (green). This structure was originally 237:749-753 and Tempel BL, Papazian DM, Schwarz TL et al. [1987]
derived from the voltage-gated Na* channel from electric eel (see Science 237:770-775). (Adapted from Yu FH & Catterall WA [2004]
Noda M, Shimizu S, Tanabe T et al. [1984] Nature 312:121-127). Science STKE 253:rel15. With permission from AAAS; adapted from
(B) A voltage-gated K* channel protein resembles one of the four Sato C, Ueno Y, Asai K et al. [2001] Nature 409, 1047-1051.)

segment, termed S4, contains many positively charged amino acids and was
hypothesized to be the sensor that detects voltage changes for channel gating. A
hydrophobic stretch of amino acids between the fifth and sixth transmembrane
segments (S5 and S6) forms an extra pore loop within the membrane. As we will
learn in more detail in Section 2.16, the pore loop, S5, and S6 together form the
central pore for ion conduction.

While studies in voltage-gated Na* channels benefited from the electric organ,
the lack of a similarly enriched source of K* channels and the overall hetero-
geneity of K* channels made them resistant to similar biochemical approaches.
Fortunately, genetic studies in the fruit fly Drosophila melanogaster provided
an alternative strategy for cloning genes that encode K* channels. A Drosophila
mutant named Shaker, so-called because the mutant flies shake their legs under
ether anesthesia, exhibited defects in a fast and transient K* current in muscles
and neurons, as well as defects in action potential repolarization. These findings
led to the hypothesis that a K* channel was disrupted in the Shaker mutant flies.
Positional cloning of DNA corresponding to the Shaker mutant (see Section
13.6 for details) identified the first voltage-gated K* channel (Figure 2-31B).
Interestingly, this K* channel protein resembles one of the four repeating modules
ofthe Na* channel; like each of these modules, it has six transmembrane segments,
including the positively charged S4 and the pore loop. Subsequent work showed
that four such polypeptides (subunits) constitute one functional K* channel.

Cloning of ion channels enabled structure-function studies to investigate
the molecular mechanisms underlying different channel properties. One specific
example is the inactivation of voltage-gated Na* channel, which contributes to
the repolarization phase of the action potential, and allows action potentials
to travel unidirectionally with a refractory period (see Sections 2.10 and 2.11).
Biophysical studies in the 1970s led to a ‘ball-and-chain’ inactivation model in
which a cytoplasmic portion of the channel protein (the ball), connected to the
rest of the channel by a polypeptide chain, was hypothesized to block the channel
pore after the ion channel opens. It was further hypothesized that depolarization
not only opens the channel, but also causes movement of charged amino acids to
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Figure 2-32 Molecular mechanisms of voltage-gated ion channel exhibits defective inactivation, as the channel remains open after
inactivation. (A) The ball-and-chain model of voltage-gated Na* depolarization. The inactivation defect of the mutant channel is
channel inactivation. Depolarization causes the channel to open, corrected by supplying a soluble ‘ball’ peptide comprising the first
and at the same time moves charged amino acids such that the 20 amino acids of the cytoplasmic domain (bottom). (C) Compared
inner pore of the channel becomes more negatively charged, to the wild-type channel (fourth column), the mean channel open
creating a binding site for a portion of the channel’s cytoplasmic duration is shortened by deleting 15, 9, and 7 amino acids from
domain (the ball), which is positively charged. The binding of the the chain that connects the ball to the rest of the channel (first
ball to the inner pore inactivates the channel. (B) Mutagenesis three columns, respectively). The mean channel open duration is
studies of the Shaker K* channel (the ShB isoform) support the lengthened by adding 41 amino acids to the chain (fifth column,

ball-and-chain model. In patch clamp experiments, the wild-type ShB duplicating amino acids 31-71). (A, adapted from Armstrong CM &
channel (top) inactivates after initial depolarization induced opening, Bezanilla F [1977] J Gen Physiol 70:567-590; B & C, adapted from
and remains closed despite continued depolarization at +50 mV. Hoshi T, Zagotta WN & Aldrich RW [1990] Science 250:533-538 and
When amino acids 6-46 are deleted from ShB (middle), the channel Zagotta WN, Hoshi T & Aldrich RW [1990] Science 250:568-571.)

create a negatively charged inner channel pore, which facilitates the binding of a
positively charged ball (Figure 2-32A).

This ball-and-chain model was elegantly validated in the voltage-gated
Shaker K* channel, which undergoes inactivation similar to the voltage-gated
Na* channel. By using a molecular biology technique called in vitro mutagenesis
to alter the DNA sequence of the cloned Shaker gene, researchers could express
Shaker proteins in which selected stretches of amino acids were deleted, inserted,
or replaced. This work revealed that the cytoplasmic N-terminal domain of the
Shaker K* channel was necessary for its inactivation. Deleting a stretch of amino
acids in this domain generated a mutant K* channel that could not undergo inact-
ivation after depolarization-induced channel opening. Application of a peptide
containing the first 20 amino acids of the cytoplasmic domain was sufficient to
restore the inactivation of this mutant K* channel (Figure 2-32B). Thus, the first 20
amino acids correspond to the ball. As predicted from the ball-and-chain model,
several positively charged amino acids within the first 20 amino acids were found
to be crucial for inactivation. Further, decreasing the length of the chain—that is,
the intervening polypeptide between the first 20 amino acids and the rest of the
channel—resulted in a channel that was open for a shorter period prior to inact-
ivation. Lengthening the chain increased the duration that the channel remained
open, suggesting that the length of the chain dictates the ‘search’ time for the ball
to find the open channel (Figure 2-32C). This example illustrates the power of
combining molecular biology and electrophysiology to understand the mechan-
isms of ion channel function.
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2.16 Crystal structures reveal the atomic bases of ion channel
properties

Ion channels are remarkable molecular machines. Voltage-gated K* channels can
conduct up to 108 K* ions per second, which is near the diffusion rate of K*, while
also maintaining a high selectivity for K*: the channel conducts ~10,000 times
fewer Na* ions than K* ions. Central to the channel’s conduction and ion selectiv-
ity is the pore loop (see Figure 2-31B). In vitro mutagenesis studies have shown
that mutations in the pore loop alter ion selectivity. Subsequent structural studies
at atomic resolution using X-ray crystallography have provided detailed mechan-
isms of ion conduction and selectivity.

The amino acid residues at the K* channel pore loop are highly conserved
across a wide range of organisms, from bacteria to humans. Thus, the crystal
structure of the bacterial K* channel KcsA revealed mechanisms of K* conduc-
tion and selectivity that are likely universal. The KcsA channel is not voltage
gated, but nevertheless resembles part of the voltage-gated K* channel: each of
the four KcsA subunits contains only two transmembrane helices (equivalent to
transmembrane segments S5 and S6 of a voltage-gated K* channel subunit) and
a pore loop in between, part of which forms a pore helix (Figure 2-33A). From
the side, the channel looks like a conical funnel (Figure 2-33B), with a cavity at
the center of the channel to accommodate a hydrated K* ion. (Ions in solution,
including K* and Na*, are normally present in hydrated form.) Electronegative
carboxyl ends of the four pore helices face the cavity and stabilize the K* ion as
it travels through. When the channel is open, intracellular hydrated K* has free
access to the cavity. Between the cavity and the extracellular side is the selectiv-
ity filter, through which K* ions pass in dehydrated form. This is accomplished
via the interaction of K* with the electronegative carbonyl groups from the main
polypeptide chain corresponding to the most highly conserved amino acids of K*
channels. These close carbonyl interactions, which mimic and replace the water
molecules that surround the K* ion in solution, perfectly match the size of the K*
ion but not the smaller Na* ion. This accounts for the K* channel’s high degree
of ion selectivity and the favorable energetics of K* conduction through an open
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Figure 2-33 Atomic structure of KcsA, a K* channel from bacteria.
(A) The KcsA channel viewed from the extracellular side. Each of the
four subunits (differently colored) consists of two transmembrane
helices and a shorter pore helix (indicated for the yellow subunit).

A green K* ion is passing through the central pore. (B) From a side
view, the KcsA channel resembles a conical funnel. An aqueous
passage extends from the intracellular side to a central cavity in the
middle of the lipid bilayer. Three K* ions are shown, one in the cavity
and two in the selectivity filter above. The gray shading represents
the channel protein viewed from the side. Two of the four pore helices
are shown in this side view, with their electronegative carboxyl ends
facing the cavity to stabilize the positively charged K* ion in the

cavity. (C) Atomic structure of the selectivity filter. Oxygen atoms
from carbonyl groups of the main polypeptide chain (red) create four
K* binding sites within the selectivity filter. At each binding site, the
K* ion is surrounded by eight oxygen atoms (red dots), just as the
hydrated K* ion is surrounded by eight oxygen atoms from water in
the cavity shown at the bottom. This mimicry renders conduction of
K* (but not the smaller Na*) more energetically favorable, providing a
mechanism for ion selectivity. (A & B, adapted from Doyle DA, Cabral
JM, Pfuetzner RA et al. [1998] Science 280:69-77. With permission
from AAAS; C, adapted from Zhou Y, Morais-Cabral JH, Kaufman A

et al. [2001] Nature 414:43-48. With permission from Macmillan
Publishers Ltd.)
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channel (Figure 2-33C; Movie 2-8). There are four possible positions for K* at the
selectivity filter, which is usually occupied by two K* ions at alternate positions.
The repulsion between the two K* ions, coupled with the electrochemical gra-
dient, forces K* to flow rapidly through the selectivity filter when the channel is

open and when there is a driving force.

Following these pioneering studies on the KcsA K* channel, the structures
of many ion channels (see Box 2-4) have been solved, including the mammal-
ian homolog of the voltage-gated Shaker K* channel in its open state. How is the
channel gated by voltage? It has been hypothesized since the cloning of voltage-
gated Na* and K* channels that the fourth transmembrane segment (S4), which
contains several positively charged amino acids (see Figure 2-31), plays a key role
in voltage sensing. Subsequent structure-function studies indicated the impor-
tance of the S4 segment in voltage sensing, and suggested that the segments S1-
S4 together constitute a voltage-sensing unit. The X-ray crystal structure revealed
detailed arrangements of the S1-S4 helices with regard to the rest of the chan-
nel—S5, S6, and the pore loop that constitute the ion conduction pore. Further
structural studies on voltage-gated channels in different states promise to provide
deeper insights into how the voltage sensor moves in response to depolarization

and how that movement triggers channel opening.

Sixty years after the ionic basis of the action potential was revealed, research-
ers have come a long way in elucidating the mechanisms that underlie this most

fundamental form of neuronal communication.

Box 2-4: Diverse ion channels for diverse functions

The voltage-gated Na* and K* channels we discussed in the
context of the action potential are just two of many kinds
of ion channels. In the human genome, more than 200
genes encode ion channels (Table 2-2). Ion channels are

Table 2-2: Number of genes encoding ion channels in the
human genome

Channel type Gene humber

K* channels 78
Voltage-gated K* channels 40
Inward-rectifier K* channels 15
Two-pore K* channels 15
Ca?*-activated K* channels 8

Na*/Ca?* channels 27
Voltage-gated Na2* channels 9
Voltage-gated Ca2* channels 10
Other Ca?* channels 8

CI~ channels O

TRP channels 28

Cyclic-nucleotide-gated and HCN channels 10

Neurotransmitter-gated channels 70

Data from the IUPHAR (International Union of Basic and Clinical
Pharmacology) database (www.iuphar-db.org).

Abbreviations: TRP, transient receptor potential; HCN, hyperpolarization-
activated cyclic-nucleotide-gated.

This table does not include all discovered ion channels.

usually classified based on the ions they conduct and the
mechanisms by which they are gated. Many ion channels
also share sequence similarities with each other, reflect-
ing their shared evolutionary history (see Chapter 12 for
details). Figure 2-34 depicts a phylogenetic tree for 143
structurally related ion channels, which accounts for the
majority of ion channels encoded in the human genome.
All 143 channels share a common pore structure with two
transmembrane helices (2TMs) and a pore loop. All except
two families of K* channels use a 6TM-unit similar to volt-
age-gated Na* and K* channels (see Figure 2-31).

K* channels are the most diverse of the channel families
and are encoded by at least 78 genes, many of which have
multiple alternatively spliced isoforms. They play impor-
tant roles in many functions of excitable cells, establishing
such diverse conditions as the resting potential, the kinet-
ics of repolarization after action potential initiation, and
the spontaneous rhythmic firing of pacemaker cells. Many
K* channels are activated by depolarization with differing
activation and inactivation kinetics, adapting to neurons
with different firing frequencies. Some K* channels are
activated by a rise in intracellular Ca?* or a drop of ATP
concentration, allowing cells to alter membrane potentials
in response to changes of [Ca?*]; or energy levels. Members
of the inward-rectifier K* channel subfamily preferen-
tially pass inward currents at membrane potentials more
hyperpolarized than E;, and allow minimal outward cur-
rents at membrane potentials more positive than E,. This
is because under depolarizing conditions, the inward-rec-
tifier K* channels are blocked from the intracellular side
by positively charged polyamines and Mg?*. Among other

(Continued)
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Figure 2-34 Phylogenetic tree of 143 ion channels. This tree is
constructed according to similarities in the amino acid sequences
of the conserved pore regions of 143 structurally related ion
channels, which correspond to the majority of the ion channels
listed in Table 2-2; the neurotransmitter-gated channels and
chloride channels are not shown here. The scale bar represents

a distance on the tree that corresponds to 0.05 amino acid
substitutions per site in the sequence. Background shades
separate ion channels into related groups: blue, voltage-gated Na*
(Na ) and Ca%+ (Ca,) channels; green, transient receptor potential
(TRP) and related channels, including two-pore channels (TPC); red,
most K* channels including inward-rectifier K* channels (K;), Ca?+

functions, inward-rectifier K* channels help maintain the
resting potential near E;. K* channels are also present in
many non-excitable cells. For example, K* channels are the
predominant ion channels in glia.

Like K* channels, CI" channels generally stabilize the rest-
ing membrane potential, as E; and E, are both near the
resting potential. CI channels also play diverse roles in
different cell types, often involving intracellular vesicles. Cl~
channel structures are distinct from all other channels (and
thus are not represented in Figure 2-34). They consist of
two subunits, each of which has 18 membrane-embedded
helices and an ion conduction pore. In fact, eukaryotic
CI" channels are in the same family as bacterial ClI-/H*

TRP

—— 0.05 substitutions/site

dependent K* channels (K,), the first nine subfamilies of voltage-
gated K* channels (K, o), and two-pore K* channels (sz); orange,
cyclic nucleotide-gated (CNG) channels, including structurally
related hyperpolarization-activated cyclic nucleotide-gated (HCN)
channels and the last three subfamilies of voltage-gated K*
channels (K, 4,), which contain a cyclic-nucleotide-binding domain.
The schematics surrounding the tree illustrate the membrane
topologies of the channel proteins, with the pore loops shaded in
dark gray. R within a red hexagon represents cytoplasmic domains
that possess cyclic nucleotide- or Ca2*-binding domains. (Adapted
from Yu FH & Catterall WA [2004] Science STKE 253:rel5. With
permission from AAAS.)

exchangers, suggesting that ion channels and transporters
can share structural similarities.

Voltage-gated Ca?* channels constitute another impor-
tant class of proteins in excitable cells. Their primary struc-
ture resembles those of voltage-gated Na* channels, with
four repeating modules each containing six transmem-
brane helices. Different voltage-gated Ca?* channels differ
in their activation threshold, single channel conductance,
and inactivation speed. Neurons usually maintain a very
low intracellular Ca?* concentration of ~0.1 uM, which is
>10,000-fold smaller than the extracellular Ca?* concentra-
tion (~1.2 mM); this produces a very large E, of approxi-
mately +120 mV. Opening of voltage-gated Ca?* channels
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Box 2-4: Diverse ion channels for diverse functions

thusleads to depolarization due to Ca?* influx driven by both
chemical and electrical gradients. Indeed, action potentials
in some neurons are mediated by voltage-gated Ca?* chan-
nels instead of voltage-gated Na* channels. As we will learn
in later chapters, voltage-gated Ca?* channels play impor-
tant roles in regulating neurotransmitter release at the axon
terminal. They are also essential for excitation-contraction
coupling of muscles, for dendritic integration in some mam-
malian neurons, and for regulating gene expression and
neuronal differentiation in response to neuronal activity.
Other Ca?* channels are present on the membrane of inter-
nal Ca?* stores and are gated by intracellular messengers.

Whereas K*, Cl, Na*, and Ca2?* channels are so named
because of their ion selectivity, some channels are not as
selective for the ions they conduct. For example, most TRP
channels (named after the founding member, transient
receptor potential, a Drosophila protein essential for visual
transduction) and CNG channels (for cyclic nucleotide-
gated channels) are nonselective cation channels, which
means that they are permeable to Na*, K*, and sometimes
Ca’*. Because the driving force for Na* is typically larger
than that for K*, their opening causes more Na* influx than
K* efflux, and therefore produces a net depolarization. As
we will learn in Chapters 4 and 6, CNG channels and TRP
channels play important roles in sensory neurons to con-
vert environmental stimuli—including light, odorants,
pheromones, temperature, and noxious chemicals—into
membrane potential changes. TRP channels also contrib-
ute to mechanosensation in Drosophila and C. elegans.
The HCN channels (for hyperpolarization-activated cyclic
nucleotide-gated channel) are structurally related to CNG
channels. They are activated by hyperpolarization, usually
below —55 mV, in addition to cyclic nucleotides. Because
they conduct cations and thus depolarize cells when open

under hyperpolarization conditions, HCN channels are par-
ticularly important for rhythmic firing of neurons and rhyth-
mic heart beating.

Atleast 70 genes in the human genome encode ion channels
that are gated by neurotransmitters (Table 2-2); these chan-
nels belong to different gene families from those depicted in
Figure 2-34. Many of the neurotransmitter-gated channels
are nonselective cation channels, and thus their opening
depolarizes and causes excitation of postsynaptic neurons.
Some neurotransmitter-gated channels are selective for Cl;
their opening usually mediates inhibition of postsynaptic
neurons. We will study the structure and function of these
neurotransmitter-gated ion channels in greater detail in
Chapter 3.

More than a decade after sequencing the human genome,
new ion channels are still being discovered. For instance,
as will be discussed in Chapter 6, ion channels that are
gated by mechanical forces mediate hearing and touch
sensation. In mammals, the molecular nature of mechano-
sensitive channels is still being intensely investigated and
they do not appear to belong to the ion channel families
discussed above. For example, a subset of mechanosensi-
tive channels that mediate touch belong to an evolution-
arily conserved family of proteins called the Piezos, which
contain >30 transmembrane segments per subunit with no
sequence resemblance to other known ion channels. We
expect further additions to the ion channel list (Table 2-2)
in the future. Finally, mutations in many human ion chan-
nels cause or increase the susceptibility to a variety of ner-
vous system disorders, including epilepsy (see Box 11-4),
schizophrenia, autism (see Section 11.26), migraine, and
abnormal pain sensitivity, highlighting the importance of
ion channels in human health.

SUMMARY

Neurons are extraordinarily large cells. The surface areas and volumes of axons
or dendrites often exceed those of cell bodies by several orders of magnitude. To
support these structures and their functions, neurons adopt specialized cell bio-
logical properties. mRNAs, ribosomes, and secretory pathway components are
present in dendrites so that cytosolic and membrane proteins can be synthesized
and processed locally; local protein synthesis also occurs at least in developing
axons. Organelles and soma-synthesized proteins are actively transported to axons
and dendrites by specific microtubule motors. Axonal microtubules are oriented
uniformly with their plus ends facing out toward the terminal. A large family of
kinesins, which are mostly plus-end-directed microtubule motors, mediate both
fast and slow axonal transport to deliver membrane proteins (via intracellular
vesicles) and cytosolic proteins from the soma to the axon terminals. Dynein and
minus-end-directed kinesins mediate retrograde transport from axon terminals
back to the soma. Kinesins and dynein also transport cargos within dendrites.
In vertebrate neurons, dendrites possess both plus-end-out and minus-end-
out microtubules. The microtubule polarity difference in axons and dendrites is
critical for directing specific cargos to appropriate subcellular compartments.
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Whereas microtubules run along the centers of dendritic and axonal processes,
F-actin is enriched at the periphery, including in dendritic spines and presynaptic
terminals. Some cargos reach their final destination via myosin-based transport
on F-actin fibers after they leave the microtubule highway.

Electrical signaling in excitable cells is enabled by the properties of the lipid
bilayer and activities of special membrane proteins such as transporters and
ion channels on the plasma membrane. Active transporters, such as the Na*-K*
ATPase, use energy to transport ions across the membrane against their electro-
chemical gradients; these transporters maintain concentration differences across
the plasma membrane for Na*, K¥, and CI". In most neurons and muscles, the
intracellular compartment is high in K* but low in Na*, Ca%*, and Cl- compared
with the extracellular environment. Because the membrane atrest is more perme-
able to K* than any other ions, the resting membrane potential, which is typically
between —50 and —80 mV, is close to the K* equilibrium potential.

The neuronal plasma membrane can be effectively described as a parallel R-C
circuit, with conductance paths for each ion representing ion flow through spe-
cific channels, and a capacitance path representing the lipid bilayer. Because of
the inherent properties of the R-C circuit, electrical signals, such as the membrane
potential change in response to current injection, evolve over time, reaching 63%
of their maximal magnitude over one time constant. When electrical signals pas-
sively propagate along a neuronal fiber, leaky membrane conductance along
the way causes the signals to decay across distance; for instance, the membrane
potential change attenuates to 37% of the original magnitude across one length
constant. In order to propagate electrical signals reliably across a long distance,
axons employ active properties such as the action potential.

Action potentials are produced by depolarization above the threshold.
Depolarization first opens voltage-gated Na* channels, leading to further
depolarization and accounting for the rapid rising phase. The falling phase of
action potentials is caused by inactivation of Na* channels and delayed opening
of voltage-gated K* channels. This sequence ensures that action potentials are all-
or-none, regenerative events that propagate unidirectionally along the axon from
the cell body to the axon terminals. Studies utilizing important tools developed
in the past decades, such as patch clamp recording, molecular cloning, and
membrane protein crystallography, have revealed the molecular and mechanistic
basis of how ion channels conduct ions with exquisite selectivity, how channel
opening is controlled by voltage, how inactivation occurs, and how the properties
of individual ion channels account for macroscopic current in response to
membrane potential changes.

In addition to mediating action potentials, ion channels serve diverse func-
tions. We will study these functions in greater detail in subsequent chapters,
starting with the central subjects of our next chapter: neurotransmitter release
at the presynaptic terminal and neurotransmitter reception at the postsynaptic
specialization.
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CHAPTER 3

Processes which go through the
nervous system may change their
character from digital to analog, and

S i g n a I i n g a CrOSS back to digital, etc., repeatedly.
Syna pses John von Neumann (1958),

The Computer & the Brain

In this chapter, we continue the theme of neuronal communication begun in
Chapter 2. We discuss first how the arrival of an action potential at the presynaptic
terminal triggers neurotransmitter release from synaptic vesicles, and then how
neurotransmitters affect the properties of postsynaptic cells. Collectively, these
processes are referred to as synaptic transmission, through which information is
transmitted from the presynaptic cell to the postsynaptic cell across the chemical
synapse. In the context of studying postsynaptic reception, we also introduce
the fundamentals of signal transduction and describe how synaptic inputs are
integrated in postsynaptic neurons. Finally we discuss the electrical synapse, an
interneuronal communication form in parallel to the chemical synapse.

HOW IS NEUROTRANSMITTER RELEASE
CONTROLLED AT THE PRESYNAPTIC TERMINAL?

In Chapter 2, we addressed the basic cell biological and electrical properties of
neurons that are required to understand how molecules, organelles, and action
potentials get to the axon terminals. We will now study the major purpose of these
movements: to transmit information across synapses to postsynaptic targets,
which can be other neurons or muscle cells.

3.1 Action potential arrival at the presynaptic terminal triggers
neurotransmitter release

The vertebrate neuromuscular junction, the synapse between the motor neuron
axon terminals and the skeletal muscle, has been used as a model synapse to
explore many basic properties of synaptic transmission that were later found to be
widely applicable to other synapses. Neurotransmitters are molecules released
by presynaptic neurons that act across the synaptic cleft on postsynaptic target
cells. The neurotransmitter at the vertebrate neuromuscular junction was identi-
fied in the 1930s as acetylcholine (ACh) (Figure 3-1A). An important advantage
of studying the neuromuscular synapse is that the postsynaptic muscle cell (also
called muscle fiber) is a giant cell that can easily be impaled by a microelectrode
for intracellular recording (see Section 13.21); this enables synaptic transmission
to be assessed in a sensitive and quantitative manner by recording the resulting
current or membrane potential changes in the muscle fiber. The neuromuscular
junction is also an unusual synapse in that a single motor axon forms many
terminal branches, which harbor hundreds of sites releasing neurotransmitter
onto its target muscle, making it a strong and reliable synapse for transmitting
action potentials in motor neurons to muscle contraction via depolarization-
induced action potentials in the muscle fiber (to be discussed in more detail in
Chapter 8). Indeed, in experiments described below, researchers typically adj-
usted the conditions to prevent muscle action potentials and muscle contraction.
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Figure 3-1 Studying synaptic
transmission at the vertebrate
neuromuscular junction. (A) Structure
of acetylcholine (ACh), the first identified
neurotransmitter. (B) Measuring
depolarization of a muscle fiber in
response to motor axon stimulation or
ACh iontophoresis in a neuromuscular
junction in vitro. The intracellular electrode
is inserted in the muscle fiber close to
the neuromuscular junction to record the
end-plate potential (EPP) in response

to motor axon stimulation or focal ACh
application at the surface of the muscle
close to the neuromuscular junction. The
square wave on the motor axon represents
an application of current that depolarizes
the motor axon, causing it to fire action
potentials. The square wave attached to
the ACh pipette represents application
of positive current that drives positively
charged ACh out of the micropipette.

(C) End-plate potentials (EPPs) in
muscle fiber in response to motor axon
stimulation (top) or focal ACh application
(bottom) are similar in waveform. The first
downward dip in the top trace indicates
the time of axon stimulation. (C, adapted
from Krnjevic K & Miledi R [1958] Nature
182:805-806. With permission from
Macmillan Publishers Ltd.)
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In a typical setup for studying synaptic transmission across the neuromuscular
junction, an in vitro preparation that contains the muscle and its attached
motor nerve was bathed in a solution that mimics physiological conditions. The
motor nerve was then stimulated with a stimulating electrode to produce action
potentials, and the membrane potential of the muscle fiber was recorded with
an intracellular electrode (Figure 3-1B). Motor nerve stimulation was found to
induce a transient depolarization in the muscle fiber within a few milliseconds
(Figure 3-1C, top panel). This transient depolarization is the synaptic potential
produced in the postsynaptic muscle cell, and is called an end-plate potential,
or EPP, as the postsynaptic specialization area of the muscle fiber is also called
a motor end plate. We will study the postsynaptic mechanism that produces the
EPP in greater detail in the second part of this chapter. For now, we use the EPP
as a measure for presynaptic mechanisms that cause neurotransmitter release.

How does motor nerve stimulation produce an EPP? Researchers found
that motor nerve stimulation can be mimicked by application of ACh through a
micropipette at the contact site between the motor axon terminals and the muscle
(Figure 3-1C, bottom panel). (This method is termed iontophoresis; here, pos-
itively charged ACh is driven out of a micropipette by applying a positive current.)
Adding the puffer fish tetrodotoxin (TTX; see Figure 2-29) to the bath, which
blocks voltage-gated Na* channels and thus prevents action potential propagation
in motor axons, blocked the muscle EPP in response to motor nerve stimulation.
However, ACh application could elicit an EPP even when action potentials were
blocked by TTX, or when the motor axon was removed altogether. These results
indicated that the final effect of action potentials in the motor axon is to trigger
ACh release at the axon terminals, and binding of ACh to the muscle membrane
triggers depolarization of the muscle fiber in the form of an EPP.

Asintroduced in Chapter 1, we now know that ACh release is caused by fusion
of synaptic vesicles with presynaptic plasma membrane, releasing packets of ACh
molecules into the synaptic cleft. The concept that neurotransmitters are released
in discrete packets, however, was first deduced prior to the discovery of synaptic
vesicles.

3.2 Neurotransmitters are released in discrete packets

Bernard Katz and colleagues applied intracellular recording techniques, then
newly invented, to the muscle cells to study the mechanisms of neuromuscular
synaptic transmission in the early 1950s. While studying the muscle EPPs evoked
by nerve stimulation in the frog neuromuscular junction, they observed that
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muscle fibers also exhibited small EPPs in the absence of any nerve stimulation;
these were termed miniature end-plate potentials, or mEPPs. mEPPs had an
intriguing property: for a given neuromuscular preparation, they seemed to have
either a defined, unitary size or occasionally a multiple of that defined size. The
amplitude of mEPPs, hypothesized to be due to spontaneous release of ACh from
motor axon terminals, was usually two orders of magnitude lower than EPPs
evoked by nerve stimulation. However, when the extracellular solution contained
very low concentrations of Ca** and high concentrations of Mg?* (both of which
inhibit neurotransmitter release, as will be discussed in Section 3.4), a condition
could be reached in which most nerve stimulations did not evoke any EPPs.
When stimuli did trigger EPPs under these conditions, the amplitude of these
evoked EPPs were the same size as mEPPs (Figure 3-2A). Further reduction of
Ca?* concentrations reduced the frequency of these evoked EPPs, but did not
further diminish their amplitude. These observations suggested that mEPPs were
the basic unit of synaptic transmission for EPPs induced by nerve stimulation,
which under normal conditions were equivalent to the simultaneous occurrence
of hundreds of mEPPs. Furthermore, whether spontaneous or triggered by nerve
stimulation, most ACh release occurred in the same basic unit with a finite quan-
tal (packet) size, and occasionally two or three times the unit size. These
observations led to a quantal hypothesis of neurotransmitter release, that is,
neurotransmitters are released in discrete quanta of relatively uniform size.

If the quantal hypothesis were true, one could use statistical methods (see
Box 3-1 for details) to predict the frequencies of releasing no quantum, a single
quantum, or multiple quanta in response to nerve stimulation. When the release
probability is small, which is the case when the neuromuscular junction is in
low-Ca?*, high-Mg?* medium, the frequency (f) that k quanta are released per
nerve stimulation could be calculated following the Poisson distribution:

f=em
k!

where m is the mean number of units (quanta) that respond to an individual
stimulus. Since mEPPs from each spontaneous release correspond to one unit,
m can be experimentally determined as the mean EPP amplitude divided by the
mean mEPP amplitude. Indeed, the frequency distributions of EPPs calculated
above and determined experimentally were an excellent fit: the frequency of the
cases when nerve stimulation did not cause any EPP (called synaptic failure)
matched precisely with the statistical prediction; there was a prominent peak at
around the size of the unitary mEPP, and a small peak at twice the mEPP ampli-
tude (Figure 3-2B). Thus, this statistical analysis provided strong support that
neurotransmitters are released in discrete packets.

Figure 3-2 Miniature end-plate
potentials (mEPPs) and a statistical
test of quantal neurotransmitter release.
(A) At low Ca2* concentration, nerve
stimulation (at the time indicated by the
first dotted vertical line) infrequently
evokes EPPs, each of which follows the
nerve stimulus with a specific latency
(second dotted vertical line). In the

24 experiments shown here (each
represented by a horizontal sweep), five
EPPs were evoked (the first is indicated
by a yellow arrow; two yellow arrows on
the fifth line indicate a doublet, when two
quanta were released). Note also the
presence of four depolarization events
not linked with nerve stimulation; these
mEPPs are of a similar size to the evoked
EPPs (the mEPP on the second trace is
indicated by a cyan arrow). (B) Using
mEPP (top) as the unitary size, the
frequency distribution of evoked EPPs
was predicted by the Poisson distribution
shown as a continuous curve at the
bottom. This fits well with the experimental
data plotted as a histogram showing the
number of EPPs (y axis) whose amplitudes
fit within a certain bin (x axis). Note

that the amplitude of mEPP (top) is a
continuous variable (the sizes of each
neurotransmitter packet are not exactly
the same), with the peak around the
Roman numeral | representing the average
mEPP amplitude (0.875 mV). Likewise,
the EPP amplitude (bottom) is also a
continuous variable. Roman numerals |,
I, and Il representing 1x, 2x, and 3x the
average mEPP amplitude. The frequency
of synaptic failure (O amplitude) also
matches well with the prediction from the
Poisson distribution (red line flanked by
two arrows). (Adapted from Del Castillo J
& Katz B [1954] J Physiol 124:560-573.)
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Box 3-1: Binomial distribution, Poisson distribution, and calculating neurotransmitter release probability

The Poisson distribution and the related binomial distri-
bution are both probability distributions that describe the
frequency of discrete events that occur independently. Let’s
start our discussion with the binomial distribution. Suppose
the probability that an individual event occurs, such as the
head faces up after you toss a coin, is p. The binomial distri-
bution describes the frequency (f) in which k events occur
(that is, k times heads facing up after coin toss) after  trials:

" T(n—k)!

where k=0, 1, 2, ... n,!is factorial (for example, 4! = 4 x
3 x 2 x 1 =24), and n!/k!(n — k)! is the binomial coefficient.
Suppose you want to know the likelihood of tossing a
coin four times and having only instance of heads. The
probability for heads, p, is 0.5 for any given toss of a fair
coin. According to the formula above, the binomial
coefficient for k=0, 1, 2, 3, 4 is respectively 1, 4, 6, 4, 1 (note
that 0! = 1), and the frequency of occurrence (f) for the five k
values can be calculated as 0.0625, 0.25, 0.375, 0.25, 0.0625,
respectively. In other words, from the four coin tosses,
the probability that the head faces up only once (or three
times) is 25%; the probability that the head faces up twice
is 37.5%, and the probability that heads faces up four times
(or zero time) is 6.25%.

f(k n, p) p*(1-p)" -k

If neurotransmitter release occurs in discrete packets, and
if the release of each packet occurs at a probability of p, we
can calculate the frequency that k packets out of the total n
packets are released using the binomial formula above just
as in the example of coin toss. However, researchers did not
know the actual values for n (how many quanta are avail-
able to be released) or p (how likely is any individual quan-
tum to be released), so it was not possible to apply binomial
distribution. Fortunately, according to probability theory,
when 7 is large (>20) and p is small (<0.05), the binomial
distribution can be approximated by the Poisson distribu-
tion, in which the frequency (f) that k events occur can be

determined by a single parameter A (which equals the prod-
uct of 7 and p in the binomial distribution) according to the
following formula:

f(kA) = };C—I: e

One can experimentally estimate A (same as m in Section
3.2) because as the product of n and p, it equals the mean
number of packets that are released in response to a stimu-
lus, and thus is equivalent to the ratio of evoked EPP and
mEPP (assumed to be the quantal unit). Thus, researchers
can calculate the probability of release in response to nerve
stimulation—estimating the likelihood that no release
occurs (k = 0), that a single packet is released (k = 1), that
two packets are released (k = 2), and so on—and can then
compare these calculations with the actual experimental
data, as shown in Figure 3-2B.

Note that in order to apply the Poisson distribution, the
release probability (p) must be small and the number
of available packets (n) must be large so that p does not
change during the measurement of L. While researchers
cannot control  as this is determined by nature (as it turns
out, n is very large in the vertebrate neuromuscular junction
because there are typically hundreds of neurotransmitter
release sites between a motor axon and its muscle
target), they can experimentally reduce p by studying
neurotransmitter release in low-Ca?* and high-Mg?* media.
Synaptic transmission at the neuromuscular junction
also follows closely other assumptions required for the
Poisson distribution: independent release of each quantum
(because ofthe large number of release sites), the uniformity
of the population (p is the same for all quanta), and the
relative uniformity of their size (each vesicle contains
similar amount of neurotransmitter molecules). In many
CNS synapses the assumptions either fail (for example,
n is often too small) or cannot be tested adequately. The
probability of neurotransmitter release may not follow the
Poisson distribution.

3.3 Neurotransmitters are released when synaptic vesicles fuse
with the presynaptic plasma membrane

Physiological and anatomical studies often complement each other in driving
neuroscience discoveries. The physical basis of the quantal neurotransmitter
release became evident when electron microscopy was first applied to the nervous
system in the mid 1950s. Thin sections across the nerve terminals revealed that
they contain abundant vesicles that are ~40 nm in diameter. At the neuromuscu-
lar junction, many such vesicles appear stacked near the presynaptic membrane
juxtaposed to the muscle membrane (Figure 3-3A). These synaptic vesicles were
immediately hypothesized to be vesicles that are filled with neurotransmitters.
The relatively uniform size of synaptic vesicles explained why neurotransmitters
are released in packets with a uniform quantal size. (The quantal size at the frog
neuromuscular junction has been estimated to be about 7000 ACh molecules.)
The unitary release of neurotransmitters occurs when a single synaptic vesicle
fuses with the plasma membrane, dumping its neurotransmitter content into
the synaptic cleft and producing an mEPP in the muscle cell. Nerve stimulation
under normal conditions (notin low Ca?+) causes hundreds of these vesicle fusion
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200 nm
Figure 3-3 Structures of synapses revealed by electron microscopy. a Schwann cell process that wraps around the motor axon terminal.
All images share the scale bar. Red asterisks indicate postsynaptic A typical motor axon forms hundreds of such presynaptic terminals
density. Pairs of arrows define the extent of the active zones in the onto a muscle fiber. (B) Two synapses formed between a single
presynaptic terminals. Note the abundance of ~40 nm diameter axon and two Purkinje cell dendritic spines in rat cerebellar cortex.
synaptic vesicles in each presynaptic terminal; some of these (C) A synapse from human cerebral cortex. AS indicates an astrocyte
vesicles are ‘docked’ at the active zone ready for release. (A) A frog process that wraps around many CNS synapses. (A, courtesy of Jack
neuromuscular junction. The synaptic cleft is considerably wider than McMahan; B & C, courtesy of Josef Spacek and Kristen M. Harris,
at the CNS synapses shown in the other two panels. SC indicates Synapse Web.)
events at a given neuromuscular junction, therefore producing EPPs two orders of
magnitude higher than when neurotransmitter is released from a single vesicle.
Thus, the neuromuscular junction has a high quantal yield (that is, a large num-
ber of synaptic vesicle exocytosis events per action potential) of several hundreds. synaptic
By contrast, many synapses in the CNS have much lower quantal yield (a few or clett
just one). presynaptic postsynaptic

membrane membrane

The basic structural elements of chemical synapses are highly similar across
the entire nervous system and in different animal species (Figure 3-3B, C). In all
cases presynaptic terminals have an electron-dense region called the active zone,
with clusters of synaptic vesicles ‘docked’ at the presynaptic membrane ready for
release. Across the synaptic cleft from the active zone and underneath the post-
synaptic membrane is a structure called postsynaptic density, also concentrated
with electron-dense structures. We will study the molecular composition of the
active zone and postsynaptic density later in the chapter.

While EM studies found plenty of vesicles in the presynaptic terminals, observ-
ing a fusion event was necessary to establish the synaptic vesicle hypothesis.
Because fusion of synaptic vesicles with the presynaptic plasma membrane, a nec-
essary intermediate step for neurotransmitter release, occurs very transiently, it is
difficult to detectsuch events in an electron microscopic preparation from a steady-
state nervous system. To maximize the chance of visualizing such fusion events,
experiments were designed to fix the neuromuscular junction samples immedi-
ately after the nerve stimulation. This was achieved by stimulating a neuromuscu-
lar preparation while the entire sample was falling toward a block that would freeze
the tissue immediately upon contact, so that nerve stimulation could be achieved
within a few milliseconds prior to fixation. Fusion between synaptic vesicles and
the presynaptic plasma membrane were indeed caught in action (Figure 3-4).
Such studies provide definitive evidence that neurotransmitter release is caused
by fusion of synaptic vesicles with the presynaptic plasma membrane.

Figure 3-4 Synaptic vesicle fusion
caught in action. This electron micrograph
was taken from a frog neuromuscular
junction preserved 3-5 ms after nerve
stimulation, revealing the fusion of two
synaptic vesicles (red asterisks) with the
presynaptic plasma membrane. (Courtesy
of John Heuser. See also Heuser JE &
Reese TS [1981] J Cell Biol 88:564-580.)
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Figure 3-5 Voltage clamp studies of
Ca2* entry into the presynaptic terminal
of the squid giant synapse. Voltage steps
were applied to the presynaptic terminal
(top traces) using the voltage clamp
technique (see Figure 2-21). The current
injected into the presynaptic terminal

to maintain the clamped voltage is
equivalent to the Ca2* current across the
presynaptic membrane (middle traces), as
Na* and K* channel blockers were applied
in these experiments. Postsynaptic
current was simultaneously recorded in

a voltage clamp setting as a measure of
neurotransmitter release (bottom traces).
(A) A depolarizing step in the presynaptic
terminal triggered the opening of the
voltage-gated Ca2* channels, which caused
Ca?* influx and subsequent postsynaptic
response. (B) A larger depolarization step
of the presynaptic membrane potential
close to the equilibrium potential of Ca2*
prevented Ca2* entry due to lack of a
driving force; no postsynaptic response
occurs. A tail current representing Ca2+
influx was produced when the presynaptic
membrane potential returned to —70 mV,
which triggered a postsynaptic response.
The pairs of dotted lines represent the
presynaptic voltage step (left) and the
onset of the postsynaptic response
(right). Note a shorter time interval in
panel B. (Adapted from Augustine GJ,
Charlton MP & Smith SJ [1985] J Physiol
367:163-181. See also Llinas RR [1982]
Sci Am 247:56-65.)

3.4 Neurotransmitter release is controlled by Ca?* entry into
the presynaptic terminal

How does action potential arrival cause synaptic vesicle fusion in the presynaptic
terminal? As noted in Section 3.2, external Ca®* is essential for action potential-
triggered neurotransmitter release: bathing neuromuscular junction prepara-
tions in solutions with progressively lower concentrations of Ca?>* rendered the
stimulation of motor axons increasingly ineffective in generating EPP in muscles.
Supplying Ca?* locally at the neuromuscular synapse through iontophoresis pro-
vided a means to test when Ca?* was required during action potential-induced
synaptic transmission. It was found that a brief application of extracellular Ca?*
enabled neurotransmitter release if it occurred immediately before the depolar-
ization pulse, but exogenous Ca®* became ineffective if applied after the depo-
larization pulse. Thus, extracellular Ca?* is required during a brief period when
depolarization occurs, preceding the transmitter release itself.

How does external Ca?* participate in neurotransmitter release? This ques-
tion was answered with the help of the squid giant synapse, whose presynaptic
as well as postsynaptic terminals are large such that researchers can insert elec-
trodes into both compartments for intracellular recordings. (One of the postsyn-
aptic target cells is the neuron that extends the giant axon featured in Chapter 2.)
It was found that action potentials could be replaced simply by depolarization,
which opens voltage-gated Ca?* channels (see Box 2-4) in the presynaptic plasma
membrane, causing an inward flow of Ca?* that triggers neurotransmitter release.

Let’s study in more detail one specific experiment (Figure 3-5), which show-
cased the Ca®* dependence of neurotransmitter release and provided information
about the timing of different steps of neurotransmitter release. In this experiment,
the voltage clamp technique was applied to both the presynaptic terminal and
postsynaptic target of the squid giant synapse in the presence of the Na* and K*
channel blockers, such that the only cation that could cross the presynaptic mem-
brane was Ca?*. From a resting potential at—70 mV, a depolarizing voltage step to
—25mV (Figure 3-5A, top) triggered Ca?* influx as measured by presynaptic current
(Figure 3-5A, middle), resulting in effective synaptic transmission as measured by
an inward postsynaptic current (Figure 3-5A, bottom; we will study the nature of
such postsynaptic current in later sections). However, a voltage step to +50 mV did
not trigger presynaptic Ca®* influx or postsynaptic current (Figure 3-5B, left por-
tion). This is likely because the +50 mV was close to the equilibrium potential of
Ca?* in the presynaptic terminal under the experimental condition, such that even
though voltage-gated Ca?* channels were open, there was no driving force for Ca?*
influx (see Section 2.5). However, returning the presynaptic membrane potential
from +50 mV to —70 mV produced a presynaptic ‘tail current’ (Figure 3-5B, mid-
dle). This is because the membrane potential change was faster than the closure

(A) (B)
+50mV !

potential
(mV)

presynaptic

presynaptic
Ca?* current
(HA)

postsynaptic
current
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of voltage-gated Ca?* channels; thus there was a transient period when there was
a driving force for Ca?* influx while Ca?* channels remained open. The Ca®* influx
due to the presynaptic tail current produced a corresponding postsynaptic cur-
rent response (Figure 3-5B, bottom). Interestingly, the Ca?* tail current triggered
a postsynaptic response more rapidly than the presynaptic depolarization did
(compare the time interval between the two dotted lines in the two panels). This
suggested that the normal synaptic delay between presynaptic depolarization and
postsynaptic response consists of two components: a delay between depolariza-
tion and opening of voltage-gated Ca?* channels (which was bypassed in the tail
current condition as the channels were already open), and a delay between Ca?*
entry and the neurotransmitter-triggered postsynaptic response.

The Ca?* hypothesis of neurotransmitter release was further validated by
other techniques. In one type of experiment, a chemical dye used as an indicator
for changes in Ca®* concentration (see Section 13.22 for more details) was injected
into the presynaptic terminal of the squid giant synapse. Nerve stimulation
was found to cause a rise of intracellular Ca** concentration at the presynaptic
terminal (Figure 3-6). The Ca?* concentration was highest in specific regions of
the presynaptic terminal. As will be discussed in Section 3.7, this is because the
voltage-gated Ca?* channels are highly concentrated at the active zone, where
synaptic vesicles dock and fuse with presynaptic membrane. In another type of
experiment, chemical compounds were synthesized that ‘cage’ Ca?* to prevent
the ion’s effects; such cages can be triggered by light to release Ca?*. When caged
Ca®* was introduced into the presynaptic terminal of the squid giant axon, light
could trigger neurotransmitter release in the absence of action potentials or Ca?*
entry from the extracellular media.

Together, these experiments firmly established a sequence of events from
action potential to neurotransmitter release:

Action potential from the axon > Depolarization of the presynaptic terminal >
Opening of voltage-gated Ca?* channels > Ca?* entry into the presynaptic
terminal > Fusion of synaptic vesicle with presynaptic plasma membrane >
Neurotransmitter release

This sequence of events, which was originally worked out in the frog neuromus-
cular junction and the squid giant synapse, applies universally to all chemical
synapses across the animal kingdom, regardless of the type of synapse and neuro-
transmitter used.

The short latency between Ca?* entry into the presynaptic terminal and
postsynaptic events (~2 ms in Figure 3-5B and often shorter) indicates that there
must be a pool of synaptic vesicles that are ready to fuse with the presynaptic
plasma membrane immediately upon a rise of intracellular Ca** concentration.
This is consistent with observations in electron microscopy (see Figure 3-3).
Furthermore, membrane fusion is energetically unfavorable because breaking
two membranes and resealing them necessitates exposing hydrophobic surfaces
to water, thus requiring external energy such as ATP hydrolysis. However, the
final step of synaptic vesicle fusion is so fast that it is unlikely to involve an ATP
hydrolysis-dependent catalytic process. Instead, as we will soon learn, synaptic
vesicles are primed for fusion by a specialized protein complex already existing in
a high-energy configuration, simply waiting for Ca* to trigger the sudden change
of configuration that permits fusion.

3.5 SNARE and SM proteins mediate synaptic vesicle fusion

We now turn to the molecular mechanisms that mediate the fusion of synaptic
vesicles with the plasma membrane (a process also called neurotransmitter
exocytosis; see Figure 2-2). Our current understanding of these mechanisms
came from a convergence of multiple experimental approaches. The first is a
biochemical approach to identify presynaptic protein components. Because of the
uniform size and buoyancy of synaptic vesicles and their abundance, researchers
can purify them to a high degree, which permitted the identification of their
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Figure 3-6 Nerve stimulation triggers
Ca2* entry into the presynaptic terminal
of the squid giant synapse. (A) Schematic
drawing of the squid giant synapse image
in panel B. The presynaptic terminals
resemble finger-like extensions in contact
with postsynaptic neurons (one of which
is shown). The extent of synaptic contact
between the two neurons is indicated

by the two arrows. (B) A brief train of
presynaptic action potentials caused

the Ca2* concentration to increase in

the presynaptic terminal, as reported by
fluorescence changes of microinjected
fura-2, a CaZ* indicator (see Section
13.22). The Ca2* increase is seen as

a shift from cool colors to warm ones.
(Adapted from Smith SJ, Buchanan

J, Osses LR et al. [1993] J Physiol
472:573-593. With permission from the
Physiological Society.)
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Figure 3-7 The molecular anatomy of a
synaptic vesicle. This model is based on
quantitative determination of the protein
components associated with synaptic
vesicles. Each colored structure in this
cross section of the synaptic vesicle
represents a characterized synaptic
vesicle protein. The synaptic vesicle
membrane and six synaptic vesicle
proteins whose functions are discussed
in this and subsequent sections are
indicated (see also Table 3-1). (Adapted
from Takamori S, Holt M, Stenius K

et al. [20086] Cell 127:831-846. With
permission from Elsevier Inc.)

key components. Indeed, the synaptic vesicle is one of the best-characterized
organelles in the cell, with quantitative information about the protein and lipid
compositions (Figure 3-7; Movie 3-1). We will encounter some of the synaptic
vesicle proteins in this and subsequent sections.

The second is a stunning convergence of yeast genetics to identify genes
required for secretion and biochemical reconstitution of mammalian vesicle
fusion reactions in vitro, which led to the conclusion that the fundamentals of
membrane fusion were highly conserved and that neurotransmitter exocytosis
was a specialized form of membrane fusion that occurs in all cells and in
many parts of the cells (see Figure 2-2); we will return to this topic in Chapter
12 in the context of the evolutionary origin of neuronal communication. This
convergence led to the identification of many evolutionarily conserved vesicle
fusion components and their regulators that will be discussed below. The third is
the ability to disrupt genes in C. elegans, Drosophila, and mice to test the in vivo
function of these evolutionarily conserved proteins in synaptic transmission. The
fourth is studies of toxins that block specific steps of neurotransmitter release
and identification of their protein targets. Together, these approaches have given
rise to our current understanding of the neurotransmitter release mechanisms
summarized below.

At the core of vesicle fusion are three SNARE proteins (SNARE stands for
soluble NSF-attachment protein receptor; NSF is N-ethylmaleimide-sensitive
fusion protein, named afterachemicalinhibitor thatblocksvesicle fusionreactions
in vitro) and SM proteins (for Secl/Muncl8-like proteins; Secl was originally
identified in a genetic screen in yeast for its requirement in secretion; Muncl8
is the mammalian homology of Unc18, originally identified in a genetic screen
in C. elegans for mutants that exhibit an uncoordinated phenotype). The first
SNARE is a transmembrane protein on the synaptic vesicle called synaptobrevin
(also named VAMP for vesicle-associated membrane protein), which is the
most abundant synaptic vesicle protein. As a vesicular protein, synaptobrevin is
designated as a v-SNARE. The second SNARE is a transmembrane protein on the
plasma membrane called syntaxin. Owing to its location on the target membrane
for vesicle fusion, syntaxin is called a t-SNARE. The third SNARE, also a t-SNARE
named SNAP-25 (synaptosomal-associated protein with a molecular weight of
25 kDa), is anchored onto the cytoplasmic face of the plasma membrane via lipid
modification. Once the synaptic vesicle is in the vicinity of the presynaptic plasma
membrane, the cytoplasmic domains of synaptobrevin, syntaxin, and SNAP-25
assemble into a very tight complex. How the SNARE complex mediates the fusion
is still an active area of research. Current data indicate that the assembly of the
SNARE complex proceeds from the membrane-distal to membrane-proximal
ends of the SNARE proteins like zipping a zipper. The force generated by the
assembly of the SNARE complex drives the synaptic vesicle membrane even
closer to the plasma membrane and leads the lipid bilayers to fuse, such that
the contents of the synaptic vesicle are exposed to the extracellular space
(Figure 3-8A; Movie 3-2).

The structure of the SNARE complex has been determined at atomic resolu-
tion by X-ray crystallography. Three SNARE proteins form a four-helix bundle,
with synaptobrevin and syntaxin each contributing one helix and SNAP-25 con-
tributing two helices (Figure 3-8B). Many naturally occurring protease toxins
that inhibit neuronal communication target these three SNARE proteins at spe-
cific amino acid residues (see Box 3-2). Proteolytic cleavage by these proteases
is predicted to inhibit the attachment of the four-helix bundle to the membrane,
thereby blocking neurotransmitter release.

The SNARE-based mechanism of membrane fusion applies to many fusion
reactions in intracellular vesicle trafficking. The v- and t-SNARE:s for other specific
fusion events (for example, fusion of ER-derived vesicles with the Golgi mem-
brane; see Figure 2-2) resemble the v- and t-SNAREs for synaptic vesicle exocy-
tosis. These findings suggest that the mechanism of synaptic vesicle exocytosis
was co-opted from general vesicle trafficking. In all of these reactions, including
synaptic vesicle fusion, however, SNARE proteins were found to be insufficient
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Figure 3-8 Model and structural basis of synaptic vesicle

fusion. (A) Schematic models of SNARE complexes before and
after membrane fusion. Before fusion (left), the vesicular and
target SNAREs are on separate membranes (the synaptic vesicle
membrane and the presynaptic plasma membrane, respectively). The
strong binding of their cytoplasmic domains, in a zipper-like fashion
starting from the two sides and progressing toward the center,
produces a force (F) that brings the vesicle and target membranes
together, causing them to fuse (right). Colored rods represent
helices from the SNARE proteins detailed in panel B. (B) Structure
of the SNARE complex for synaptic vesicle fusion determined by

PS fusion pore o

presynaptic
plasma membrane

X-ray crystallography. Blue, red, and green represent a-helices

from the cytoplasmic domains of synaptobrevin, syntaxin, and
SNAP-25, respectively. Faded blue and red represent transmembrane
domains of synaptobrevin and syntaxin, which were not part of the
solved crystal structure. The orange strand links the two SNAP-25
helices and is attached to the presynaptic plasma membrane
through lipid modification, which was also not part of the crystal
structure. (A, adapted from Sudhof TC & Rothman JE [2009] Science
323:474-477; B, adapted from Sutton RB, Fasshauer D, Jahn R et
al. [1998] Nature 395:347-353. With permission from Macmillan
Publishers Inc.)

to mediate fusion. A partner for SNARE proteins in all fusion reactions is an SM
protein, which at the mammalian synapse is a protein called Munc18. This protein
binds to SNAREs throughout the fusion reaction and is essential for fusion. The
precise function of SM proteins is incompletely understood; a leading hypothesis
is that SM proteins act as catalysts for SNARE-mediated fusion.

Box 3-2: From toxins to medicines

Research in neurobiology has benefited tremendously
from naturally occurring toxins that have evolved to block
specific steps of neuronal communication. These toxins are
produced by organisms from a wide range of phylogenetic
groups, including bacteria, protists, plants, fungi, and
animals. Despite the energy costs of producing them, toxins
offer adaptive advantages such as deterring herbivores,
fending off predators, or immobilizing prey. Scientists have
used these toxins to study the biological functions and
mechanisms of action of their target proteins. Some of these
toxins have been further developed into medicines.

Virtually all steps of neuronal communication are targets
for toxins. Action potentials are potently blocked by tetro-
dotoxin (TTX, see Figure 2-29), an inhibitor of voltage-gated
Na* channels produced by symbiotic bacteria in puffer fish,
rough-skinned newt, and certain octopi. Synaptic transmis-
sion is blocked by a number of proteases produced by the
bacteria Clostridium tetani and Clostridium botulinum.
Tetanus and botulinum toxins specifically cleave SNARE
proteins, with each toxin cleaving a specific SNARE at a spe-
cific residue, thereby preventing synaptic vesicle fusion with
presynaptic membrane (see Figure 3-8). Indeed, identifica-
tion of the protein targets of tetanus and botulinum toxins
was instrumental in establishing that SNARE proteins play a
central role in synaptic vesicle fusion. A small peptide from
marine snails, -conotoxin, specifically blocks presynaptic

voltage-gated Ca?* channels essential for neurotransmitter
release. Other toxins target neurotransmitter receptors that
will be discussed later in this chapter. For instance, curare, a
plant toxin used by native Americans on poisonous arrows,
and o-bungarotoxin and cobratoxin from snakes, are all
potent competitive inhibitors of the acetylcholine receptor
at the vertebrate neuromuscular junction, and thereby block
motor neuron-triggered muscle contraction. Picrotoxin,
another plant toxin, is a potent blocker of the GABA,, recep-
tors that mediate fast inhibition in vertebrates and inverte-
brates alike. Muscimol, produced by toxic mushrooms, is
a potent activator of the GABA, receptors. The venoms of
predators such as snakes, scorpions, cone snails, and spi-
ders have been a rich source of tools for investigating neu-
ronal communication. The fact that most toxins affect many
different animal species also indicates that the molecular
machinery of neuronal communication is highly conserved
across animals.

Natural toxins and their derivatives have also been used
extensively in medicine. Channel blockers have been used
to treat epilepsy and intractable pain. Synaptic transmission
blockers have been used as muscle relaxants. For example,
botulinum toxin A, commonly known as Botox, can be
injected into specific eye muscles to treat strabismus (mis-
aligned eyes). Botox injections have also become a popular
cosmetic procedure to temporarily remove wrinkles.
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3.6 Synaptotagmin serves as a Ca?* sensor to trigger synaptic
vesicle fusion

How does Ca®* entry regulate neurotransmitter exocytosis? A prime candidate
that links these two events is a class of transmembrane proteins on the synaptic
vesicle called synaptotagmins (see Figure 3-7), which possess up to five Ca®*
binding sites on their cytoplasmic domain. To test the function of synaptotagmin
in synaptic transmission, knockout mice were created in which synaptotagmin-1,
the predominant form of synaptotagmin expressed in forebrain neurons, was dis-
rupted using the gene targeting method in embryonic stem cells (see Section 13.7
for details of the knockout method). To assay for synaptic transmission, embry-
onic hippocampal neurons from control or knockout mice were dissociated and
cultured in vitro to allow synapse formation, and pairs of synaptically connected
neurons were subjected to a variation of the patch clamp technique called
whole-cell patch recording. (In whole-cell patch recording, the membrane
underneath the patch pipette is ruptured such that the patch pipette is connected
to the entire neuron; see Section 13.21 and Box 13-2 for details.) Depolarization of
a wild-type presynaptic neuron, which caused it to fire action potentials, resulted
in an inward current of the postsynaptic neuron, an indication of successful
synaptic transmission. Depolarization of synaptotagmin-1 knockout neurons
elicited much smaller postsynaptic responses, indicating that synaptotagmin-1
is required for normal synaptic transmission (Figure 3-9A). Earlier studies in
Drosophila and C. elegans indicted that disruption of synaptotagmin homologs in
these invertebrates also impaired synaptic transmission.

The knockout experiment did not prove that synaptotagmin acts as a Ca?*
sensor, as disrupting other genes encoding proteins essential for synaptic
transmission, such as the v-SNARE synaptobrevin, similarly blocked synaptic
transmission. Subsequent experiments have provided strong evidence that syn-
aptotagmin is a major Ca?* sensor that regulates neurotransmitter release. For
example, a mutant synaptotagmin-1 with a single amino acid change was identi-
fied that reduces Ca?* binding by 50% in an in vitro biochemical assay. When this
mutant synaptotagmin-1 was used to replace the endogenous synaptotagmin-1
in a variation of the knockout procedure called knock-in (see Section 13.7), neu-
rons derived from the knock-in mice exhibited a corresponding 50% reduction
in the Ca?* sensitivity of neurotransmitter release (Figure 3-9B). Another protein
involved in neurotransmitter release is complexin, which has a complex role of
both activating the SNARE complex and clamping it at an intermediate step. One
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Figure 3-9 Synaptotagmin as a Ca2* sensor in synaptic transmission.
(A) Left, schematic of experimental preparation to examine the role of
synaptotagmin-1 in synaptic transmission. Both hippocampal neurons
in culture were subjected to whole-cell patch recording. A depolarizing
current was injected into the presynaptic neuron to cause it to fire an
action potential, and the postsynaptic response was recorded as an
inward current when the membrane potential was clamped at —70 mV.
Right, compared with the inward current triggered by a presynaptic
action potential between a pair of wild-type neurons (top trace), the
synaptic response between a pair of neurons from Syt1 knockout mice
(lacking synaptotagmin-1; meaning both copies of the Syt1 gene were
disrupted) was greatly diminished (bottom trace). (B) A point mutation

in Syt1 that reduced Ca2* binding by 50% also reduced the sensitivity
of neurotransmitter release of cultured hippocampal neurons to Ca2*
by about 50%, as indicated by the downward shift of the mutant curve
compared with the wild-type curve, each plotting normalized synaptic

transmission amplitude against Ca2* concentration. This finding supports

the notion that synaptotagmin-1 acts as a Ca2* sensor for synaptic
vesicle fusion in hippocampal neurons. (A, adapted from Geppert M,
Goda Y, Hammer RE et al. [1994] Cell 79:717-727. With permission
from Elsevier Inc.; B, adapted from Fernandez-Chacén R, Kénigstorfer
A, Gerber SH et al. [2001] Nature 410:41-49. With permission from
Macmillan Publishers Ltd.)
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current model is that synaptotagmin releases the inhibitory clamp of complexin
in a Ca®*-dependent manner, thus allowing SNAREs to complete the vesicle fusion
reaction in response to a rise of intracellular Ca®* concentration.

In fast mammalian CNS synapses at physiological temperatures, action
potential arrival can cause neurotransmitter release within as little as 150 ps,
as measured by postsynaptic depolarization. This interval includes about 90
us to open voltage-gated Ca?* channels during the action potential upstroke to
allow Ca?* influx, and 60 ps in total for Ca* to trigger vesicle fusion and for
neurotransmitter molecules to diffuse across the synaptic cleft and act on post-
synaptic cells. To enable this rapid action, synaptic vesicles are docked at the
active zone ready for release (see Figure 3-3), with their SNARE proteins already
partially preassembled in a high-energy configuration but clamped, waiting for
the action of a Ca?* sensor such as synaptotagmin to release the clamp and comp-
lete SNARE assembly that drives membrane fusion.

In addition to rapid release of synaptic vesicles after Ca?* entry, it is also
important that transmitter release is transient so that the presynaptic terminal
can respond to future action potentials with more neurotransmitter release.
This requires free Ca* to be rapidly removed after their entry, and that the Ca?*
sensor has a low binding affinity for Ca®*. Indeed, Ca®*-binding proteins and
pumps rapidly sequester free Ca** upon entry. Moreover, synaptotagmin employs
multiple low-affinity Ca%*-binding sites that bind Ca?* cooperatively (that is, the
binding of one Ca?* facilitates the binding of a second Ca?*); only when multiple
sites bind to Ca?* would it be able to trigger neurotransmitter release. Together,
these mechanisms ensure that neurotransmitter release is only triggered
transiently and locally at the site of Ca?* entry.

3.7 The presynaptic active zone is a highly organized structure

The fast action and transient nature of Ca?*-induced neurotransmitter release
relies on the proximity of voltage-gated Ca®* channels and docked synaptic ves-
icles in the active zone. Indeed, Ca?* imaging of the presynaptic terminals (for
example, see Figure 3-6) suggested that the rise of intracellular Ca* concentra-
tion in response to depolarization is highly restricted to microdomains near the
active zone. Although the intracellular Ca?* concentration is normally very low
(~0.1 uM), it can shoot up transiently to tens or even hundreds of micromolar in
the microdomain; this facilitates cooperative binding of Ca?* to multiple Ca?*-
binding sites of synaptotagniin to achieve the conformational change necessary
for triggering vesicle fusion.

The molecular machinery that organizes the active zone has been extensively
characterized in vertebrate neurons (Figure 3-10), and many components are
conserved in invertebrates. The cytoplasmic domain of the voltage-gated Ca?*
channel binds to two active zone core components, RIM (for Rab3-interacting
molecule) and RIM-BP (RIM-binding protein). RIM also binds to a synaptic ves-
icle associated protein Rab3, a small GTPase of the Rab subfamily, thus bring-
ing the synaptic vesicle into proximity with Ca?* channels. In addition, RIM and
RIM-BP interact with other active zone proteins, which in turn associate with the
actin cytoskeleton that supports the structural integrity of the presynaptic termi-
nal and transports molecules into the presynaptic terminal (see Figure 2-6). The
active zone protein complex is also associated with synaptic adhesion molecules.
These include the cadherins (Ca?*-dependent cell adhesion proteins) present on
both pre- and postsynaptic membranes thatbind each other (termed homophilic
binding), and neurexin on the presynaptic membrane binding to neuroligin on
the postsynaptic membrane (termed heterophilic binding). These cell-adhesion
molecules bring the presynaptic and postsynaptic plasma membranes together,
and align the active zone with the postsynaptic membrane rich in neurotransmit-
ter receptors (to be discussed later in the chapter), thus minimizing the distance
neurotransmitters need to travel to act on their receptors (Figure 3-10).
___Recent studies using super-resolution fluorescent microscopy (see Section
13.17 for more details) have begun to determine where specific molecules are
located with respect to each other at the active zone. For example, according to a
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Figure 3-10 Molecular organization of the presynaptic terminal. Left,
a maghnified model of the presynaptic cell’s active zone. The RIM/RIM-BP
protein complex binds to the voltage-gated Ca2* channel directly, and

to the synaptic vesicle via the Rab3 protein; this allows Ca2* entry to
activate synaptotagmin with minimal diffusion, which in turn releases
the complexin inhibitory clamp on the SNARE/SM complex and causes
neurotransmitter release (the SNARE complex is represented as in
Figure 3-8A; Munc18 is the SM protein in mammalian synapses). RIM
and RIM-BP are also associated with other presynaptic scaffolding
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proteins, which are in turn associated with the actin cytoskeleton and
with synaptic adhesion molecules. Right, a lower-maghnification model
of a chemical synapse showing presynaptic and postsynaptic cells.
Trans-synaptic adhesion molecules (blue, homophilic binding between
cadherins; yellow and red, heterophilic binding between presynaptic
neurexin and postsynaptic neuroligin) align the active zone with a
postsynaptic density enriched for neurotransmitter receptors, facilitating
the rapid action of neurotransmitters. (Adapted from Sudhof TC [2012]
Neuron 75:11-25. With permission from Elsevier Inc.)

Figure 3-11 A model of the organization
of selected proteins in the Drosophila
neuromuscular synapse. This model is
based on two-color labeling of different
pairs of proteins (shown at right) and
measurement of their distances apart
using a technique called stimulated
emission depletion microscopy, which
can resolve structures ~50 nm apart
(see Section 13.17 for details).

For instance, the distance between
C-terminal Bruchpilot and the glutamate
receptor was estimated by measuring
the distance between the fluorescence
signal from an antibody against the
C-terminus of Bruchpilot and that from an
antibody against the glutamate receptor
(151 + 24 nm apart). RIM-BP, Rab3-
interacting-molecule binding protein;
VGCC, voltage-gated Ca2* channel;
GIuR, glutamate receptor; N, amino
terminus; C, carboxy terminus; SEM,
standard error of the mean. (Adapted
from Liu KSY, Siebert M, Mertel S et al.
[2011] Science 334:1565-1569. With
permission from AAAS.)

model based on super-resolution localization of molecules in the Drosophila
neuromuscular junction (Figure 3-11), the RIM-BP proteins form a ring around a
cluster of voltage-gated Ca?* channels at the active zone presynaptic membrane.
An active zone scaffolding protein called Bruchpilot (corresponding to a mamm-
alian protein called ELKS) extends from the center of the active zone to the
periphery. Glutamate receptors are enriched in the postsynaptic density aligned
with the presynaptic active zone (as discussed in Section 3.11, glutamate is used as
a neurotransmitter in the Drosophila neuromuscular synapse). Future studies on
synapses in the central nervous system and in other species will help determine
whether all synapses share a similar structural organization, and what variations
might exist among different synapses.

3.8 Neurotransmitters are efficiently cleared from the synaptic
cleft by enzymatic cleavage or transport into presynaptic
and glial cells

In order for the postsynaptic neurons to continually respond to the firing of
presynaptic neurons, neurotransmitters released in response to each presynaptic
action potential must be cleared from the synaptic cleft efficiently. While diffu-
sion of neurotransmitters away from the synaptic cleft is a major mechanism of
clearance, additional mechanisms are employed for neurotransmitter clearance
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depending on the neurotransmitter system (we will introduce different neuro-
transmitter systems in more detail in Section 3.11).

ACh at the neuromuscular junction is rapidly degraded by acetylcholines-
terase, an enzyme enriched in the synaptic cleft. Indeed, this enzyme is so active
that most ACh molecules released by motor axon terminals are degraded while
diffusing across the short distance of the synaptic cleft. Some of the physiology
experiments involving mEPP measurement described in earlier sections actu-
ally included acetylcholinesterase inhibitors in the saline to boost the mEPP
amplitude.

For most other neurotransmitter systems, excess transmitter molecules in
the synaptic cleft are recycled. In a process called neurotransmitter reuptake,
excess neurotransmitters are first taken back into the presynaptic cytosol using
the plasma membrane neurotransmitter transporters, which derive energy
from co-transporting Na* into the presynaptic cell down the Na* electrochemical
gradient (Figure 3-12; see Movie 3-1). Once in the cytosol, neurotransmitters
refill new and recycled synaptic vesicles (see Section 3.9) utilizing a second
transporter: the vesicular neurotransmitter transporter on the synaptic vesicle
(see also Figure 3-7). The energy for the vesicular transporters derives from
transporting protons in the opposite direction down the proton gradient. The
proton gradient (high in the vesicle and low in the cytosol) is created by V-ATPase,
the largest molecule on the synaptic vesicle membrane (see Figure 3-7), which
pumps protons (H*) into the synaptic vesicle against an electrochemical grad-
ient using energy derived from ATP hydrolysis. In some neurotransmitter sys-
tems, excess transmitters are mostly taken up by neurotransmitter transporters
on the plasma membrane of glial cells, which wrap around many synapses
(see Figure 3-3). In Chapter 11, we will learn more about the neurotransmitter
reuptake mechanisms, because drugs altering these mechanisms are widely
used to treat psychiatric disorders.

3.9 Synaptic vesicle recycling by endocytosis is essential for
continual synaptic transmission

In order to maintain the ability to respond to sustained neuronal firing, presynap-
tic terminals must be able to replenish the stockpile of synaptic vesicles filled with
neurotransmitters. While the synaptic vesicle membrane and proteins are mostly
synthesized in the soma (see Sections 2.2-2. 2.3), vesicles are rapidly recycled locally
at the synaptic terminals. Considering the distance between the synaptic termi-
nal and the soma, the recycling of synaptic vesicles is critical in order to rapidly
recover synaptic vesicles for future rounds of synaptic transmission.
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Figure 3-12 Clearance and recycling
of neurotransmitters. After being
released into the synaptic cleft as a
result of synaptic vesicle fusion with

the presynaptic plasma membrane,
excess transmitters are taken up by
plasma membrane transporters (PMTs)
on the presynaptic membrane or on the
nearby glial plasma membrane; both

are symporters that utilize energy from
Na* entry down its electrochemical
gradient. Within the presynaptic cytosol,
neurotransmitters are transported

into synaptic vesicles by the vesicular
neurotransmitter transporters (VTs),
which are antiporters that use the energy
by transporting protons (H*) out of the
synaptic vesicle down an electrochemical
gradient. The V-ATPase on the synaptic
vesicle membrane establishes the H*
gradient in the vesicle using energy from
ATP hydrolysis. (See Blakely RD & Edwards
RH [2012] Cold Spring Harb Perspect Biol
4:a005595.)
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Figure 3-13 The synaptic vesicle

cycle. After membrane fusion

between the synaptic vesicle and the
presynaptic membrane, and release of
neurotransmitters into the synaptic cleft,
synaptic vesicles can be recycled by two
alternative means. In kiss-and-run, synaptic
vesicles reform after a very transient fusion
with limited exchange of proteins and
lipids with presynaptic plasma membrane
(1a); in clathrin-mediated endocytosis,

the synaptic vesicle membrane fuses fully
with the presynaptic plasma membrane
and is then retrieved (1b). The interior

of vesicles is then acidified by pumping
protons (H*) inside using the V-ATPase

on the synaptic vesicle membrane; the
synaptic vesicle is then ready to be filled
with neurotransmitter using the proton
export-coupled vesicular transporter

(2a, see also Figure 3-12). Some acidified
vesicles go through the early endosome
step in this process (2b). Synaptic vesicles
filled with neurotransmitters join the
reserve pool (3). Some vesicles transit
into the readily releasable pool, are docked
at the active zone (4), and are primed

in an ATP-dependent step (5) ready for
exocytosis. Ca2* entry through the voltage-
gated Ca2* channel at the active zone

then triggers vesicle fusion (6). (Adapted
from Sudhof TC [2004] Ann Rev Neurosci
27:509-547.)

After the fusion of synaptic vesicle membrane with presynaptic plasma mem-
brane resulting in the release of neurotransmitter molecules, at least two mech-
anisms have been proposed to retrieve synaptic vesicles back to the presynaptic
cytosol. The first mechanism, called ‘kiss and run,’ involves a very transient fusion
of the synaptic vesicle with the presynaptic plasma membrane to release the neu-
rotransmitters, followed by rapid reformation of the vesicle so that mixing of the
vesicle’s protein and lipid content with the presynaptic plasma membrane is
limited. In the second mechanism, synaptic vesicle membrane becomes part of
the presynaptic plasma membrane after full fusion, and is retrieved back to the
presynaptic terminal by clathrin-mediated endocytosis. (Clathrin is a protein that
assembles into a cage on the cytoplasmic side of a membrane to form a coated
pit, which buds off to form a clathrin-coated vesicle.) Whereas full fusion likely
applies to most cases of synaptic vesicle recycling, the degree to which the kiss-
and-run mechanism is used is still a subject of debate. In both cases, the SNARE
complexes are disassembled by NSF in an ATP-dependent manner. (Recall from
Section 3.5 that the name SNARE derives from NSF.) Synaptobrevin returns to the
synaptic vesicle, while syntaxin and SNAP-25 remain in the presynaptic plasma
membrane. The vesicles are then acidified by the proton pump V-ATPase and
refilled with neurotransmitters (see Figure 3-12). Filled vesicles join the reserve
pool of synaptic vesicles. A synaptic vesicle protein called synapsin, a commonly
used marker for identifying synapses, is involved in regulating the size of the
reserve pool. A small subset of synaptic vesicles constitutes the readily releasable
pool, which are docked at the active zone, primed by an ATP-dependent process
to achieve the high-energy configuration of pre-assembled SNARE complex, and
readied for another round of neurotransmitter release in response to depolariza-
tion-induced Ca?* entry (Figure 3-13).

We use a specific example to illustrate the importance of synaptic vesicle
retrieval for continual synaptic transmission and neuronal communication. To
identify genes necessary for neuronal communication, forward genetic screens
(see Section 13.6) were carried out in the fruit fly Drosophila to isolate mutations
that caused paralysis when flies were shifted to high temperatures. This led to
the discovery of a temperature-sensitive mutation called Shibire®. Shibire® flies
behave normally at room temperature (~20°C), but are paralyzed shortly after
shifting to elevated temperatures (>29°C); their motility returns to normal within a
few minutes after the temperature is returned to 20°C. Molecular-genetic analysis
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Figure 3-14 Electron micrographs of synapses in temperature- 29°C. Note the reduced number of synaptic vesicles in the presynaptic
sensitive Shibiret* mutant fruit flies. (A) A Shibire's mutant fly terminal compared with panel A, and the presence of ‘collared’ vesicles
neuromuscular junction fixed at 19°C. The presynaptic terminal is (arrows, see inset for higher magnification) indicating a block of the
abundant in synaptic vesicles (sv). Arrows indicate active zones. (B) last step of endocytosis. (From Koenig JH & Ikeda K [1989] J Neurosci
Neuromuscular junction fixed 8 minutes after raising the temperature to 9:3844-3860. With permission from the Society for Neuroscience.)

identified that the Shibire gene encodes a protein called dynamin, which is essen-
tial for clathrin-mediated endocytosis of synaptic vesicles. The Shibire’ mutation
causes reversible destabilization of dynamin at elevated temperatures. Without
vesicle recycling, presynaptic terminals were rapidly deprived of synaptic vesicles
after the reserved pool is exhausted (Figure 3-14), and became unable to release
neurotransmitters in response to further action potentials, thus causing paralysis.
The Shibire® mutation has provided a useful tool for rapidly and reversibly silenc-
ing specific neurons in vivo to analyze their function in information processing
within neural circuits (see Section 13.23).

As a summary of what we have learned so far, Table 3-1 provides a list of
molecules that play key roles in mediating and regulating the sequence of events
required for neurotransmitter release.

3.10 Synapses can be facilitating or depressing

Because synaptic transmission is a key mechanism of interneuronal communica-
tion, the efficacy of synaptic transmission, measured by the magnitude of the
postsynaptic response to a presynaptic stimulus, is subject to many forms of reg-
ulation. The ability to change the efficacy of synaptic transmission, or synaptic
plasticity, is an extremely important property of the nervous system. Depending
on the temporal scale, synaptic plasticity is usually divided into short-term
synaptic plasticity, which occurs within milliseconds to minutes, and long-term
synaptic plasticity, which can extend from hours to the lifetime of an animal. We
discuss below the two simplest forms of short-term plasticity involving changes of
neurotransmitter release probability. Long-term synaptic plasticity will be a sub-
ject of focus in Chapter 10 in the context of memory and learning.

Although Ca?*-dependent synaptic vesicle fusion provides an essential link
between action potential arrival and neurotransmitter release, not every action
potential results in the same amount of neurotransmitter release. As discussed
earlier, the quantal yield of CNS synapses is much lower than that of the neuro-
muscular junction because a presynaptic axon may form only a few or a single
active zone onto a postsynaptic partner neuron. In some mammalian CNS in vivo,
the average release probability, defined as the probability that an active zone of
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Table 3-1: A molecular cast for neurotransmitter release

Molecule

Location

Synaptic vesicle fusion with presynaptic membrane

Functions

Synaptobrevin/VAMP synaptic vesicle mediates vesicle fusion (v-SNARE)
Syntaxin presynaptic plasma membrane mediates vesicle fusion (t-SNARE)
SNAP-25 presynaptic plasma membrane mediates vesicle fusion (t-SNARE)

Secl/Munci8 (SM)

presynaptic cytosol

likely acts as a catalyst for SNARE-mediated vesicle fusion

Ca?* regulation of synaptic transmission

Voltage-gated Ca?*
channel

active zone of presynaptic membrane

allows Ca?* entry in response to action potential-triggered
depolarization

Ca2+

entering from extracellular space to
presynaptic cytosol

triggers synaptic vesicle fusion

Synaptotagmin

synaptic vesicle

senses Ca2* to trigger vesicle fusion

Complexin

presynaptic cytosol

binds and regulates SNARE-mediated vesicle fusion

Organization of presynaptic terminal (and alignment with postsynaptic density)

RIM active zone organizes presynaptic scaffold
RIM-BP active zone organizes presynaptic scaffold
ELKS/Bruchpilot active zone organizes presynaptic scaffold

Rab3

synaptic vesicle

interacts with active zone components

Cadherin presynaptic and postsynaptic plasma trans-synaptic adhesion
membranes

Neurexin presynaptic plasma membrane trans-synaptic adhesion

Neuroligin postsynaptic plasma membrane trans-synaptic adhesion

Neurotransmitter and vesicle recycling

Acetylcholinesterase

synaptic cleft

degrades neurotransmitter acetylcholine

Plasma membrane
neurotransmitter
transporter (PMT)

presynaptic plasma membrane, glial
membrane

transports excess neurotransmitter molecules back to
presynaptic cytosol or to nearby glia

Vesicular
neurotransmitter
transporter (VT)

synaptic vesicle

transports neurotransmitters from presynaptic cytosol to the
synaptic vesicle

V-ATPase synaptic vesicle establishes proton gradient within the synaptic vesicle
Synapsin synaptic vesicle regulates the size of the reserve pool
Clathrin presynaptic cytosol retrieves vesicles from presynaptic plasma membrane via

endocytosis

Shibire/dynamin

presynaptic cytosol

retrieves vesicles from presynaptic plasma membrane via
endocytosis

NSF

presynaptic cytosol

disassembles SNARE complex after fusion

a presynaptic terminal releases the transmitter contents of one or more synap-
tic vesicles following an action potential, is estimated to be far smaller than 1. If
many active zones exist between a presynaptic and a postsynaptic cell, as is the
case for the vertebrate neuromuscular junction, the probability that at least one
active zone releases a vesicle is close to 1; however, the magnitude of postsynaptic
response still depends on the release probability of each active zone.

The release probability can be affected by prior usage of the synapse. In facili-
tating synapses, successive action potentials trigger larger and larger postsynap-
tic responses. By contrast, in depressing synapses, successive action potentials
result in smaller and smaller postsynaptic responses (Figure 3-15). These
changes can be caused by a postsynaptic mechanism, such as altered sensitivity
to the release of the same amount of neurotransmitters, as we will discuss later in
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the chapter and in Chapter 10, but fast facilitation and depression are most often
caused by a presynaptic mechanism such as the altered amount of neurotrans-
mitter release. The same synapse can be facilitating or depressing depending on
its intrinsic property and its prior history of usage.

In the simplest case, facilitating synapses have a low starting release probabil-
ity. The amount of release increases during repeated action potentials as active
zone Ca?* builds up. Depressing synapses, on the other hand, are usually char-
acterized with a high starting release probability that results in a large amount of
release at the beginning of a stimulus train; this exhausts the number of vesicles
readily available for release and leads to a decline in the amount of release as the
stimulus train proceeds. Because there are typically large numbers of vesicles
in the reserve pool that can replenish depleted vesicles in the readily releasable
pool, this sort of depression can recover in seconds. In the course of this book, we
will encounter many additional mechanisms that adjust synaptic strength using
distinct mechanisms and at different temporal scales.

3.11 The nervous system uses many neurotransmitters

To illustrate the basic principles of synaptic transmission, we have focused prim-
arily on the vertebrate neuromuscular junction, which utilizes acetylcholine
as the neurotransmitter. The principles we have learned thus far apply to virt-
ually all chemical synapses, regardless of the neurotransmitter they use
(Figure 3-16; Table 3-2). Two major neurotransmitters used in the vertebrate
central nervous system are glutamate (glutamic acid), a natural amino acid, and
GABA (y-amino butyric acid), derived from glutamate by the enzyme glutamic
acid decarboxylase (GAD). Glutamate is the predominant excitatory neuro-
transmitter in the vertebrate nervous system because its release depolarizes
postsynaptic neurons and makes them more likely to fire action potentials. GABA
is the predominant inhibitory neurotransmitter because its release usually
renders postsynaptic neurons less likely to fire action potentials. The amino
acid glycine, another inhibitory neurotransmitter, is used in a subset of inhibit-
ory neurons in the brainstem and spinal cord of the vertebrate nervous system.

GABA appears to be the major inhibitory neurotransmitter across different
species, including many invertebrates such as the nematode C. elegans, the fruit
fly Drosophila melanogaster, and crustaceans (GABA's inhibitory action was
first established in the crab). Like vertebrates, C. elegans also uses glutamate as
the major excitatory neurotransmitter and ACh as the transmitter at the neuro-
muscular junction. Curiously, Drosophila utilizes ACh as the major excitatory
neurotransmitter in the CNS and glutamate as the transmitter at the neuro-
muscular junction (see Figure 3-11). It is important to note that although itis con-
venient to label a particular neurotransmitter excitatory or inhibitory by its action
on postsynaptic cells in most cases, we will see in the next part of the chapter that

Figure 3-15 Facilitating and depressing
synapses. In this schematic, the size of
postsynaptic potentials, as indicated by
the length of the double arrows parallel to
the y axis, changes in response to a train
of action potentials. The first series exhibit
facilitation as each successive action
potential produces a larger response;

the latter series exhibit depression as
responses become smaller and smaller
for each successive action potential. The
dotted lines represent the natural decay of
postsynaptic potentials had there not been
a follow-up action potential, and were used
as the basis to determine the amplitude
of postsynaptic potentials in response

to successive action potentials. (Katz B
[1966] Nerve, Muscle, and Synapse. With
permission from McGraw Hill.)
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Figure 3-16 Structures of a subset of small-molecule from dopamine and is a precursor for the hormone epinephrine.
neurotransmitters. Glutamate and glycine are natural amino acids. Serotonin is derived from the amino acid tryptophan. Histamine
GABA (y-amino butyric acid) is produced from glutamate. Dopamine is derived from the amino acid histidine. See Figure 3—1A for the
is derived from the amino acid tyrosine. Norepinephrine is produced structure of acetylcholine.

the same transmitter can be excitatory or inhibitory depending on the properties
ofits receptor and the ionic composition of the postsynaptic cell.

Another important class of neurotransmitters plays a predominantly modula-
tory role. Modulatory neurotransmitters (also called neuromodulators) can up-
or down-regulate the membrane potential, excitability (how readily a neuron fires
an action potential), or neurotransmitter release by their postsynaptic target neu-
rons, depending on the type of receptors that their postsynaptic neurons express
and the subcellular localization of these receptors. Classic neuromodulators
include serotonin (also called 5-HT for 5-hydroxytryptamine), dopamine, nor-
epinephrine (also called noradrenaline), and histamine (see Figure 3-16). They
are all derived from aromatic amino acids and are collectively called monoamine
neurotransmitters. In addition to being released into the synaptic cleft, these
neurotransmitters can also be secreted into the extracellular space outside the
confines of morphologically defined synapses to affect nearby cells; this property
is referred to as volume transmission. In vertebrates, the cell bodies of neurons
that synthesize monoamine neurotransmitters are mostly clustered in discrete
nuclei in the brainstem or hypothalamus. They send profuse axons that collec-
tively innervate a large fraction of the nervous system (see Box 8-1). Dopamine
and serotonin act as neuromodulators throughout the animal kingdom. In place
of norepinephrine, a chemically similar molecule called octopamine is used in
some invertebrate nervous systems.

Some neurotransmitters have multiple roles in different parts of the nervous
system (see Table 3-2). In vertebrates, ACh is used as an excitatory neurotrans-
mitter by motor neurons to control skeletal muscle contraction at the neuro-
muscular junction. It is also one of the two neurotransmitters employed in the
autonomic nervous system for neural control of visceral functions such as heart
rate, respiration, and digestion. In the brain, ACh can act both as an excitatory
neurotransmitter and as a neuromodulator much like the monoamine neuro-
transmitters. Likewise, norepinephrine functions as the autonomic nervous sys-
tem’s other neurotransmitter, but acts as a neuromodulator in the brain.

The type of neurotransmitter a neuron uses is often used as a major crit-
erion for neuronal classification. Neurons can be broadly classified as excitatory,
inhibitory, or modulatory as discussed earlier, and more specifically as gluta-
matergic, GABAergic, cholinergic, dopaminergic, and so on. Neurons of a given
neurotransmitter type express a specific set of genes associated with that type,
including enzyme(s) that synthesize the neurotransmitter, a vesicular trans-
porter that pumps the neurotransmitter into synaptic vesicles, and in many cases
a plasma-membrane transporter that retrieves the neurotransmitter from the
synaptic cleft after release (see Figure 3-12). Some neurons utilize more than one
of the neurotransmitters discussed above. For example, some mammalian CNS
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Table 3-2: Commonly used neurotransmitters

Neurotransmitter Major uses in the vertebrate nervous system?

Acetylcholine motor neurons that excite muscle: ANS? neurons;
CNS excitatory and modulatory neurons

Glutamate most CNS excitatory neurons; most sensory neurons

GABA most CNS inhibitory neurons

Glycine some CNS inhibitory neurons (mostly in the brainstem and
spinal cord)

Serotonin (5-HT) CNS modulatory neurons

Dopamine CNS modulatory neurons

Norepinephrine CNS modulatory neurons; ANS? neurons

Histamine CNS modulatory neurons

Neuropeptides usually co-released from excitatory, inhibitory, or modulatory
neurons; neurosecretory cells

! See text for variations in invertebrate nervous systems.

2 ANS, autonomic nervous system; as will be discussed in more detail in Chapter 8, acetylcholine and
norepinephrine are used in different subtypes of ANS neurons.

neurons can co-release a modulatory neurotransmitter and the excitatory neu-
rotransmitter glutamate, or a modulatory neurotransmitter and the inhibitory
neurotransmitter GABA.

In addition to the small-molecule neurotransmitters we have discussed thus
far, some neurons also secrete neuropeptides that can act as neurotransmitters
to communicate with postsynaptic neurons. The mammalian nervous system
utilizes dozens of neuropeptides, with lengths ranging from a few amino acids
to several dozen. As we will learn in Chapters 8 and 9, neuropeptides regulate
diverse and vital physiological functions such as eating, sleeping, and sexual
behaviors. Neuropeptides are usually produced by proteolytic cleavage of
precursor proteins in the secretory pathway (see Figure 2-2). They are packaged
into dense-core vesicles (which are larger than synaptic vesicles and contain
electron-dense materials) after vesicles containing neuropeptides bud off from
the Golgi apparatus, and are delivered via fast axonal transport to presynaptic
terminals. Because they cannot be locally synthesized or recovered after release,
but must be transported across long distances from the soma to axon terminals,
neuropeptides are used more sparingly. The probability of neuropeptide release
seems to be much lower than that of small-molecule neurotransmitters even when
they are present in the same terminals. Compared to synaptic vesicles that release
small-molecule neurotransmitters, we know far less about the mechanisms
that control neuropeptide release from dense-core vesicles. In most cases,
neuropeptides play modulatory roles, and are released from neurons that use a
small-molecule neurotransmitter. As we will learn in Chapter 8, some neurons
secrete neuropeptides into the bloodstream; in these cases, neuropeptides act as
hormones to influence the physiology of recipient cells remotely.

The reason why different neurotransmitters have different effects is because
the receptors on the postsynaptic membrane have different properties. We now
turn to the next step of neuronal communication: how neurotransmitters act on
postsynaptic neurons.

HOW DO NEUROTRANSMITTERS ACT ON
POSTSYNAPTIC NEURONS?

In the first part of the chapter, we used postsynaptic responses, such as the end-
plate potential (see Figure 3-1) or postsynaptic inward current (see Figures 3-5
and 3-9) as assays to investigate the mechanisms of presynaptic neurotransmitter
release. In the following sections, we will discuss the mechanisms by which post-
synaptic neurons produce these responses. We first discuss rapid responses that
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Figure 3-17 Properties of an acetylcholine (ACh)-induced
current studied by voltage clamp. (A) Experimental setup. Two

occur within milliseconds involving direct change of ion conductance. We then
study responses that occur in tens of milliseconds to seconds, involving intra-
cellular signaling pathways. We further highlight responses that occur in hours
to days involving new gene expression. Finally, we discuss how postsynaptic neu-
rons integrate different presynaptic input to determine their own firing pattern
and neurotransmitter release properties, thus completing a full round of neuronal
communication.

3.12 Acetylcholine opens a nonselective cation channel at the
neuromuscular junction

We now begin our journey across the synaptic cleft to the postsynaptic side of the
synapse, returning first to the vertebrate neuromuscular junction as our model. In
Section 3.1, we learned that ACh released from motor axon terminals depolarizes
the muscle membrane, and that iontophoretic application of ACh to muscle can
substitute for ACh release from presynaptic terminals (see Figure 3-1). How does
ACh accomplish this? By locally applying ACh to different regions of muscle fibers,
researchers found that exogenous ACh produced the most effective depolarization
near the motor axon terminal. These experiments implied that there must be recep-
tors for ACh that are present on the muscle membrane and are concentrated at the
neuromuscular junction. Upon ACh binding, ACh receptors trigger a rapid change
in the muscle membrane’s ion conductance.

To explore the underlying mechanisms, voltage clamp experiments anal-
ogous to those carried out on squid giant axons (see Section 2.10) were performed
on the muscle fibers to test how ACh release induced by motor axon stimulation
changes ion flow across the muscle membrane (Figure 3-17A). In these experi-
ments, two electrodes were inserted into the muscle cell, one to measure the
membrane potential (V, ) and compare it to a desired command voltage (V\;p),
and a second to pass feedback current into the muscle to maintain V,_ at the same
value as V. The current injected into the muscle, which can be experimen-
tally measured, equals the current that passes through the muscle membrane
in response to ACh release, or the end-plate current. (Under physiological con-
ditions, that is, when the muscle is not voltage-clamped, the end-plate current
would produce a membrane potential change, which is the end-plate potential
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the end-plate current was inward (positive ions flowing into the
muscle cell), whereas at positive potentials the end-plate current

intracellular electrodes were inserted into the muscle cell at the frog
neuromuscular junction. The first (left) was to record the membrane
potential (V,,)), which was compared with an experimenter-determined
commanding potential (V,,p)- The second electrode injected feedback
current into the muscle to maintain V, at V,,,,. The end-plate current
in response to ACh release caused by motor axon stimulation can

be determined from the feedback current that was injected into the
muscle cell in order to hold V,, at Vo (B) The end-plate current
elicited by single motor axon stimulation was measured at the six
different membrane potentials indicated. At negative potentials

was outward. (C) Peak end-plate current (lp, y axis) as a function

of the muscle membrane potential (V, x axis). Experimental data
(represented as dots) fell on a curve (the -V curve) that was close
to linear (dotted line), indicating that the conductance (represented
by the slope of the I-V curve) is mostly unaffected by voltage. Note
that the current switched sign between negative (inward) and positive
(outward) at O mV, which is the reversal potential of the channel
opened by ACh. (B & C, adapted from Magleby KL & Stevens CF
[1972] J Physiol 223:173-197.)
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we have used to measure neurotransmitter release in Section 3.1). It was found
that ACh release caused an inward current at negative membrane potentials and
an outward current at positive membrane potentials (Figure 3-17B). The current-
voltage relationship (called an I-V curve) is nearly linear. The membrane poten-
tial at which the current flow reversed direction (called the reversal potential)
was approximately 0 mV (Figure 3-17C).

If the ACh-induced current were carried by a single ion, the reversal potential
should equal the equilibrium potential of that ion, as both reversal potential and
equilibrium potential define a state in which the net current is zero. However, the
reversal potential of the ACh-induced current is unlike the Na*, K*, or CI~ currents
discussed in Section 2.5, with equilibrium potentials around +58 mV, -85 mV, and
—79 mV, respectively. Indeed, experiments that measured the reversal potentials
in response to varying extracellular K*, Na*, and CI” concentrations suggested that
ACh opens a channel thatis permeable to both K* and Na* and other cations but not
to anions such as CI". Further evidence indicated that ACh acts on a single chan-
nel that is permeable simultaneously to Na* and K*. At positive membrane poten-
tials, the driving force for K* efflux is greater than the driving force for Na* influx
(because the V__ is further from E; than from E,,), and hence K* efflux exceeds Na*
influx, causing a net outward current. At negative membrane potentials, the driv-
ing force for Na* influx exceeds that for K* efflux, causing a netinward current. Ca®*
influx also makes a small contribution to the inward current. Importantly, since
the reversal potential of 0 mV is far above the muscle membrane’s resting potential
(around -75 mV) or the threshold for action potential production (which is usu-
ally 10-20 mV more depolarized than the resting potential), the end-plate current
under physiological conditions is always inward, carried by more Na* influx than
K* efflux (Figure 3-18A). This depolarizes the muscle membrane, resulting in the
end-plate potential (EPP) we introduced in Section 3.1.

The action of an ACh-induced current can be represented by an electrical
circuit model of the muscle membrane, in which the ACh-induced current canbe
considered as an added branch to the resting muscle membrane (Figure 3-18B).
Immediately after the switch is on (representing ACh release), I, = g\.(V,, — Ex.)
and I = gi(V,, — Ex). Because at rest V,_ is around —75 mV, the absolute value
|V, — Ey.l far exceeds |V, — E;|. Assuming that the ACh-activated channel has
similar conductance for Na* and K* (see below), the inward current from the Na*
branch far exceeds the outward current from the K* branch. Thus, the ACh release
activates a netinward current.

The reversal potential, designated as E_,, is an important property of ion
channels that are permeable to more than one ion. It is determined by the relative
conductance and equilibrium potential of each ion. Using the electrical circuit
model in Figure 3-18B, we can determine their relationship as follows. At the
reversal potential (V= E_ ), Na* influx equals K* efflux, thus I, = I,. Since I, =

rev.

&V, — Ex), and I, = gn.(V,, — Ex.), we have
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Figure 3-18 ACh opens a nonselective
cation channel on the muscle membrane.
(A) Schematic of how ACh release causes
depolarization of the muscle membrane.
At rest (left), the membrane potential of
the muscle cell is around —-75 mV, similar
to the resting membrane potential of many
neurons, with higher K* concentration
inside the cell and higher Na*
concentration outside (see Figure 2-12A).
ACh binding opens a cation channel on
the muscle membrane permeable to both
Na* and K*. This allows more Na* influx
than K* efflux because of the larger driving
force on Na*, thus depolarizing the muscle
membrane. (B) An electrical circuit model.
The left part represents the resting muscle
membrane, which includes a membrane
capacitance branch (C.) and a membrane
resistance branch (R_) with a battery
representing the resting potential ()

(see Sections 2.7 and 2.8). The right part
represents the ACh-induced current, with a
K* path and a Na* path (with a resistance
of 1/g4 and 1/g,,, respectively) in parallel.
After the switch is turned on (green arrow)
by ACh release, the current that passes
through the Na* path is much larger than
the current that passes through the K*
path because the driving force for Na+

(= Eng — Vi» Where E is the equilibrium
potential for Na*, and V_ is the membrane
potential; see Section 2.5) is far greater
than the driving force for K* (= V| — E,
where E is the equilibrium potential for
K*). Positive current flows inside the cell,
discharges the membrane capacitance,
and depolarizes the membrane potential.
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We can see from the above formula that if the conductance for Na* and K* were
equal (g./g = 1), E,,, would simply be an average of E, and E;. Suppose the
ionic concentrations across the muscle membrane are the same as our model
neuron in Figure 2-12A, with E;. = -85 mV and E, = +58 mV, then E__ should be
-13.5 mV. However, since E,, = 0 mV as determined in Figure 3-17C, we can cal-
culate that g,/ g is approximately 1.5; in other words, the channel thatis opened
upon ACh binding has higher conductance for Na* than for K*.

3.13 The skeletal muscle acetylcholine receptor is a ligand-gated
ion channel

A deeper understanding of the nature of the ACh-induced conductance change
requires the identification of the postsynaptic acetylcholine receptor (AChR)
and the ion channel whose conductance is coupled to ACh binding. Further stud-
ies indicated that muscle AChR is itself the ion channel. Just as the neuromuscu-
lar junction served as a model synapse because of its experimental accessibility,
the AChR became a model neurotransmitter receptor because of its abundance,
particularly in the electric organ of the Torpedo ray, which is highly enriched for
an AChR similar to that from the skeletal muscle. Biochemical purification and
subsequent cloning of the Torpedo AChR revealed that it consists of five subunits:
two a, one 3, oney, and one 3 (Figure 3-19A). Each AChR contains two ACh bind-
ing sites, which are respectively located at the a-y and 03 subunit interfaces. Both
sites need to bind ACh in order for the channel to open. Evidence in support of
this heteropentameric receptor as the ACh-activated channel came from a recon-
stitution experiment in the Xenopus oocyte. Co-injection of mRNAs encoding all
four AChR subunits into the frog oocyte caused the oocyte, which normally does
not respond to ACh, to produce an inward current in response to ACh iontopho-
resis in voltage clamp experiments. This ACh-induced inward current was revers-
ibly blocked by the AChR antagonist (agent that acts to counter the action of an
endogenous molecule) curare (see Box 3-2 for more details on curare); washing
out the curare restored the inward current (Figure 3-19B). Omitting mRNA for any
of the AChR subunits abolished the ACh-induced inward current in the oocyte
expression system.

The three-dimensional structure of the Torpedo AChR has been determined
by high-resolution electron microscopy (Figure 3-20). All AChR subunits con-
tain four transmembrane helices, with the M2 helices from all subunits lining the
ion conduction pore. The transmembrane helices form a hydrophobic barrier or
‘gate’ when AChR is closed, preventing ion flow. ACh binding induces the rotation
of the o subunits, which causes an alternative conformation of the M2 helices and
opens the gate to allow the passage of cations.

To summarize synaptic transmission at the vertebrate neuromuscular junc-
tion: action potentials trigger ACh release from motor axon terminals. ACh mole-
cules diffuse across the synaptic cleft and bind to postsynaptic AChRs, which
are highly concentrated on the muscle membrane directly apposing the motor
axon terminal. Upon ACh binding, muscle AChRs produce a nonselective cation

(A) Na* (8)

ACh iontophoresis ACh + curare ACh + curare washout
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Figure 3-19 Composition of the acetylcholine receptor (AChR). (A) voltage clamp setup in response to ACh application: ACh application
Schematic illustrating the subunit composition of AChR. The two ACh led to an inward current (left), which was blocked by curare, an AChR
binding sites are at the o~y and 0—3 subunit interfaces. (B) Functional inhibitor (middle), but was reversed after curare was washed out (right).
expression of AChR was achieved by injecting mRNAs encoding the The membrane potential was held at -60 mV. (B, adapted from Mishina
four AChR subunits into Xenopus oocytes. Top traces, current used for M, Kurosaki T, Tobimatsu T et al. [1984] Nature 307:604-608. With

iontophoresis of ACh. Bottom traces, inward current measured in a permission from Macmillan Publishers Ltd.)
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Figure 3-20 AChR structure and gating model. (A) Structure of a-subunit (red). This rotation triggers a conformational change in the
Torpedo AChR in a closed state at a resolution of 4 A as determined transmembrane helix M2 that lines the ion conduction pore, leading
by electron microscopy. Left, a surface view from the extracellular to the opening of the ion gate. Dotted lines with circled Gs (for glycine
side. The tryptophan in the a subunit implicated in ACh binding is residues) indicate that M2 is connected with the rest of the protein by
highlighted in gold. Only the extracellular portions are colored. Right, flexible loops. (A, from Unwin N [2005] J Mol Biol 346:967-989. With
a side view showing the transmembrane helices. The front a and y permission from Elsevier Inc.; B, adapted from Miyazawa A, Fujiyoshi
subunits are highlighted in color. (B) A model for AChR activation. ACh Y & Unwin N [2003] Nature 423:949-955. With permission from
binding induces a rotation of part of the extracellular domain of the Macmillan Publishers Ltd.)

conductance that causes more Na* influx than K* efflux and thus produces
depolarization in the form of an EPP. When this depolarization reaches threshold
the muscle cell fires action potentials, which results in muscle contraction. We
will study the mechanisms of muscle contraction in Section 8.1.

While the open probability of the voltage-gated Na* and K* channels we
studied in Chapter 2 isincreased by depolarization, the open probability of muscle
AChR channels is increased by ACh binding but not by changes in the membrane
potential. The conductance (I/V) is mostly constant across different voltages,
as can be seen by the near linear I-V curve in Figure 3-17C. The muscle AChR
is therefore called a ligand-gated ion channel, and is the prototype of a large
family of ligand-gated ion channels (see Table 2-2). Most ligands in the ligand-
gated channels are extracellular neurotransmitters such as ACh; however, ligand-
gated channels also include channels that are gated by intracellular signaling
molecules, some of which will be discussed in later sections.

3.14 Neurotransmitter receptors are ionotropic or metabotropic

Following the pioneering work on vertebrate skeletal muscle AChRs, receptors
for several other neurotransmitters were found to be ion channels. All neuro-
transmitter-gated ion channels in vertebrates belong to one of three subfamilies.
GABA-, glycine-, and serotonin-gated ion channels are in the same subfamily
as muscle AChRs (Figure 3-21, left), with five subunits each possessing four
transmembrane segnients. Glutamate-gated ion channels constitute a second
subfamily, with four subunits each possessing three transmembrane segnients
(Figure 3-21, middle). Finally, ATP can be used as a neurotransmitter in some
neurons, and ATP-gated ion channels are trimers each having just two trans-
membrane segments (Figure 3-21, right).

Neurotransmitter receptors that function as ion channels, which allow
rapid communication across the synapse, are also called ionotropic receptors
(Figure 3-22A). For example, the direct gating of the muscle AChR channel by
ACh transmits electrical signals from presynaptic neuron to postsynaptic mus-
cle within a few milliseconds (see Figure 3-1C; Figure 3-17B). lonotropic recep-
tors are mostly synonymous with the ligand-gated ion channels introduced in
the previous section. Both terms encompass receptors that are gated by ligands



92 CHAPTER 3  Signaling across synapses

Figure 3-21 Three families of ionotropic
receptors in vertebrates. Left, like the
ionotropic AChR (see Figure 3-20), each
subunit of the ionotropic GABA receptor,
glycine receptor, and serotonin receptor
spans the membrane four times. Five
subunits constitute a functional receptor
with two neurotransmitter-binding sites
(stars). Middle, an ionotropic glutamate
receptor has four subunits and four
neurotransmitter-binding sites; each
subunit spans the membrane three
times. Right, an ionotropic P2X receptor
consists of three subunits, each of which
features an ATP-binding site and spans
the membrane twice. (Hille [2001] lon
Channels of Excitable Membranes. With
permission from Sinauer.)

Figure 3-22 lonotropic and metabotropic
neurotransmitter receptors. (A) lonotropic
receptors are ion channels that are gated
by neurotransmitters. Neurotransmitter
binding causes membrane potential
change within a few milliseconds.

(B) Metabotropic receptors act through
intracellular second messenger systems
to regulate ion channel conductance.
Neurotransmitter binding causes
membrane potential change in tens of
milliseconds to seconds.

side view: one subunit

AChR, GABA,R, GlyR, 5-HT;R ATP-associated P2X
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(neurotransmitters) and conduct ion passage across the membrane; the choice of
which term to use depends on whether the properties of the receptor or the chan-
nel are being emphasized.

In contrast to the fast-acting ionotropic receptors, metabotropic receptors
(Figure 3-22B), when activated by neurotransmitter binding, trigger intracellu-
lar signaling cascades to regulate ion channel conductance, and thus modulate
membrane potential indirectly. (The intracellular signaling molecules are often
referred to as ‘second messengers, as opposed to the ‘first messengers, the extra-
cellular ligands.) Accordingly, they operate over a longer timescale ranging from
tens of milliseconds to seconds. In addition, unlike ionotropic receptors, which
are mostly concentrated in the postsynaptic density across the synaptic cleft from
the presynaptic active zone, metabotropic receptors are typically not concen-
trated at the postsynaptic membrane apposing the synaptic presynaptic active
zone, and therefore are termed “extrasynaptic”

Many neurotransmitters have both ionotropic and metabotropic receptors
(Table 3-3). For example, ACh can act on metabotropic receptors in addition to
the ionotropic AChR we just studied. To distinguish between the two receptor
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Table 3-3: lonotropic and metabotropic neurotransmitter receptors encoded by the human genome

lonotropic
Neurotransmitter

Metabotropic

Name Number of genes Name Number of genes
Acetylcholine nicotinic ACh receptor 16 muscarinic ACh receptor 5
NMDA receptor 7 i
Glutamate AMPA receptor gizapt;g:rz)rgglilqt;tamate 8
others 7
GABA GABA, receptor ale) GABA; receptor 2
Glycine glycine receptor
ATP P2X receptor P2Y receptor 8
Serotonin (5-HT) 5-HT, receptor 5 5—HT1, 2. 4,6, 7 eceptors 13
Dopamine dopamine receptor 5
. ) ) ) o-adrenergic receptor 6
Norepinephrine (epinephrine) -
B-adrenergic receptor 8
Histamine histamine receptor 4
Adenosine adenosine receptor 3
Neuropeptides neuropeptide receptors dozens

Abbreviations: GABA, y-aminobutyric acid; P2X receptor, ATP-gated ionotropic receptor; P2Y, ATP-gated metabotropic receptor; 5-HT,R, serotonin
(5-hydroxytryptamine) receptor subtype #; ACh, acetylcholine; NMDA, N-methyl-D-aspartate; AMPA, 2-amino-3-hydroxy-5-methylisoxazol-4-propanoic acid.

Data from the IUPHAR (International Union of Basic and Clinical Pharmacology) database (www.iuphar-db.org).

types, we refer to them according to their specific agonists (agents that mimic
the action of an endogenous molecule such as a neurotransmitter). Hence, iono-
tropic AChRs are called nicotinic AChRs because they are potently activated by
nicotine. Nicotinic AChRs are expressed not only in muscles, but also in many
neurons in the brain, where nicotine acts as an addictive stimulant. Metabotropic
AChRs are called muscarinic AChRs because they are activated by muscarine, a
compound enriched in certain mushrooms.

In the following sections, we highlight the actions of key ionotropic and
metabotropic receptors for major neurotransmitters in the CNS (Table 3-3).

3.15 AMPA and NMDA glutamate receptors are activated by
glutamate under different conditions

Ionotropic glutamate receptors are responsible for the fast action of glutamate,
the major excitatory neurotransmitter in the vertebrate CNS. Indeed, glutamater-
gic excitatory synapses account for the vast majority of synapses in the vertebrate
CNS: virtually all neurons—whether they are excitatory, inhibitory, or modula-
tory—express ionotropic glutamate receptors and are excited by glutamate.

Similar to muscle AChR, ionotropic glutamate receptors are cation channels
that do not select between Na* and K*, with a reversal potential near 0 mV. Under
physiological conditions, glutamate binding to ionotropic glutamate receptors
produces an inward current called the excitatory postsynaptic current (EPSC)
(Figure 3-23, top), as more positively charged ions flow into the cell than out
of it. This is analogous to the end-plate current we saw at the neuromuscular
junction (see Figure 3-17). The inward current produces a transient depolariza-
tion in the postsynaptic neuron called the excitatory postsynaptic potential
(EPSP) (Figure 3-23, bottom), analogous to the EPP at the neuromuscular junc-
tion. The recordings shown in Figure 3-23 were made in acutely prepared brain
slices (fresh sections of brain tissue about a few hundred micrometers thick) that
preserve local three-dimensional architecture and neuronal connections while
allowing experimental access, such as whole-cell patch recording of individual
neurons and control of extracellular media.

Historically, ionotropic glutamate receptors have been divided into three
subtypes that are named for their selective responses to three agonists: AMPA

excitatory postsynaptic current (EPSC)

50 pA

100 ms

excitatory postsynaptic potential (EPSP)

100 ms

Figure 3-23 Excitatory postsynaptic
current (EPSC) and excitatory
postsynaptic potential (EPSP) at a
glutamatergic synapse. Representative
EPSC (top) and EPSP (bottom) recorded
using whole-cell patch clamping from
hippocampal pyramidal neurons in an

in vitro slice preparation, in response to
electrical stimulation of glutamatergic
input axons. The EPSC was recorded in a
voltage clamp mode when the membrane
potential was held at <90 mV, and the
EPSP was recorded in a current clamp
mode (see Box 13-2 for details). The
vertical ticks before the EPSC and EPSP
are artifacts of electrical stimulation.
(Adapted from Hestrin S, Nicoll RA, Perkel
DJ et al. [1990] J Physiol 422:203-225.)
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Figure 3-24 Properties of AMPA and
NMDA subtypes of ionotropic glutamate
receptors. (A) When the postsynaptic
neuron (represented by a dendritic spine)
is near the resting potential, glutamate
(GLU) released from the presynaptic
neuron opens only the AMPA receptor
channel (AMPAR), causing Na* entry

and producing excitatory postsynaptic
potentials (EPSPs). The NMDA receptor
channel (NMDAR) is blocked by external
Mg2* and therefore cannot be opened

by glutamate binding alone. (B) When
the postsynaptic neuron is depolarized,
the Mg2* block is relieved. Both NMDAR
and AMPAR can now be opened by
glutamate binding. The NMDAR is highly
permeable to Ca2*. For simplicity, the
smaller K* efflux through open AMPAR and
NMDAR channels is omitted. (Adapted
from Cowan WM, Sudhof TC & Stevens
CF [2001] Synapses. Johns Hopkins
University Press.)
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Figure 3-25 Current-voltage relationship
of the NMDA receptor in the presence or
absence of external Mg2*. Blue curve, in
Mg2*free media, the conductance of the
NMDA receptor is nearly constant between
—-60 mV and +60 mV, as indicated by

the near linear slope of the [-V curve.

This indicates that the NMDA receptor

per se is not gated by voltage, similar

to the nicotinic acetylcholine receptor
(see Figure 3-17C). Red curve, the
presence of physiological concentrations
of extracellular Mg2* markedly diminishes
the inward current at negative membrane
potentials, because Mg2* blocks cation
influx. Data were obtained using whole-cell
patch recording of cultured mouse
embryonic neurons. (Adapted from Nowak
L, Bregestovski P & Ascher P [1984]
Nature 307:462-465. With permission
from Macmillan Publishers Ltd.)
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(2-amino-3-hydroxy-5-methylisoxazol-4-propanoic acid), kainate (kainic acid),
and NMDA (N-methyl-D-aspartate). Molecular cloning of these receptors revealed
that they are encoded by distinct gene subfamilies of ionotropic glutamate recep-
tors (see Table 3-3). Because the properties of AMPA and kainate receptors are
more similar to each other, they are collectively called non-NMDA receptors. In
contrast, NMDA receptors have distinctive properties. Below we use the AMPA
and NMDA receptors to illustrate these differences.

AMPA receptors are the fast glutamate-gated ion channels that conduct Na*
and K*. Depending on the subunit composition, some AMPA receptors are also
permeable to Ca®* in addition to Na* and K* (see below). They mediate synap-
tic transmission at the glutamatergic synapses when the postsynaptic neuron is
near the resting potential. Because the driving force of Na* is much greater than
that of K* near the resting potential, AMPA receptor opening causes a net influx
of positively charged ions, resulting in depolarization of postsynaptic neurons
(Figure 3-24A).

NMDA receptors have the unusual property of not only being gated by glu-
tamate but also being influenced by the membrane potential; they also require
glycine as a co-agonist. However, the mechanism by which membrane potential
affects NMDA receptor conductance is different from the voltage-gated Na* and
K* channels discussed in Chapter 2. At the extracellular face of the membrane,
the mouth of the NMDA receptor is blocked by Mg?* at negative potentials, such
that the channel remains closed despite glutamate binding (Figure 3-24A).
However, depolarization of the postsynaptic membrane relieves the Mg?* block
(Figure 3-24B). In the absence of external Mg?*, the NMDA receptor conductance
is not affected by the membrane potential, as can be seen by the near linear I-V
curve (Figure 3-25, blueline), similar to the I-V curve for AChR (see Figure 3-17C).
By contrast, under physiological external Mg?* condition, the conductance is
greatly reduced when the membrane potential is negative (Figure 3-25, red line).
Thus, the NMDA receptor acts as a coincidence detector, and opens only in
response to concurrent presynaptic glutamate release and postsynaptic depolar-
ization. This property is very important in synaptic plasticity and learning, as well
as activity-dependent wiring of the nervous system, subjects we will return to in
Chapters 5 and 10. Once opened, the NMDA receptors have high Ca®* conduc-
tance. While AMPA receptors provide initial depolarization to release the Mg?*
block of nearby NMDA receptors—these two glutamate receptors are often co-
expressed in the same postsynaptic site—NMDA receptors contribute additional
depolarization alongside AMPA receptors. Importantly, Ca?* influx via NMDA
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receptors contributes to many biochemical changes in postsynaptic cells, as will
be discussed later in the chapter.

Structural studies have revealed how glutamate receptor subunits are
arranged and how ligand binding might trigger channel opening. All ionotropic
glutamate receptors are composed of four subunits (see Figure 3-21). Each sub-
unit consists of several modular domains (Figure 3-26): an amino terminal
domain, a ligand-binding domain, a transmembrane domain that comprises
three membrane-spanning helices (M1, M3, and M4) plus an additional pore
loop (M2), and a carboxy-terminal intracellular domain. AMPA receptors can
form functional homo-tetramers (composed of four identical subunits) although
they are usually found in vivo as hetero-tetramers of two or more of the four vari-
ants, GluAl, GluA2, GluA3, and GluA4. Crystal structures of tetramers composed
of GluA2 suggest that glutamate binding results in a large conformational change
in the ligand-binding domain, which causes a corresponding conformational
change in the adjacent transmembrane domain to open the ion conductance
pore. NMDA receptors are obligatory hetero-tetramers composed of two GluN1
(also called NR1) subunits, each with a binding site for the co-agonist glycine, and
two GluN2 (also called NR2) subunits, each with a glutamate-binding site. GluN1
is encoded by a single gene, whereas GluN2 has four variants, GluN2A, GluN2B,
GluN2C, and GluN2D, encoded by four separate genes.

The subunit composition of both AMPA and NMDA receptors has important
functional consequences. For example, most AMPA receptors contain the GluA2
subunit; most GluA2-containing AMPA receptors are impermeable to Ca?* due to
a post-transcriptional modification called RNA editing, which changes the mRNA
sequence encoding a key residue in GluA2’s channel pore. AMPA receptors that
lack GluA2 or contain unedited GluA2 subunits are permeable to Ca?* (though
not as permeable as are the NMDA receptors). AMPA receptors that lack GluA2
are also susceptible to a voltage-dependent block by intracellular polyamines,
preventing Na* influx when the neuron becomes more depolarized. These AMPA
receptors are thus inward-rectifiers analogous to the inward-rectifier K* channels
we discussed in Box 2-4. NMDA receptors containing different GluN2 variants
also have distinct channel conductances and cytoplasmic signaling properties,
and bind differentially to postsynaptic scaffolding proteins (see the next section).
Combinations of different subunits thus offer both AMPA and NMDA receptors
a rich repertoire of functional and regulatory properties. Indeed, the subunit
compositions of AMPA and NMDA receptors differ in different types of neurons,
undergo developmental changes in the same types of neurons, and can be regu-
lated by synaptic activity.

3.16 The postsynaptic density is organized by scaffolding
proteins

Just as the presynaptic terminal is highly organized by active-zone scaffold
proteins (see Section 3.7), the postsynaptic density is highly organized
by postsynaptic proteins. At the glutamatergic synapses, for example, the
postsynaptic density consists of not only glutamate receptors but also a large
number of associated proteins (Figure 3-27). These include (1) trans-synaptic
adhesion proteins that align active zones with postsynaptic densities (see also
Section 3.7), (2) proteins that participate in signal transduction cascades, and
(3) a diverse array of scaffolding proteins that connect the glutamate receptors
and trans-synaptic adhesion molecules to signaling molecules and cytoskeletal
elements. The resulting protein network controls glutamate receptor localization,
density, trafficking, and signaling, all of which affect synaptic transmission and
synaptic plasticity. Synaptic scaffolds are also present in GABAergic postsynaptic
terminals, utilizing scaffolding proteins that only partially overlap with those
found in glutamatergic synapses. We will learn more about the postsynaptic
density protein network in the context of development and synaptic plasticity in
Chapters 7 and 10, and how their dysfunction contributes to brain disorders in
Chapter11.
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Figure 3-26 Schematic organization of
an ionotropic glutamate receptor. Each
of the four subunits of the ionotropic
glutamate receptor (only one is shown
here) is composed of an amino-terminal
domain (ATD), a ligand-binding domain
(LBD), a transmembrane domain (TMD),
and a carboxy-terminal intracellular
domain (red). The line represents the
polypeptide chain from the extracellular
amino terminus (NH,) to the intracellular
carboxy-terminus (COOH). The M1-M4
cylinders represent helices that span
across (M1, M3, M4) or loop into (M2) the
plasma membrane. The cartoon is based
on the crystal structure of a homotetramer
of GIuA2. (Adapted from Sobolevsky Al,
Rosconi MP & Gouaux E [2009] Nature
462:745-756. With permission from
Macmillan Publishers Ltd.)
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Figure 3-27 The organization of
postsynaptic density at the glutamatergic
synapse. At the cell surface, the
postsynaptic density of a mature
glutamatergic synapse is enriched in AMPA
and NMDA glutamate receptors (AMPAR
and NMDAR), as well as trans-synaptic cell
adhesion molecules such as cadherins
and neuroligins (which respectively bind

to presynaptic cadherins and neurexins;
see Figure 3-10). Named for their
localization to the postsynaptic density
and their molecular weight, the scaffolding
proteins of the PSD-95 family bind to many
proteins, including the GIuN2 subunit

of the NMDAR, the AMPAR-associated
TARPs (transmembrane AMPAR regulatory
proteins), the synaptic adhesion molecule
neuroligins, the signal-transducing enzyme
CaMKiIl, and other scaffolding proteins that
bind to metabotropic glutamate receptors
(mGIuR) and other postsynaptic density
proteins (not shown). The diagram only
depicts a subset of known components
and interactions in the postsynaptic
density. (Adapted from Sheng M & Kim E
[2011] Cold Spring Harb Perspect Biol
3:a005678.)
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We use one of the most abundant scaffolding proteins at the glutamatergic
synapse, PSD-95 (postsynaptic density protein-95 kDa), to illustrate the
organizational role of scaffolding proteins in the dendritic spine where
glutamatergic synapses are usually located (Figure 3-27). PSD-95 contains
multiple protein-protein interaction domains, including three PDZ domains,
which bind to C-terminal peptides with a specific sequence motif that occurs
in many transmembrane receptors. (PDZ is an acronym for three proteins that
share this domain: PSD-95 originally identified from biochemical analysis of the
postsynaptic density; Discs-large in Drosophila that regulates cell proliferation
and is also associated with the postsynaptic density; and ZO-1, an epithelial
tight junction protein.) These protein-protein interaction domains enable
PSD-95 to bind directly to the GluN2 subunit of the NMDA receptor, a family
of AMPA receptor-associated proteins called TARPs (transmembrane AMPA
receptor regulatory proteins), the trans-synaptic adhesion molecule neuroligin,
and Ca2+/calmodulin-dependent protein kinase II (CaMKII, an enzyme highly
enriched in postsynaptic densities, whose role in signal transduction will be
introduced in Section 3.20). PSD-95 also binds other PDZ-domain-containing
scaffolding proteins that in turn associate with other postsynaptic components
such as metabotropic glutamate receptors and the actin cytoskeleton. Thus, the
scaffold protein network stabilizes neurotransmitter receptors at the synaptic
cleft by placing them close to the trans-synaptic adhesion complex apposing the
active zone (see Figure 3-10), brings enzymes (for example, CaMKII) close to
their upstream activators (for example, Ca?* entry through the NMDA receptor)
and downstream substrates, and organizes the structure of the dendritic spine
by bridging the trans-synaptic adhesion complex and the underlying actin
cytoskeleton.

3.17 lonotropic GABA and glycine receptors are Cl- channels that
mediate inhibition

The role of inhibition in nervous system function was first established in the
study of spinal cord reflex over a century ago (see Section 1.9). In the 1950s, when
intracellular recording techniques were applied to the study of spinal motor neu-
rons, it was found that stimulating their inhibitory input axons resulted in a rapid
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membrane potential change due to current flow across the motor neuron mem-
brane. These current and membrane potential changes are called the inhibitory
postsynaptic current (IPSC) and inhibitory postsynaptic potential (IPSP),
respectively. In a revealing experiment (Figure 3-28), the membrane potential of
the motor neuron was set by the experimenter at different initial values by inject-
ing currents through an electrode, while the membrane potential was measured
by a second electrode in response to stimulation of its inhibitory input axons. It
was found that when the initial membrane potential was equal to or more depolar-
ized than the resting potential of —70 mV or so, stimulation of the inhibitory input
caused hyperpolarization, whereas when the initial membrane potential was set
more hyperpolarized than —-80 mV, stimulation of the inhibitory input produced
depolarization. The reversal potential, around —-80 mV, is close to the equilibrium
potential for CI” (E), suggesting that the IPSC is carried by CI- flow. Indeed, by
increasing intracellular CI- concentration, the reversal potential became less
negative following the change of E_, as predicted from the Nernst equation. This
experiment suggested that inhibition of the spinal motor neuron is mediated by
an increase of CI” conductance across the motor neuron membrane.

Subsequent studies have shown that the fast inhibitory action is mediated by
the neurotransmitters glycine (used by a subset of inhibitory neurons in the spinal
cord and brainstem) and GABA (used by most inhibitory neurons), which act on
ionotropic glycine receptors or GABA, receptors, respectively. The structure
of GABA, receptors is similar to that of the nicotinic AChRs (see Figure 3-20),
consisting of a pentamer with two o subunits, two § subunits, and one y subunit.
Each subunit has multiple isoforms encoded by several genes (see Table 3-3),
and other subunits such as  and ¢ can be used in lieu of y. Many pharmaceutical
drugs act on GABA, receptors to modulate inhibition in the brain. As we will
learn in Chapter 11, the most widely used anti-epilepsy, anti-anxiety, and sleep-
promoting drugs bind to and enhance the functions of GABA, receptors. Glycine
receptors are also composed of a pentamer with two o subunits. Both GABA,
and glycine receptors are ligand-gated ion channels that are selective for anions,
primarily Cl-.

How does an increase of Cl- conductance that results from the opening of
GABA, (or glycine) receptor channels on postsynaptic neurons cause inhibition?
In most neurons, E, is slightly more hyperpolarized than the resting potential as
in the case of the spinal motor neuron we just studied. Thus, an increase of Cl-
conductance causes Cl-influx (which is equivalent to an outward current because
Cl carries a negative charge), resultingin a small hyperpolarization (Figure 3-29A,
left panel). Importantly, if the neuron also receives simultaneously an excitatory
input (for example, opening of glutamate receptor channels), which produces
an EPSP, the relatively depolarized potential increases the driving force for CI~
influx. This increases the outward current triggered by GABA, which counters the
EPSP-producing inward current, making it more difficult for the cell’s membrane
potential to reach the threshold for firing action potentials (Figure 3-29A, middle
and right panels).

The interaction of excitatory and inhibitory input can also be seen in an elec-
trical circuit model, where each is represented by a branch consisting of a switch
(representing neurotransmitter release), a conductance (g, or g representing
EPSC or IPSC conductance), and a battery (representing the reversal potential
for the excitatory glutamate receptors, E,__, or the GABA, receptor, which
equals E.). When only the inhibitory input is switched on, because E, is more
hyperpolarized than the resting potential (E ), a small outward current is prod-
uced from the g branch, resulting in a small hyperpolarizing IPSP (Figure 3-29B,
left). When only the excitatory input is switched on, a large inward current is
produced from the g, branch because E__ ., is much more depolarized than E,,
resulting in a large depolarizing EPSP (Figure 3-29B, middle). When both the
excitatory and the inhibitory inputs are switched on, part of the inward current in
the g, branch flows outward through the g, branch (Figure 3-29B, right), leading
to a smaller depolarization effect than when the g, branch is active alone. Indeed,
as can be seen from the circuit model, even when E, equals E,, which means that
there is no net influx or efflux of CI- at rest, GABA,, receptor opening creates an
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Figure 3-28 Inhibitory postsynaptic
potentials (IPSPs). Top, experimental
setup. Two electrodes were inserted

into a spinal motor neuron, one for
passing current to change the holding
membrane potential, and the other to
measure the membrane potential in
response to electrical stimulation of the
inhibitory input. Bottom, IPSPs recorded
at four different holding membrane
potentials. Each record represents the
superposition of about 40 traces. At the
membrane potentials of —74 mV or above,
stimulation of inhibitory input resulted

in hyperpolarizing IPSPs, with increasing
amplitudes as the membrane potentials
became less negative. At the membrane
potentials of -82 mV or below, stimulation
of inhibitory input resulted in depolarizing
IPSPs, with increasing amplitudes as

the membrane potentials became

more negative. (Graphs adapted from
Coombs JS, Eccles JC & Fatt P [1955]

J Physiol 130:326-373.)
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Figure 3-29 The inhibitory effect of CI- conductance mediated by
GABA, receptor. (A) In this neuron, the CI- equilibrium potential, E,

is slightly more hyperpolarized than the resting potential. Left, IPSP
from GABA, receptors causes hyperpolarization of this postsynaptic
neuron toward E,. Middle, EPSP from glutamate receptors causes
depolarization of the postsynaptic neuron, as the reversal potential

at ~0 mV is far above the resting potential. If the amplitude of EPSP
exceeds the threshold, it produces an action potential. Right, IPSP can
cancel the effect of EPSP when both excitatory and inhibitory inputs
are present at the same time, thus preventing the postsynaptic neuron
from firing. (B) Circuit models for the three situations in panel A. To the
resting neuronal model represented by the membrane capacitance (C,),
resistance (R, and resting potential (E,), two additional branches are
added, which represent the inhibitory and excitatory neurotransmitter
receptors with conductance of g; and g, when neurotransmitter binding
opens the receptor channels. Left, when only the inhibitory branch

is switched on (GABA release activating GABA, receptors), a small
outward current results (vertical upward arrow) because E, is more
hyperpolarized than E,. This causes more charges to build up at C,
thus hyperpolarizing the membrane potential (V, ). Middle, when only
the excitatory branch is switched on (glutamate release activating
glutamate receptors), a large inward current results (vertical downward
arrow) because the reversal potential for the excitatory ionotropic
glutamate receptors (E, ) is far more depolarized than E,. This causes
discharge of C,, thus depolarizing the membrane potential. Right, when
both the inhibitory and excitatory branches are switched on (GABA and
glutamate are released at the same time), a large fraction of the inward
current in the excitatory branch is diverted by the outward current in
the inhibitory branch. As a result, the current to discharge C, (dashed
arrow) is smaller. (Note that the more depolarized V,, is, the larger the
outward current is due to the larger driving force for CI).

extra path that tends to hold the membrane potential near E, so as to counteract
the inward current created by the excitatory input, and therefore diminishes the
voltage change across the membrane. This so-called ‘shunting’ contributes to
GABA’s potent inhibitory effect.

A noteworthy exception to GABA’s inhibitory effects can occur in developing
neurons. The intracellular CI~ concentration is high in many developing neurons
because their Cl- exchangers (see Figure 2-12B) are not yet fully expressed. When
the intracellular CI” concentration is sufficiently elevated, E., is substantially
more depolarized than the resting potential so that an increase of CI- conduc-
tance results in CI- efflux, causing depolarization that can exceed the threshold
for action potential generation. Under these circumstances, GABA can act as an
excitatory neurotransmitter.

As we will learn soon, another inhibitory action of GABA is mediated by
metabotropic GABA; receptors, which usually act through intracellular signal-
ing pathways to cause the opening of K* channels. Because E is always more
negative than the resting potential, opening of K* channels always causes hyper-
polarization, making the neurons less likely to reach the threshold for an action
potential in response to excitatory input. GABA receptors are not only distinct
from GABA, receptors in the channels that they open but as metabotropic recep-
tors they are also distinct in their mode of action.
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3.18 All metabotropic neurotransmitter receptors trigger
G protein cascades

We now turn to metabotropic receptors, which act through intracellular signaling
pathways rather than mediatingion conduction directly (see Figure 3-22B). These
receptors, all of which belong to the G-protein-coupled receptor (GPCR) super-
family, participate in signaling cascades that involve a heterotrimeric guanine
nucleotide-binding protein (trimeric GTP-binding protein, or simply G protein).
ACh, glutamate, and GABA all bind to their own metabotropic receptors: musca-
rinic AChRs, metabotropic GluRs (mGluRs), and GABA; receptors, respectively,
each with several variants. Additional GPCRs include the receptors for dopamine,
norepinephrine, serotonin (most subtypes), ATP (P2Y subtypes), adenosine, and
all neuropeptides (see Table 3-3), as well as the sensory receptors for vision, taste,
and olfaction that we will study in Chapters 4 and 6. Indeed, GPCRs constitute the
largest gene family in mammals that encompass receptors of diverse functions
(Figure 3-30). GPCRs are crucial for neuronal communication, for responding
to external stimuli, and for regulating many other physiological processes. Many
pharmaceutical drugs currently in use target GPCRs, demonstrating their impor-
tance to human physiology and health.

All GPCRs share a common structure with seven transmembrane helices
(Figure 3-31A). Almost all GPCRs are activated by binding of specific extracell-
ular ligands. (The notable exception is rhodopsin in photoreceptors, which is
activated by light absorption, as will be discussed in greater detail in Chapter 4.)
Ligand binding triggers conformational changes in the transmembrane helices
and allows the cytoplasmic domain to associate with a trimeric G protein complex
consisting of three different subunits: Ga, GB, and Gy (Figure 3-31B).

Prior to GPCR activation, the G protein heterotrimer preassembles and binds
GDP via the Ga nucleotide-binding site (Figure 3-31C, Resting state). Because Ga
and Gy are both lipid-modified, this ternary complex associates with the plasma
membrane. Ligand activation of the GPCR triggers the binding of its cytoplasmic
domain to Ga. This stabilizes a nucleotide-free conformation of Ga and thereby
catalyzes the replacement of GDP with GTP (Figure 3-31C, Steps 1 and 2). Next,
GTP binding causes Ga to dissociate from Gfy. Depending on the cellular context,
Ga-GTP, Gy, or both can trigger downstream signaling cascades (Figure 3-31C,
Step 3). Go not only binds to GDP and GTP but also carries an intrinsic GTPase
activity that hydrolyzes GTP to GDP. This GTPase activity provides a built-in term-
ination mechanism for G protein signaling (Figure 3-31C, Step 4), and is often
facilitated by additional proteins (see Box 3-3). GDP-bound Ga has a strong affin-
ity for GPy that promotes the reassembly of the ternary complex; this return to
the resting state (Figure 3-31C, Step 5) readies the trimeric G protein for the next
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Figure 3-30 The superfamily of
G-protein-coupled receptors (GPCRs) in
the human genome. The human genome
contains more than 700 GPCRs that

are separated into five major branches
according to sequence similarities of
their transmembrane domains. The dot
at the center represents the root of

the branches. Numbers in parentheses
indicate the number of genes within

a specific branch. Names of some
representative GPCRs discussed in this
book are given for each branch. The
GLUTAMATE branch includes mGluRs and
GABA, receptors, as well as sweet and
umami taste receptors. The FRIZZLED/
TAS2 branch includes bitter taste
receptors. The SECRETIN branch includes
neuropeptide corticotropin-releasing
factor (CRF) receptors involved in the
stress response. The ADHESION branch
includes several receptors that signal
across the synaptic cleft. The largest
branch, RHODOPSIN, is further divided
into four clusters. These include many
GPCRs important in neurobiology: opsins
and melanopsins for vision, and receptors
for serotonin, dopamine, acetylcholine
(muscarinic), and epinephrine/
norepinephrine (a cluster); many
neuropeptide receptors (B and vy clusters);
receptors for thyroid-stimulating hormone
(TSH), follicle-stimulating hormones
(FSH), and a large number of rapidly
evolving odorant receptors (3 cluster).
(Based on Fredriksson R, Lagerstrom MC,
Lundin LG et al. [2003] Mol Pharmacol
63:1256-1272.)
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Figure 3-31 Structure and signaling cascade of a G-protein-
coupled receptor (GPCR). (A) Primary structure of the f2-adrenergic
receptor, the first cloned ligand-gated GPCR. Each circle represents
an amino acid. All GPCRs span the lipid membrane seven times,
with the N-terminus on the extracellular side and C-terminus on the
intracellular side. (B) Crystal structure of the B2-adrenergic receptor
in complex with trimeric G protein. Green, 2-adrenergic receptor,
with seven transmembrane helices spanning the lipid bilayer; yellow,
agonist in its binding pocket; orange, Go; cyan, GB; blue, Gy. The
part of Ga in the foreground contains binding sites for GDP/GTP, GB,
and the B2-adrenergic receptor. The part of the Ga in the background
can swing relative to the part in the foreground, allowing exchange
of GDP and GTP (see panel C). (€) Schematic of the GPCR signaling
cascade. Resting state: The preassembled trimeric G protein in the

GDP-bound state associates with the plasma membrane because Ga
and Gy are covalently attached to lipids (zigzag lines). Step 1: Ligand
binding. Step 2: A conformational change of the GPCR induced by
ligand binding (R — R*) creates a binding pocket for Ga. R* (activated
GPCR) catalyzes the exchange of GDP for GTP on Ga.. Step 3: GTP-
bound Ga dissociates from R*, releasing Go-GTP and Gy to trigger
their respective effector proteins that transduce and amplify signals;
here, effector 1 is an ion channel that binds Gy, and effector 2 is

an enzyme that binds Ga-GTP. Step 4: The intrinsic GTPase activity

of Ga. converts Ga-GTP to Go-GDP. Step 5: Go-GDP re-associates with
GBy, returning to the resting state. (A, adapted from Dohiman HG,
Caron MG & Lefkowitz RJ [1987] Biochemistry 26:2657-2668; B & C,
adapted from Rasmussen SG, DeVree BT, Zou Y et al. [2011] Nature
477:549-555. With permission from Macmillan Publishers Ltd.)

round of GPCR activation cycle (Movie 3-3). GPCRs are the largest subfamily of
a superfamily of G proteins that alternate between GDP-bound and GTP-bound
forms to transmit cellular signals (Box 3-3).

3.19 A GPCR signaling paradigm: p-adrenergic receptors activate
cAMP as a second messenger

B-Adrenergic receptors (see Figure 3-31A, B) are the most extensively stud-

ied ligand-activated

GPCRs. They are activated by epinephrine and norepine-

phrine (also known as adrenaline and noradrenaline, from which the name of
the receptors originates). Whereas norepinephrine is produced by neurons and
acts as a neurotransmitter in both the CNS and the autonomic nervous system
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Box 3-3: G proteins are molecular switches

The G protein cycle outlined in Figure 3-31C is a universal
signaling mechanism of GPCRs, which are widely used in
many biological contexts. Indeed, the switch between a
GDP-bound form and a GTP-bound form defines the G pro-
tein superfamily, which includes not only trimeric G pro-
teins but also small monomeric GTPases such as the Rab,
Ras, and Rho families. These small GTPases resemble part
of the Ga subunit of the trimeric G protein. Rab GTPases
regulate different steps of intracellular vesicular trafficking
(see Section 2.1); we have encountered a family member,
Rab3, in the context of bridging the synaptic vesicle
with the presynaptic active zone scaffolding proteins
(see Figure 3-10). The Ras family of GTPases contains
key signaling molecules involved in cell growth and
differentiation. As will be discussed in Box 3-4, Ras GTPases
play crucial roles in transducing signals from the cell surface
to the nucleus. Rho GTPases are pivotal regulators of the
cytoskeleton; we will study them in the context of nervous
system wiring in Chapter 5.

All members of the G protein superfamily are molecular
switches. For the trimeric G proteins as well as the Ras and
Rho families of GTPases, the GDP-bound form is inactive
and the GTP-bound form is active in downstream signal-
ing. The transitions between the GTP-bound and GDP-
bound forms are usually facilitated by two types of proteins:
the guanine nucleotide exchange factors (GEFs), which
switch GTPases on by catalyzing the exchange of GDP for
GTP, and GTPase activating proteins (GAPs), which switch
GTPases off by speeding up the endogenous GTPase activ-
ity, converting GTP to GDP (Figure 3-32; Movie 3-4). As
will be discussed in Section 3.22, proper signal termination
is an important aspect of signaling.

In the context of trimeric G protein signaling discussed in
Section 3.18, ligand-activated GPCRs act as GEFs for the

upstream regulators

A
GAP X X GEF
H,0 @ GDP

|

downstream effectors

Figure 3-32 The GTPase cycle. GTPases cycle between a GDP-
bound form and a GTP-bound form. For signaling GTPases such as
trimeric G proteins as well as Ras and Rho subfamilies of small
GTPases, the GTP-bound form usually binds effectors and activates
downstream signaling. The guanine nucleotide exchange factor
(GEF) catalyzes the exchange of GDP for GTP, thus activating the
GTPases. The GTPase activating protein (GAP) speeds up the rate
at which the G protein’s endogenous GTPase activity hydrolyzes
the bound GTP, thus inactivating the GTPases. GEFs and GAPs are
regulated by upstream signals.

trimeric G proteins. By stabilizing the transition state of
the nucleotide-free conformation of Ga (Figure 3-31B),
GPCRs catalyze the exchange of GDP for GTP on Go. (Step 2
of Figure 3-31C). The reaction is driven in the direction of
Go-GTP production by the dissociation of Ga-GTP from
the GPCR and from Gfy. We will learn more about GAPs
in GPCR signaling in the context of visual transduction in
Chapter 4.

(see Section 3.11), epinephrine is produced primarily by chromaffin cells in the
adrenal gland, circulates through the blood, and acts as a hormone to medi-
ate systemic responses to extreme conditions, the so-called ‘fright, fight, and
flight' responses. (A small number of CNS neurons also produce epinephrine
as a modulatory neurotransmitter.) Classic biochemical studies demonstrated
that epinephrine activates PB-adrenergic receptors to produce an intracellu-
lar second messenger called cyclic AMP (cAMP). cAMP is synthesized from
ATP by the action of a membrane-associated enzyme called adenylate cyclase
(Figure 3-33). In fact, studies of mechanisms by which B-adrenergic receptors
activate adenylate cyclase, together with parallel investigations of the signal
transduction pathways downstream from rhodopsin activation (to be discussed
in Section 4.4), first led to the discovery that trimeric G proteins act as essential
intermediates in GPCR signaling.

Originally identified as a second messenger in the context of epinephrine
action, cAMP is a common downstream signal for many GPCRs. In Chapters 4
and 6, we will learn that cAMP and its cousin cyclic GMP (cGMP) can directly
gate ion channels in visual and olfactory systems. However, the most widely used
cAMP effector is the cAMP-dependent protein kinase (also called A-kinase,
protein kinase A, or PKA). PKA is a serine/threonine kinase, which means that
itadds phosphate onto specific serine or threonine residues of target proteins and
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Figure 3-33 Norepinephrine speeds up heart rate: GPCR signaling anchoring protein (AKAP). When all four cAMP binding sites on the
through cyclic AMP (cAMP) and protein kinase A (PKA). From left, regulatory subunits are occupied, the catalytic subunits are released from
norepinephrine binding to the B-adrenergic receptor activates G, a Ga. the complex, become active (C*), and phosphorylate their substrates.
variant, in the cardiac muscle cell. G-GTP associates with and activates In the cardiac muscle cell, a key PKA substrate is a voltage-gated Ca2*
the membrane-bound adenylate cyclase (AC). AC catalyzes the production channel. PKA phosphorylation of the Ca2* channel increases its open
of cAMP from ATR cAMP activates PKA. Each PKA consists of two probability, facilitating Ca2* influx. A rise in intracellular Ca2* increases
regulatory (R) and two catalytic (C) subunits. Each regulatory subunit cardiac muscle contraction and heart rate. The pathway from G, to PKA
contains two cAMP binding sites, and is associated with the Akinase activation is used in many other cellular contexts.

thereby changes their properties. PKA is composed of two regulatory and two cat-
alytic subunits; in the absence of cAMP, these subunits form an inactive tetramer
that is usually associated with various AKAPs (for A-kinase anchoring proteins)
located in specific parts of the cell. cAMP binding to the regulatory subunits trig-
gers the dissociation of the catalytic subunits from the regulatory subunits; the
catalytic subunits become free to phosphorylate their substrates (Figure 3-33;
Movie 3-5). PKA phosphorylates many substrates with short- or long-lasting
effects on neuronal excitability.

As a specific example, we discuss the mechanism by which norepinephrine
released from the axon terminals of neurons in the sympathetic nervous system
(a branch of the autonomic nervous system) induces cardiac muscle contraction
and increases heart beat rate. Norepinephrine binds to and activates the cardiac
muscle B-adrenergic receptor, which associates with a Ga variant called G, (for
stimulatory G protein). G_-GTP triggers cAMP production by binding to and acti-
vating an adenylate cyclase. Elevated cAMP levels lead to PKA activation. PKA
phosphorylates a voltage-gated Ca®* channel on the plasma membrane of cardiac
muscle, which increases its open probability. The increased Ca** entry through
the Ca?* channel facilitates the cardiac muscle cells to contract and speeds up the
heart rate (Figure 3-33). Thus, this signaling cascade provides a paradigm of how
a neurotransmitter (norepinephrine) elicits a physiological response (an increase
in heart rate) through a second messenger (cCAMP) and its downstream effectors
(PKA, voltage-gated Ca®* channel).

3.20 o and By G protein subunits trigger diverse signaling
pathways that alter membrane conductance

The human genome encodes twenty Ga, six G, and three Gy variants. Their dif-
ferent combinations give rise to a myriad of trimeric G proteins that are coupled
to different GPCRs and can trigger diverse signaling pathways. For example, in
addition to the G we just discussed, a variant of Ga called G, (for inhibitory G
protein) also binds to adenylate cyclase but inhibits its activity, resulting in a
decrease of intracellular cAMP concentration. Different Go variants are associ-
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