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DESPITE DECADES of investigation, the issue of the
function of the olivocerebellar system is still a

matter of fervent debate1. While some older hypotheses
such as the comparator hypothesis still receive atten-
tion2, the two major propositions in this field emphasize
the role of the inferior olive in learning and timing of
motor behavior3–8. In the present study, we approach
this issue from the perspective of the local network
inside the inferior olive. Does the unique organization
of the olivary microcircuitry give us a clue as to what
the olive is really doing?

The cerebellum and the inferior olive

The cerebellum receives information about peripheral
events and central processes through numerous pre-
cerebellar systems, which terminate in different layers
of the cerebellar cortex, predominantly as climbing and
mossy fibers. The inferior olive gives rise to all the
climbing fibers innervating the Purkinje cells, while
the Purkinje cells themselves are the sole source of the
ouput signals of the cerebellar cortex that reach the
central cerebellar and vestibular nuclei. The mammalian
inferior olive is composed of the principal olive, the
dorsal and medial accessory olives, and several smaller
subnuclei, such as the ventrolateral outgrowth, dorsal
cap of Kooy, Beta-nucleus and dorsomedial cell col-
umn9–11. In general, each olivary subnucleus projects
contralaterally to one or more longitudinal zones of
Purkinje cells and gives off collaterals to the central cer-
ebellar nucleus that receives its main Purkinje-cell input
from the same zone (or zones)12–14. Since the cerebellar

nuclei in turn project to that olivary subnucleus from
which they receive collaterals15–19, the direct connections
between them are reciprocally and topographically
organized20. The anatomical unit consisting of a par-
ticular Purkinje-cell zone with its specific olivary input
together with their innervation of the associated cerebel-
lar or vestibular nucleus, has been named a cerebellar
module13 (for details see Ref. 21).

The olivocerebellar mesodiencephalic loop

In addition to the olivocerebellar loops, which have
their basis in the cerebellar modules, there is another
three-element loop, which is superimposed on the olivo-
cerebellar system: the olivocerebellar mesodiencephalic
loop (Fig. 1). An important aspect of this loop is that the
cerebellar nuclei contain both inhibitory and excitatory
projection neurons. The inhibitory neurons provide a
GABAergic feedback to the inferior olive, while the
excitatory neurons are the mediators via which the
cerebellum influences motor behavior22–25. One of the
major targets of these excitatory neurons is the meso-
diencephalic junction. This area incorporates a variety
of nuclei, including the nucleus of Darkschewitsch,
red nucleus, nucleus interstitialis of Cajal, nucleus of
Bechterew, tegmental field of Forel, zona incerta, sub-
parafascicularis nucleus, and the prerubral reticular
formation25–27. Some of these nuclei, such as the magno-
cellular red nucleus, project directly to motoneurons
and interneurons in the spinal cord affecting motor
activity28, whereas others such as the parvocellular red
nucleus, the nucleus of Darkschewitsch, and the nucleus
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of Bechterew project to the inferior olive29. Recently, it
was demonstrated that cerebellar terminals in the
nucleus of Darkschewitsch indeed directly innervate
those neurons that project to the inferior olive30. Thus,
the olivocerebellar mesodiencephalic loop is formed by
the projections from the olivary collaterals to the cer-
ebellar nuclei, from the cerebellar nuclei to the meso-
diencephalic junction, and from the mesodiencephalic
junction back to the inferior olive. Similar to the
organization of the olivocerebellar modules, the olivo-
cerebellar mesodiencephalic loop appears to be topo-
graphically organized. For example, the rostral medial
accessory olive projects to the posterior interposed cer-
ebellar nucleus, which in turn innervates the nucleus

of Darkschewitsch, which projects
to the rostral medial accessory
olive, while the principal olive pro-
jects to the dentate cerebellar
nucleus, which in turn projects to
the parvocellular red nucleus and
nucleus of Bechterew, which pro-
ject to the principal olive.

All three elements of the olivo-
cerebellar mesodiencephalic loop
described above are excitatory.
This potentially reverberating loop
could be controlled by local
inhibitory interneurons in the
cerebellar nuclei and mesodien-
cephalic junction, by the GABAergic
feedback from the cerebellar nuclei
to the inferior olive, and by the
Purkinje cell input to the cerebellar
nuclei neurons. Importantly, the
Purkinje cell input, which is
entirely GABAergic31, affects both
the excitatory and inhibitory neur-
ons in the cerebellar nuclei32,33. In
fact, individual Purkinje-cell axons
can innervate both the excitatory

neurons in the cerebellar nuclei that project to the
mesodiencephalic junction and the inhibitory neur-
ons that provide a GABAergic input to the olive. Thus,
the Purkinje cells can control simultaneously the exci-
tatory reverberating olivocerebellar mesodiencephalic
loop and the inhibitory feedback that could also
partly control this loop (see also Fig. 2).

Cytology and ultrastructure of the inferior olive

Although the corpora olivares were first identified
and so named by Gabriel Fallopius near the middle of
the sixteenth century34, more than 300 years passed
before Vincenzi35 characterized the inferior olive nerve
cells and portrayed their highly ramified dendritic
trees. Von Kölliker36 and van Gehuchten37 elaborated
upon the cytological features of the inferior olive, but
it was Ramón y Cajal38,39 who most thoroughly
described this brainstem area using the Golgi method.

The population of olivary neurons is rather hom-
ogeneous. Apart from a few interneurons (,0.1%),
which can be GABAergic40,41, it is composed of two types
of neurons. The main type has a spherical cell body
with a diameter of 15–30 mm and an arbor of complex
spine-bearing dendrites, which are highly branched and
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Fig. 1. The three-element network (dark blue) composed of the mesodiencephalic junction, deep cerebellar nuclei,
and inferior olive forms an important loop in sensorimotor control. Red arrows indicate inhibitory pathways and (light
and dark) blue arrows mark excitatory systems.

Fig. 2. Diagram of the neuropil in the medial accessory olive and
principal olive (bottom), and its relation with the cerebellum (top)
and mesodiencephalic junction (MJ, left side). All olivary spines (half
circles) are located within glomeruli (dotted circles), and innervated by
both an excitatory mesodiencephalic and an inhibitory cerebellar ter-
minal (white and black triangles, respectively). The olivary axons pro-
vide climbing fibers to the Purkinje cells (PC) in the cerebellar cortex and
collaterals to both the GABAergic and excitatory cerebellar nuclei (CN)
neurons. The GABAergic projection neurons in the cerebellar nuclei pro-
ject exclusively to the inferior olive (IO), while a substantial part of the
excitatory projection neurons in these nuclei innervate the neurons in
the mesodiencephalic junction that in turn project back to the inferior
olive. The excitatory and inhibitory neurons in the cerebellar nuclei can
receive input from the same Purkinje cell axon. Small lines between oli-
vary spines indicate the dendrodendritic gap junctions by which they
are electrotonically coupled.
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tend to turn back toward the soma, at times creating
spirals (Box 1, Fig. A). This type of neuron, which
occupies a relatively small volume, is the predominant
cell type in the principal olive, the rostral part of the
medial accessory olive and the dorsal accessory olive.
The other type of neuron has relatively long, diffuse,

sparsely branched, spiny dendrites radiating away from
the soma and occupying a large dendritic field19,42.
This type occurs mainly in the caudal part of the
medial accessory olive. Both cell types are probably
projection neurons, that is, they give rise to the climb-
ing fibers, because the axons of both types of cells
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Olivary neurons contain hundreds of dendritic lamellar
bodies, which occur exclusively in their bulbous dendritic
appendages (Fig. A,B). The function of this organelle re-
mains to be elucidated, but several observations suggest it
is related to that of dendrodendritic gap junctionsa. For
example, during development dendritic lamellar bodies
and dendrodendritic gap junctions arise simultaneously,
while during adulthood dendritic lamellar bodies are pres-
ent in all brain areas where gap junctions between den-
drites of neurons are prominent. Moreover, the densities
of both dendritic lamellar bodies and dendrodendritic gap
junctions in the inferior olive can be down-regulated con-
comitantly by removal of the cerebellar GABAergic inputs
to their electrotonically coupled spines, and the density of
dendritic lamellar bodies in the different olivary subnu-
clei can be correlated to the level of synchronous firing of
their neuronsb. More recently, it was demonstrated that
the vesicle transport along microtubules in dendritic
shafts that might give rise to the dendritic lamellar bodies

is probably mediated by a cytoplasmic linker protein of
115 kDa, CLIP-115 (Ref. c), and that the gene (CYLN2)
encoding this protein is hemizygously deleted in Williams
Syndrome patients (Fig. C,D) (Hoogenraad, C., unpub-
lished observations). These findings raise the interesting
possibility that some of the motor coordination deficits
that can be observed in Williams Syndrome patientsd might
be due to a malfunction of olivary dendritic lamellar bod-
ies and the putatively associated gap junctions. Another
aberration of the expression or localization of olivary gap
junctions probably occurs in olivary hypertrophy (see
Box 2).

References
a De Zeeuw, C. et al. (1995) J. Neurosci. 15, 1587–1604
b De Zeeuw, C. et al. (1997) J. Neurophysiol. 77, 1747–1758
c De Zeeuw, C. et al. (1997) Neuron 19, 1187–1199
d Bellugi, U. et al. (1990) Am. J. Med. Genet. Suppl. 6, 

115–125
e Ewart, A.K. et al. (1994) J. Clin. Invest. 93, 1071–1077

Box 1. Localization of dendritic lamellar bodies and their putative association
with dendrodendritic gap junctions, CLIP-115, and Williams Syndrome

Fig. (A) Reconstruction of a typical neuron from the inferior olive in the cat following intracellular injection of HRP. Note the exten-
sive dendritic arbor of the olivary neuron and its large number of dendritic varicosities. (B) Enlargement of the inset of (A), an example of
a dendritic varicosity. Such a dendritic varicosity often contains a dendritic lamellar body and frequently it gives rise to a spine that is 
coupled to another spine by a dendrodendritic gap junction. Transport of the membranous vesicles that ultimately form the cisternae of
the lamellar body is probably specifically mediated in part by a cytoplasmic linker protein, CLIP-115 (Ref. c). (C) CLIP-115, which contains
two microtubule-binding domains (M) with multiple phosphorylation sites (P), probably forms dimers through its large coiled-coil region.
(D) Cytogenetic analysis of CYLN2, the gene encoding CLIP-115, by fluorescence in situ hybridization indicates that CYLN2 is located in
the 7q11.23 Williams Syndrome critical region and hemizygously deleted in Williams Syndrome patients (Hoogenraad, C., unpublished
observations). (D1) Probes for Elastin (ELN, red), which is also known to be located in the Williams Syndrome critical regione, and CYLN2
(CYLN2, green), and a 7q36-specific cosmid (red) were hybridized to metaphase chromosomes from unaffected individuals. The hybridiz-
ation signals for Elastin and CLIP-115 are close to each other on 7q11.23. (D2) Williams Syndrome patients show hybridization signals for
the Elastin cosmids on one chromosome-7 homolog, but not on the other (arrowhead). Both chromosomes 7 do show specific signals for
the chromosome 7q36-specific cosmid. (D3) Williams Syndrome-affected individuals show hybridization signals for the CYLN2 gene on one
chromosome-7 homolog, but not on the other (arrowhead).
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leave the neuropil of the adult inferior olive without
giving off collaterals43,44.

The ultrastructure of the mammalian olivary neuro-
pil has been described in many studies of various ani-
mals45. The segments of olivary dendrites as well as the
hillocks of olivary axons bear pedunculated club-shaped
or racemose spiny appendages44,46–50. Whereas it is
clear that the dendritic spines are frequently electro-
tonically coupled by gap junctions22,47,49,51, it remains
to be demonstrated whether this also holds true for the
axonal spines50. Both the dendritic and axonal spines

are characterized by unusually long spine necks. Be-
cause of their long necks the spine heads can cluster
together and form the core of what is the most char-
acteristic feature of the olivary neuropil: the glomeru-
lus46,47,49,52. In general, a glomerulus contains a core 
of five or six dendritic and axonal spiny appendages,
derived from different neurons, that is surrounded by
four or five terminals and several glial sheaths45,49,50.
Serial-section analysis has demonstrated that virtually
all spines are located in glomeruli (Fig. 3).

Several attempts have been made to estimate the
extent of electrotonic coupling of olivary neurons via
gap junctions, which themselves are relatively difficult
to demonstrate with standard electron microscopic
techniques. Benardo and Foster53 were able to demon-
strate the existence of clusters of six to eight coupled
neurons by intracellular injection of Lucifer yellow in
slices of the inferior olive of the guinea pig. However,
with the application of harmaline and picrotoxin,
Llinás and colleagues have demonstrated that in the
intact inferior olive synchronous firing can be induced
in coupled cellular aggregates of hundreds of neur-
ons54–56. In fact, bilateral multiple-unit recordings from
the cerebellar cortex demonstrated that an ensemble
of coupled olivary neurons in the rat can even extend
beyond the midline57. In the same study, it was esti-
mated that one olivary neuron can have 500–1000 gap
junctions, and that two individual olivary neurons
can be coupled by 10–20 gap junctions57.

Another prominent, possibly related, feature of the
olivary neuropil is the presence of dendritic lamellar
bodies51. This recently discovered organelle consists of
stacks of membranous cisternae with electron-dense
deposits in between, and it occurs exclusively in the
varicose dilatations that are abundant in the peripheral
olivary dendrites just outside the glomeruli (Box 1,
Fig. A,B). Although we cannot exclude other possible
functions, such as intracellular Ca2+ control58, or the
exchange of excitable dendritic membranes (see
below), various lines of evidence suggest that, as out-
lined in Box 1, the dendritic lamellar bodies might
serve to control the turnover or assembly of dendro-
dendritic gap-junction channels. The fact that the
density of dendritic lamellar bodies in the inferior olive
is higher than in any other area of the brain51, indi-
cates the importance of electrotonic coupling between
olivary neurons.

We conclude that the glomeruli, gap junctions and
dendritic lamellar bodies are the characteristic elements
of the olivary neuropil that make it unique. Although
the densities of these structures as well as the complex-
ity of the associated spines vary among the different 
olivary subdivisions22,23,47,53,57,59,60, they are present
throughout the entire inferior olive45,51,57.

The combined excitatory and inhibitory input to
the olivary glomeruli

The general morphological characteristics of the in-
puts to the olivary glomeruli have been best explored
for the principal olive and rostral medial accessory
olive22,23,45,49,50,61, but subsequent studies have indicated
that the same principles hold true for other olivary sub-
divisions, such as the dorsal accessory olive (De Zeeuw,
C., unpublished observations) and the Beta-nucleus, dor-
sal cap of Kooy, ventrolateral outgrowth and dorsomedial
cell column53,57,62. Even so, we will restrict ourselves in
this review to the mesodiencephalic and cerebellar 
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Fig. 3. All olivary spines are located in glomeruli and receive both an excitatory and an
inhibitory input: a demonstration with three different electron microscopic double-labeling
techniques. (A1–3) Three glomeruli, which all contain both WGA-HRP (black arrows) antero-
gradely labeled terminals from the cerebellar nuclei and [3H]leucine anterogradely labeled ter-
minals from the mesodiencephalic junction (from Ref. 48). The cerebellar and mesodien-
cephalic terminals display the morphological characteristics typical of inhibitory and excitatory
terminals: pleiomorphic vesicles and symmetric synapses (arrowheads) versus round vesicles
and asymmetric synapses (open arrows), respectively. Asterisks indicate examples of dendritic
spines innervated by both types of terminals. (B1,2) Serial section analysis of a glomerulus
with four dendritic spines (numbers 1–4) following intracellular injection of HRP combined with
postembedding GABA–immunocytochemistry (from Ref. 49). In this study we demonstrated
that all dendritic spines are innervated by both a GABAergic (asterisks) and a non-GABAergic
terminal. (C) The GABAergic terminals apposed to the dendritic spines that are coupled by gap
junctions are derived from the cerebellar nuclei and vestibular complex (from Refs 22,60). In
this example, the electron micrograph is taken from the dorsal cap of Kooy following injection
of WGA-HRP in the nucleus prepositus hypoglossi combined with postembedding GABA-
immunocytochemistry. (D) Reconstruction [from the material used for the experiments
described in (B)] of a GABAergic (bottom) and non-GABAergic (top) terminal innervating two
dendritic spines (numbers 1 and 2) that are electrotonically coupled by a gap junction. Thin
arrows in (A3), (C) and (D) indicate dendrodendritic gap junctions. Scale bars, 0.4 mm (A1–3),
1.2 mm (B1,2) and 0.25 mm (C).
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inputs to the glomeruli of the principal olive and 
rostral medial accessory olive.

All mesodiencephalic terminals in the olive are
excitatory and display the corresponding morphologi-
cal characteristics, consisting of rounded vesicles and
asymmetric synapses. In contrast, all the cerebellar
terminals are GABAergic and have pleiomorphic ves-
icles and symmetric synapses63. Approximately half of
both types of terminals in the inferior olive contact
dendritic elements inside glomeruli22,23,45,49,50,61. Most
of the remaining terminals contact the proximal and
intermediate dendrites, while relatively few terminate
on the somata and axon hillock; presynaptic axo–
axonal contacts have not been observed in the inferior
olive. The innervation of the inferior olive by the non-
GABAergic mesodiencephalic terminals and GABAergic
cerebellar terminals is apparently random, because
neither type of terminal has a preference for either the
extra- or intraglomerular neuropil, and there is no
obvious pattern in the distribution of the two types of
terminals within the individual glomeruli23. As illus-
trated in Figs 2 and 3, multiple-tracer experiments and
intracellular labeling combined with immunocyto-
chemistry have revealed that every spine on the den-
drites and axon hillock of all olivary neurons in the
principal olive and rostral medial accessory olive re-
ceives a synaptic input from both an excitatory meso-
diencephalic terminal and an inhibitory cerebellar 
terminal. Since in most regions of the central nervous
system the vast majority of dendritic spines are con-
tacted solely by asymmetric synapses64–67, the ubiqui-
tous, combined excitatory and inhibitory input to the
olivary spines can also be considered as unique.

Functional implications of the microcircuitry of the
inferior olive

As outlined above, several morphological features
distinguish the neuropil of the inferior olive from that
of other regions in the central nervous system. The
shape of the dendritic arbor and the morphology of
the dendritic and axonal spines are unusual, the com-
bination of an excitatory and inhibitory input to these
spines is remarkable, and the prominence of dendro-
dendritic gap junctions and associated dendritic lamellar
bodies is equally striking. What functional implications
can be drawn from the design of the olivary dendrites
and glomeruli? Although only about half of the ter-
minals in the inferior olive are located inside glomeruli,
we evaluate the possible functions of the olive from the
perspective of the organization of its glomeruli, because
the electrical activities generated in the glomerular
spines constitute the unique electrophysiological fea-
tures of the olivary neuropil. Computational studies
have shown that the depolarizations in the cell body
and dendritic shafts can be amplified several times by
the presence of action potentials in the spines68. Thus,
the synaptic input to the dendritic shafts probably
does not overrule that to spines, and the efficacy of the
dendritic input could depend largely on the activity of
the inputs to the glomerular spines.
Timing hypothesis

The notion that the inferior olive can function as an
oscillating clock providing the appropriate timing of
command signals for the appropriate motor domains
has been promoted by Llinás and collaborators7,56,69–71.
This hypothesis can be dissected into three components:
(1) olivary neurons have a propensity to fire rhythmi-

cally; (2) olivary neurons are dynamically electrotoni-
cally coupled by gap junctions so that different syn-
chronous firing patterns can be generated by chemical
synaptic inputs; and (3) synchronous olivary activity
can be correlated to the initiation and performance of
movements.

The intrinsic conductances of olivary neurons, which
are differentially distributed over the dendritic and
somatic membrane, have been claimed to underly the
tendency of olivary neurons to show subthreshold
oscillations and to fire rhythmically72–74. Extensive
rhythmic firing of olivary neurons in vivo can be ob-
served during rhythmic vibrissal or tongue move-
ments7,75, following application of harmaline or picro-
toxin4,56, or, as described in Box 2, following
stimulation of the mesodiencephalic projection to the
inferior olive25. In contrast, relatively little rhythmic
activity can be observed during compensatory eye move-
ment responses to vestibular or visual stimulation in
rabbits (unpublished observations, Ref. 76, but see
Refs 77,78), or during trained wrist movements in
monkeys79. Thus, rhythmic olivary activity can occur,
but so far the function of this activity remains to 
be demonstrated for natural nonrhythmic motor
behavior.

Several physiological studies indicate that the for-
mation of ensembles of synchronously firing olivary
neurons is a dynamic process that is controlled by the
cerebellar GABAergic input to the glomeruli. Llinás
and Sasaki4 and Lang and colleagues55 have demon-
strated that the degree of synchronization of complex
spike (that is, climbing fiber) activity in Purkinje cells
can be increased in the mediolateral direction and to a
lesser extent in the rostrocaudal direction by applying
GABA-receptor antagonists to the inferior olive or by
lesioning the central nuclei of the cerebellum. These
data suggest that the cerebellar GABAergic terminals that
contact the glomerular spines linked by gap junctions
are involved in the regulation of electrotonic coupling
and serve to dynamically reassemble functional olivary
networks. The morphological data reviewed here fully
support this concept in that, indeed, all coupled spines
in the olive receive a GABAergic input from the hind-
brain. However, the question arises whether the meso-
diencephalic terminals, which are also located within
the glomeruli next to the gap junctions, also affect the
efficacy of the coupling. Although no conclusive
experimental evidence is available, we assume that an
excitatory input to the coupled spines will produce,
just as for an inhibitory input, a local conductance in-
crease and thereby a shunt, but as the injected charge
as well as the corresponding battery will be positive,
this activation will probably not cause decoupling.
Thus, the cerebellar GABAergic input, but not the
mesodiencephalic innervation, might determine
which olivary neurons fire synchronously and thereby
act as a pattern generator.

Nonetheless, the mesodiencephalic terminals do con-
ribute to the generation of olivary action potentials
(see Box 2), and the prominent termination site of the
mesodiencephalic terminals in the glomeruli must be
physiologically relevant. The major consequence of this
termination site is that the spines inside the glomeruli
are innervated by both the inhibitory cerebellar and the
excitatory mesodiencephalic terminals. Here, we refer
to a computational model by Segev and Rall68, and pro-
pose that such a combined inhibitory and excitatory

C.I. De Zeeuw et al. – The inferior olivary network C E R E B E L L U M



396 TINS Vol. 21, No. 9, 1998

input to the glomerular spines is suited to a nucleus
that is supposed to dynamically generate synchronous
time patterns of activation. Segev and Rall showed that
the effect of synaptic inhibition can be enhanced in
dendritic spines that are contacted by both excitatory
and inhibitory synapses, and that this enhanced in-

hibitory effect can be extremely sensitive to the timing
between both types of inputs, with a temporal resolu-
tion well below 100 ms80. These properties hold true
especially for spines whose heads contain a significant
number of voltage-dependent channels. At present, it
is not known whether olivary dendritic spines have
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Box 2. Intracellular recordings of neurons in the normal and hypertrophic 
inferior olive

Recently, we have investigated the roles of the meso-
diencephalic and cerebellar input, to olivary neurons by intra-
cellular recordinga,b. By applying short-lasting stimulus trains
to the medial part of the ipsilateral mesodiencephalic junc-
tion (MDJ) or the contralateral superior cerebellar peduncle
(SCP) we were able to distinguish the excitatory effects 
of stimulating the midbrain from the combined effects of
stimulating the excitatory nucleo–midbrain–olivary path-
way in conjunction with the inhibitory nucleo–olivary path-
way. MDJ stimulation usually resulted in a short-latency
action potential (SLAP) suggestive of a monosynaptic acti-
vation (mean latency 7 ms) and a long-latency rebound
action potential (LLAP; mean latency 180 ms). In contrast,
SCP stimulation usually resulted solely in a SLAP and the
latency of this potential, which was on average 13 ms, was
in accordance with a disynaptic pathway. A short-latency
hyperpolarization that would suggest a monosynaptic
inhibitory postsynaptic potential was never observed. Thus,
the most prominent difference was the propensity of oli-
vary neurons to discharge rebound action potentials after
MDJ stimulation and not after SCP stimulation (Fig. B).
Interestingly, lesions of the nucleo–olivary pathway in the
ventrolateral tegmentum increased the number of re-
bounds after both MDJ and SCP stimulationa. In this situ-
ation, some stimulations could even evoke long-latency

rebound potentials without a short-latency activation 
(not shown). From these studies it was concluded that,
although lesions of the cerebellar nuclei do increase the
excitability of olivary neuronsc, the nucleo–olivary pathway
does not directly elicit a robust inhibitory effect on the oli-
vary cells under the stimulus conditions employed.
However, since activation of this pathway did influence the
incidence of rebound firing and since rebound oscillatory
properties have been shown to be directly related to the
strength of electrotonic couplingd,e, these data suggest that
the nucleo–olivary pathway might be especially suited to
controlling the levels of conjunct membrane oscillations
and, hence, affecting the propensity of olivary units to dis-
charge synchronously. The glomerular localization of the
electrotonic coupling and its control by the GABAergic
nucleo–olivary terminals might be important in the appar-
ent failure of the inhibitory postsynaptic potentials promi-
nently to affect somatic excitability as shown in the above-
mentioned paradigm. Moreover, well-balanced interactions
between coupled glomerular or distal dendritic compart-
ments, or both, and long-term levels of excitation and inhi-
bition in the proximal dendrites and somata might play a
key role in establishing the frequency and depth of the sub-
threshold oscillatory capacity of the membrane potentiald,f.
Thus, local regulation of electrotonic coupling within the

Fig. (A) Microphotographs of an intracellularly HRP-labeled normal
(left) and hypertrophic (right) cat olivary neuron (1 mm section;
same magnification). Note the high incidence of somatic spines
(arrows) and the large vacuole in the hypertrophic cell; scale bar,
25 mm (from Ref. b). (B) Left-hand panels: typical response patterns
of an olivary cell to stimulation (3 pulses at 660 Hz) of the medial
mesodiencephalic junction (MDJ, top left-hand panel) and of the
superior cerebellar peduncle (SCP, bottom left-hand panel). Note that
a rebound of the membrane potential is only seen after MDJ stimu-
lation. Also note that in both situations subthreshold activations still
result in a hyperpolarizing membrane potential that has the same
time course as the large after-hyperpolarization that follows the char-
acteristic olivary action potential, and which is suggestive of elec-
trotonic coupling with neighboring activated olivary unitsa. Horizontal
scale bar, 100 ms; vertical scale bar, 10 mV. Right-hand panels: intra-
cellular recordings from cat hypertrophic olivary neurons responding
to MDJ stimulation (from Ref. b). Upper panel shows the short
latency and rebound activation of ‘simple’ somatic action potentials
(3 superimposed traces). Bottom panel: intracellular activation of
another hypertrophic olivary neuron showing a consistent long-
latency activation following MDJ stimulation. Note that the resulting
action potential did show a very pronounced (.30 ms) after-depolar-
izing potential. With direct intracellular stimulation (current injection,
not shown), however, this after-depolarizing potential could not be
triggered. Horizontal scale bars, 50 ms; vertical scale bar, top panel,
20 mV, bottom panel, 10 mV. (C) Incidence of short latency acti-
vation (SLAP) and of rebound firing (LLAP) of intracellularly recorded
normal and hypertrophic olivary units resulting from either MDJ
(brown columns, respectively) or SCP (yellow columns, only for normal
cells) activation. A rebound activation after a SLAP is common after
MDJ stimulation, but is seldom triggered after SCP stimulation.
However, hypertrophic cells often respond with an action potential
after 100–250 ms (LLAP) without a preceding SLAP.
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such excitable channels, but since olivary neurons
possess a variety of complex and interacting conduc-
tances72–74,81, some of which might occur solely within
the dendrites (high-threshold noninactivating Ca21

channels), it seems an attractive hypothesis that the
spines of olivary dendrites indeed have excitable

channels. Moreover, several morphological features of
the olivary neurons support the assumption of excit-
able channels within their spines68: (1) olivary spines are
complex with extremely long and thin spine stalks;
these are thought to be favorable assets for excitable
spines (high-input resistance plus partial electrical de-
coupling of the synapse from dendritic impedance
load, combined with sufficiently available synaptic
current); (2) most olivary spines are located at sec-
ondary or tertiary dendrites; these are the most likely
candidates for carrying excitable spines, which might
function as current boosters to compensate for the
attenuation of the potential from distal dendritic re-
gions; and finally (3) olivary spines are coupled by gap
junctions, which can provide the synchronous acti-
vation that will enhance the properties of excitable
spines. Thus, it is attractive to consider the model of
Segev and Rall68 in the context of the olivary spines. If
we do so, then it appears that the excitation of olivary
cells can only be stopped when the inhibitory cerebellar
terminals are firing within a specific, relatively short
period of time related to the activity of the excitatory
mesodiencephalic terminals. As such, the olivary spines
might function as the substrate of a precise time filter
that determines whether or not particular signals are
being transmitted at particular moments in time48,57.
Therefore, we agree that it is possible that the olivary
spines with their combined excitatory and inhibitory
inputs serve as the interlocking ‘gears’ of the olivary
clockwork that might function as a timing device in
which spatiotemporal activity patterns are regulated.

The final component of the timing hypothesis is
that the generated patterns of synchronous climbing
fiber activity influence directly the activity of cerebellar
nuclei neurons and thereby the initiation and per-
formance of appropriate muscle synergies. The direct im-
pact of complex spike activity on central nuclei neurons
is still a matter of debate. So far, attempts to correlate the
activity of Purkinje cells to the activity of the cerebellar
nuclei neurons that are innervated by the same Purkinje
cells have failed to distinguish the effects of the complex
spikes from those of the simple spikes82,83. Since it has
recently been demonstrated in awake behaving animals
that simple spike synchrony can occur, and that it tends
to increase as the complex spike synchrony increases76,
this lack of distinction, in fact, raises the possibility
that complex spike synchrony elicits its effects via a
synchrony in simple spike activity (Fig. 4).

The initial evidence for a correlation between (syn-
chronous) olivary activity and motor performance was
provided by the findings that lesions of the inferior
olive induce movement decomposition, intention
tremor and agonist–antagonist cocontraction84,85, and
that application of harmaline induces synchronous
oscillations of olivary neurons and a tremor in phase
with this activity4,55. More recently, Welsh et al. (Refs
7,86) were able to correlate the synchronous climbing
fiber activities of specific dynamic ensembles of Purkinje
cells to specific components of rhythmic tongue move-
ments. However, the number of studies correlating
synchronous climbing fiber activity with movements
is so far rather limited and contradicting studies exist.
We have, for example, been able to demonstrate syn-
chronous climbing fiber activity in the flocculus of the
awake rabbit, but we have been unable to relate it to
eye movement performance during natural visual or
vestibular stimulation76 (Fig. 4).
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glomeruli appears to be a more prominent function of the
cerebellar GABAergic input than its role in determining
the olivary firing frequency. On the other hand, it should
be noted that we did not investigate what the effects are
of the timing of SCP stimulation with respect to that of
MDJ stimulation. Such experiments are crucial for evalu-
ating our hypothesis on the putative function of the oli-
vary spines with their combined excitatory mesodien-
cephalic and inhibitory cerebellar input that the timing
between these two inputs is essential for the efficacy of
the inhibitory input.

The importance of the glomerular localization of the
vast majority of gap junctions in the normal inferior olive
can be illustrated by investigating the electrophysiologi-
cal properties of hypertrophic olivary neurons, in which
most of the gap junctions are located on the somag.
Olivary hypertrophy, which can occur in humans after
lesions of the central tegmental tract, dentate nucleus, or
superior cerebellar peduncle, or bothh,i, can be experi-
mentally induced after hemicerebellectomy in the catj

[for comparison between a normal (left) and hyper-
trophic (right) olivary neuron in the rostral medial acces-
sory olive of the cat, see Fig. A]. Intracellular recordings of
hypertrophic neurons have revealed that MDJ stimu-
lation usually failed to trigger the characteristic dendritic
after-depolarizing potentialb (Fig. B). However, the wide-
spread dendritic tree of hypertrophic neurons is still ca-
pable of discharging depolarizing potentials, as was occa-
sionally noted when these cells fired spontaneously, or in
the rebound phase after MDJ stimulation. Since the
somata of hypertrophic cells have numerous spiny
appendages (Fig. A), which also show gap junctionsg, the
hypertrophic neurons are probably directly coupled to
each other at the level of the cell bodies. This somatic
coupling might dissociate, in part, the electrical activities
in the cell bodies from those in the dendrites, so that the
hypertrophic neurons fire mostly with solely somatic Na1

spikes and no dendritic afterpotentials. This explanation
also clarifies why hypertrophic olivary neurons can reach
a much higher maximum firing frequency following MDJ
stimulation than normal olivary neuronsb. Thus, on the
basis of our investigations of the hypertrophic inferior
olive and comparison with the normal inferior olive we
conclude that the dominant dendritic localization of the
gap junctions is essential for the timing and integrative
operations in the inferior olive as well as for the cerebel-
lar inhibitory input to regulate the coupling.
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Thus, from evaluation of the three major components
of the timing hypothesis from the perspective of the
organization of the olivary network, we conclude that
it is well designed to function as a clock in that its
inputs might generate synchronous activity patterns
of olivary neurons, but whether this feature is indeed
necessary for the short-term initiation and perform-
ance of motor activities awaits further elucidation and
confirmation.
Learning hypothesis

The learning hypothesis, which was originally pro-
posed by Ito, Marr and Albus3,87,88, states that the climb-
ing fibers of the inferior olive provide the Purkinje cells
of the cerebellum with an error signal that indicates
inadequate motor activity. The complex spike activity
evoked in the Purkinje cells by this climbing-fiber input
should lead to a long-term depression of the simple
spike response elicited by the parallel fibers of the
granule cells, which, in turn, could correct motor per-
formance. Thus, for this hypothesis, it is important that
the olivary climbing fibers function as teachers pro-
viding the error signals to the cerebellar cortex, and
that the olivary circuitry mediates the transmission of
these error signals when they are needed and inhibits
them when the learning process has to be blocked.

Ample evidence exists for all olivary subdivisions that
many of their climbing fibers can mediate internally
or externally generated signals that could be used as
error signals. For example, somatosensory maps can
be created for all major subdivisions2,89,90 and visual or
vestibular error signals can be attributed to the climb-
ing fibers derived from the smaller olivary subdivisions,
such as the dorsal cap of Kooy, ventrolateral outgrowth,
Beta-nucleus, and dorsomedial cell column91–95. Fig-
ure 4A provides an example of robust complex spike
modulation of two floccular Purkinje cells in an awake
rabbit during natural optokinetic stimulation (from
Ref. 76). Such activity, which seems to encode retinal
slip, has been claimed to serve as the error signal nec-
essary for adaptation of the vestibulo–ocular reflex3.
An important point regarding transmission of olivary
error signals is that if their function is restricted to
that of a teacher, their firing frequency should be sub-
stantially lower than that of the simple spike response
so that the effects of the simple spike responses on the
cerebellar nuclei neurons are not dominated by the
complex spikes, that is, a teacher instructs his students
(simple spikes) to perform the task, but does not carry
it out himself. As a consequence of their intrinsic con-
ductances, olivary neurons have, indeed, a relatively
low average and maximum firing frequency of ap-
proximately 1 Hz and 10 Hz, respectively. When acti-
vated, the olivary cell generates, in addition to the usual
fast Na1 action potential, a prolonged (about 15 ms)
dendritic after-depolarizing potential and a long-last-
ing (about 100 ms) large after-hyperpolarizing poten-
tial, which in turn de-inactivates a low threshold Ca21

conductance72,73 (see also Box 2). It appears, therefore,
that the afterpotentials of olivary neurons not only
underly their presumptive oscillatory properties (see
above), but also their low maximum firing frequency.
Thus, we can conclude that the nature and frequency
of the signals transmitted by the olivary neurons are
appropriate for a nucleus that is supposed to function
as a teacher in a motor-learning process.

Although it must be acknowledged that the inhibition
in the olivary glomerulus is probably only effective
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Fig. 4. Complex spike synchrony and simple spike synchrony in floccular
Purkinje cells of the awake rabbit during optokinetic stimulation. (A)
Peristimulus time histograms (PSTH, binwidth 50 ms) and cross-correlo-
grams (binwidth 2 ms) of the complex spike (CS) activities of two
Purkinje cells that responded optimally to rotational optokinetic stimu-
lation about the vertical axis (from Ref. 76). The left and right panels
show the complex spike activities of the same Purkinje cells during alter-
nating excitatory–inhibitory (on–off) optokinetic stimulation and con-
tinuous excitatory (on) stimulation, respectively. For both paradigms,
the cross-correlograms were composed from the same number of spikes.
The synchrony during continuous excitatory stimulation was not lower
than during alternating stimulation, indicating that the transients of
the complex spike activities (arrows), which occur at the turn-around
(arrowheads) during alternating on–off stimulation but not during con-
tinuous stimulation, cannot be the sole factor responsible for the syn-
chrony. (B) Correlation between the synchrony indices (SIs) of the com-
plex spike (CS) and simple spike (SS) responses of ten Purkinje cell pairs
(for details see Ref. 76). For this graph we ranked and plotted the SIs of
the complex spike activities of each pair against the SIs of their simple
spike activities. Analyzed at binwidths of 1 ms, 2 ms and 5 ms, the cor-
relation coefficients for the SIs of the complex spike and simple spike
responses of these ten pairs were 0.79, 0.81 and 0.86, respectively.
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within a relatively small time window with respect to
the activity of the excitatory inputs (see explanation
above and in Box 2), it still is reasonable to assume
that effective inhibition can occur56,96,97. Therefore, the
olivary circuitry with its combined inhibitory and
excitatory inputs to the spines should be capable of
selecting and transmitting error signals when they are
needed and of inhibiting them when the learning
process has to be blocked. Several studies have demon-
strated that olivary cells that are highly responsive to
a cutaneous stimulus applied to the paw under resting
conditions fail to respond when a cat stimulates its own
paw, although the same cells do respond if a stimulus
interrupts the trained movement (Refs 14,90,98,99, 
cf. Ref. 100). This observation indicates that precisely
timed mechanisms must be available for modulating
the sensory responsiveness of olivary cells. Since, as ex-
plained above, the interactions between the excitatory
and inhibitory inputs are highly sensitive to the timing
between them, the olivary glomeruli might function
as the substrate for this filtering process and deter-
mine when and when not an input signal can be con-
sidered as an error signal, and accordingly transmit it
or not. More recently, Hesslow and Ivarsson101 and
Kim et al. (Ref. 102) demonstrated that the cerebellar
GABAergic input to the olive can block the transmission
of the excitatory unconditioned stimulus signal in the
olive during the continuation of eye-blink conditioning.
Thus, the olivary glomeruli with their combined excit-
atory and inhibitory inputs might not only initially
select the error signals out of the pool of incoming
sensory signals, but also determine at the end of the
learning process when the signal originally encoding
an error can no longer be considered as an error signal
and has to be stopped. Apparently, an excess of error
signals can confound the final motor performance, and
a blocking process induced by the cerebellar GABAergic
input to the glomeruli could serve to circumvent this
problem.

One can go one step further and suggest that the
olivary spines themselves might influence the block-
ing process by altering their geometry or stem resist-
ance. Differences in these parameters seem to be relevant
variables for controlling the effectiveness of synaptic
inputs103–105. The olivary dendritic elements would be
excellent candidates for plastic substrates, both from
the morphological point of view with their immense
spiny network, and from the cell-physiological point
of view with their conductances that could modulate
their electroresponsive and integrating properties in
the long-term81. However, because most studies of the
olivocerebellar system have focussed on the long-term
changes that occur at the parallel fiber–Purkinje cell
synapses3,8,106, or at the synaptic input to the central
nuclei neurons5,107–110, evidence for plastic changes
associated with learning processes within the inferior
olive is fairly limited111,112.

One of the prominent features of the olivary neuro-
pil that has so far been constantly neglected by most
researchers in the field of cerebellar motor learning is
the presence of electrotonic coupling by gap junctions.
This feature should also be addressed if one assumes
that the major function of the cerebellar GABAergic
input to the olive is to block redundant transmission of
‘error’ signals, because this process, which results directly
from an interaction with the excitatory terminals in
the glomeruli, is probably influenced by the level of

electrotonic coupling. For example, Yarom70 showed, by
connecting an analog simulator with an olivary neuron,
that synaptically induced but intrinsically maintained
activities and oscillations of electrotonically coupled
olivary neurons could be stopped more readily when
they were disconnected from each other. Thus, in
addressing the role of the olivocerebellar system in motor
learning, account should be taken of the phenomenon
of electrotonic coupling, which might be more extensive
in the inferior olive than in any other area of the brain51.
Comparator hypothesis

The comparator hypothesis of olivary function, ini-
tially advanced by Oscarsson2,113, proposes that the
olivocerebellar system compares intended with per-
formed movements to provide error detection (for re-
view, see Ref. 1). The error-signaling part of this hy-
pothesis has experimental support (see above), but with
regard to the function of the olivary microcircuitry,
the question is where does the comparison resulting
in the error signal occur? In the context in which the
comparator hypothesis was originally formulated, the
inferior olive was a ‘comparator’ of command signals
from higher centers with the activities these signals
elicited at lower levels in the spinal cord, with the pre-
sumption that the descending paths from the motor
cortex and midbrain and the ascending paths from
the spinal cord converged at the level of the olive113.
However, since anatomical tracing studies over recent
years have demonstrated that the descending and as-
cending projections to the olive generally do not con-
verge on the same olivary neurons (for review, see Ref.
45), it appears unlikely that the signals of intention
and achievement are directly compared inside the in-
ferior olive. From the anatomical point of view, a com-
parison inside the olive is much more likely to happen
between the excitatory ascending and descending
inputs on the one hand and the inhibitory projections
derived from the hindbrain on the other hand. As re-
viewed above, each dendritic spine of an olivary neuron
receives both an inhibitory input from one of the hind-
brain regions, which include the cerebellar nuclei,
vestibular nuclei, nucleus prepositus hypoglossi, and
solitary nucleus, and an excitatory input from the spinal
cord, brainstem, mesodiencephalic junction or cer-
ebral cortex. Thus, if the inferior olive itself functions
as a comparator, it might do this by comparing the ex-
citatory ascending and descending inputs with the
inhibitory inputs from the hindbrain, but this concept
diverges substantially from the original hypothesis
proposed by Oscarsson, and is more in accord with the
blocking process proposed in relation to the learning
hypothesis described above.

Concluding remarks

Historically, the inferior olive has been proposed to
serve specific functions in the timing hypothesis, the
learning hypothesis and the comparator hypothesis.
Here, we conclude that the microcircuitry of the in-
ferior olive and the electrophysiological properties of
its neurons are most suited to contributing to timing
and learning operations in the olivocerebellar system.
Although some of the most characteristic morphologi-
cal features of the olivary neuropil, such as the
glomeruli with their dendrodendritic gap junctions,
seem to favor the timing hypothesis, other unique
characteristics, such as the combined excitatory and in-
hibitory input to the olivary spines, are compatible with

C.I. De Zeeuw et al. – The inferior olivary network C E R E B E L L U M



400 TINS Vol. 21, No. 9, 1998

both the timing and learning hypotheses. Similarly,
some of the cell-physiological properties of olivary
neurons can be used to support both hypotheses. For
example, the intrinsic properties of the olivary mem-
brane underly both their presumptive oscillatory be-
havior and their low firing frequency, which are im-
portant components of the timing and learning
hypothesis, respectively. The timing hypothesis would
benefit substantially from experiments that directly
demonstrate the importance of olivary rhythmicity
and synchrony for the timing of nonrhythmic move-
ments in the awake animal, whereas advocates of the
learning hypothesis should clarify what role they
attribute to the extensive electrotonic coupling in the
inferior olive. In sum, we conclude that the olivary
microcircuitry supports both the timing and learning
hypotheses, but not the original comparator hypoth-
esis. Further investigations will have to elucidate whether
all components of the timing and learning hypotheses
are valid, to what extent the different components
coexist, and to what extent the components of both
hypotheses can be integrated.

Selected references
1 Simpson, J.I. et al. (1996) Behav. Brain Sci. 19, 380–395
2 Oscarsson, O. (1980) in The Inferior Olivary Nucleus, Anatomy

and Physiology (Courville, J., de Montigny, C. and Lamarre, Y.,
eds), pp. 279–289, Raven Press

3 Ito, M. (1982) Annu. Rev. Neurosci. 5, 275–296
4 Llinás, R. and Sasaki, K. (1989) Eur. J. Neurosci. 1, 587–602
5 Lisberger, S.G. et al. (1994) J. Neurophysiol. 72, 909–927
6 Chen, C. et al. (1995) Cell 83, 1233–1242
7 Welsh, J.P. et al. (1995) Nature 374, 453–457
8 De Zeeuw, C.I. et al. (1998) Neuron 20, 495–508
9 Brodal, A. (1940) Z. Neurol. Psychiatr. 169, 1–153

10 Kooy, F.H. (1916) The Inferior Olive in Vertebrates, Even Bohn
11 Whitworth, R.H., Jr and Haines, D.E. (1986) Arch. Ital. Biol.

124, 271–317
12 Groenewegen, H.J. et al. (1979) J. Comp. Neurol. 183, 551–601
13 Voogd, J. and Bigare, F. (1980) in The Inferior Olivary Nucleus,

Anatomy and Physiology (Courville, J., de Montigny, C. and
Lamarre, Y., eds), pp. 207–235, Raven Press

14 Andersson, G. and Armstrong, D.M. (1987) J. Physiol. 385,
107–134

15 Tolbert, D.L. et al. (1976) J. Comp. Neurol. 170, 525–544
16 Dietrichs, E. and Walberg, F. (1985) Anat. Embryol. 173, 253–261
17 Dietrichs, E. and Walberg, F. (1986) Brain Res. 373, 373–383
18 De Zeeuw, C.I. et al. (1997) Neuroscience 80, 981–986
19 Ruigrok, T.J. and Voogd, J. (1990) J. Comp. Neurol. 298, 315–333
20 Ruigrok, T.J. (1997) Prog. Brain Res. 114, 167–192
21 Voogd, J. and Glickstein, M. (1998) Trends Neurosci. 21, 370–375
22 De Zeeuw, C.I. et al. (1989) J. Comp. Neurol. 284, 12–35
23 De Zeeuw, C.I. et al. (1989) in The Olivocerebellar System in Motor

Control (Vol. 17) (Strata, P., ed.), pp. 111–117, Springer-Verlag
24 Fredette, B.J. and Mugnaini, E. (1991) Anat. Embryol. 184,

225–243
25 Ruigrok, T.J. and Voogd, J. (1995) Eur. J. Neurosci. 7, 679–693
26 Saint-Cyr, J.A. and Courville, J. (1981) J. Comp. Neurol. 198,

567–581
27 Kawamura, K. and Onodera, S. (1984) Arch. Ital. Biol. 122,

155–168
28 Holstege, G. (1991) Prog. Brain Res. 87, 307–421
29 Onodera, S. (1984) J. Comp. Neurol. 227, 37–49
30 De Zeeuw, C.I. and Ruigrok, T.J. (1994) Brain Res. 653,

345–350
31 Ito, M. (1984) The Cerebellum and Neural Control, Raven Press
32 De Zeeuw, C.I. and Berrebi, A.S. (1995) Eur. J. Neurosci. 7,

2322–2333
33 Teune, T.M. et al. (1998) J. Comp. Neurol. 392, 164–178
34 Willis, T. (1664) Cerebri Anatomae: Cui Accessi Nervorum

Descriptio et Usus, Schagen
35 Vincenzi, L. (1886) Estr. della Real. Accad. Medic. di Roma II (Vol. 3)
36 Von Kölliker, A. (1893) Handbuch der Gewebelehre des Menschen,

Engelmann
37 van Gehuchten, A. (1905) Anatomie du Système Nerveux de l’Homme

(Uystpruyst-Dieudonne, A., ed.), pp. 510–524, Libraire Universitaire
38 Ramón Y Cajal, S. (1909) Histologie du Système Nerveux de

l’Homme et des Vertebres, Maloine
39 Ramón Y Cajal, S. (1911) Histologie du Système Nerveux de

l’Homme et des Vertebres, Maloine

C.I. De Zeeuw et al. – The inferior olivary networkC E R E B E L L U M

40 Nelson, B.J. and Mugnaini, E. (1988) Anat. Embryol. 179,
109–127

41 Walberg, F. and Ottersen, O.P. (1989) Neurosci. Lett. 101,
149–155

42 Scheibel, M.E. and Scheibel, A.B. (1955) J. Comp. Neurol. 102,
77–132

43 Foster, R.E. and Peterson, B.E. (1986) Brain Res. Bull. 17, 785–800
44 Ruigrok, T.J. et al. (1990) J. Comp. Neurol. 300, 462–477
45 De Zeeuw, C.I. (1990) Ultrastructure of the Cat Inferior Olive,

Ph.D. Thesis, Erasmus University Press
46 Gwyn, D.G. et al. (1977) J. Comp. Neurol. 174, 489–520
47 Sotelo, C. et al. (1974) J. Neurophysiol. 37, 541–559
48 De Zeeuw, C.I. et al. (1990) Neuroscience 34, 645–655
49 De Zeeuw, C.I. et al. (1990) J. Comp. Neurol. 300, 478–494
50 De Zeeuw, C.I. et al. (1990) J. Comp. Neurol. 300, 495–510
51 De Zeeuw, C.I. et al. (1995) J. Neurosci. 15, 1587–1604
52 Nemecek, S. and Wolff, J. (1969) Experientia 25, 634–635
53 Benardo, L.S. and Foster, R.E. (1986) Brain Res. Bull. 17,

773–784
54 Llinás, R. and Volkind, R.A. (1973) Exp. Brain Res. 18, 69–87
55 Lang, E.J. et al. (1996) J. Neurophysiol. 76, 255–275
56 De Zeeuw, C.I. et al. (1996) J. Neurosci. 16, 3412–3426
57 De Zeeuw, C.I. et al. (1997) Neuron 19, 1187–1199
58 Molinari, H.H. (1987) Exp. Brain Res. 66, 175–184
59 Molinari, H.H. (1988) Neuroscience 27, 425–435
60 De Zeeuw, C.I. et al. (1993) J. Comp. Neurol. 327, 63–82
61 De Zeeuw, C.I. et al. (1990) Eur. J. Morphol. 28, 240–255
62 De Zeeuw, C.I. et al. (1994) J. Comp. Neurol. 341, 420–432
63 De Zeeuw, C.I. et al. (1988) Brain Res. 447, 369–375
64 Kemp, J.M. and Powell, T.P. (1971) Philos. Trans. R. Soc.

London Ser. B 262, 429–439
65 Palay, S.L. and Chan-Palay, V. (1974) Cerebellar Cortex: Cytology

and Organization, Springer-Verlag
66 Wilson, C.J. et al. (1983) J. Neurosci. 3, 383–388
67 Muller, L.J. et al. (1984) Neuroscience 12, 1071–1087
68 Segev, I. and Rall, W. (1988) J. Neurophysiol. 60, 499–523
69 Llinás, R. (1974) Physiologist 17, 19–46
70 Yarom, Y. (1991) Neuroscience 44, 263–275
71 Sugihara, I. et al. (1993) J. Physiol. 470, 243–271
72 Llinás, R. and Yarom, Y. (1981) J. Physiol. 315, 549–567
73 Llinás, R. and Yarom, Y. (1981) J. Physiol. 315, 569–584
74 Llinás, R. and Yarom, Y. (1986) J. Physiol. 376, 163–182
75 Lang, E.J. (1992) Soc. Neurosci. Abstr. 18, 407
76 De Zeeuw, C.I. et al. (1997) J. Neurophysiol. 77, 1747–1758
77 Wylie, D.R. et al. (1995) J. Neurosci. 15, 2875–2887
78 Simpson, J.I. et al. (1996) Behav. Brain Sci. 19, 496–498
79 Keating, J.G. and Thach, W.T. (1995) J. Neurophysiol. 73,

1329–1340
80 Segev, I. and Parnas, I. (1983) Biophys. J. 41, 41–50
81 Yarom, Y. and Llinás, R. (1987) J. Neurosci. 7, 1166–1177
82 McDevitt, C.J. et al. (1987) Brain Res. 425, 1–13
83 McDevitt, C.J. et al. (1987) Brain Res. 425, 14–24
84 Kennedy, P.R. et al. (1982) Exp. Brain Res. 47, 95–104
85 Soechting, J.F. et al. (1976) Brain Res. 105, 21–44
86 Welsh, J.P. and Llinás, R. (1997) Prog. Brain Res. 114, 449–461
87 Marr, D. (1969) J. Physiol. 202, 437–470
88 Albus, J.S. (1971) Math. Biosci. 10, 25–61
89 Gellman, R. et al. (1983) J. Comp. Neurol. 215, 228–243
90 Gellman, R. et al. (1985) J. Neurophysiol. 54, 40–60
91 Simpson, J.I. and Alley, K.E. (1974) Brain Res. 82, 302–308
92 Alley, K. et al. (1975) Brain Res. 98, 582–589
93 Leonard, C.S. et al. (1988) J. Neurophysiol. 60, 2073–2090
94 Barmack, N.H. et al. (1993) Exp. Brain Res. 94, 203–215
95 Kaufman, G.D. (1996) Ann. New York Acad. Sci. 781, 437–442
96 Hesslow, G. (1986) Neurosci. Lett. 63, 76–80
97 Andersson, G. et al. (1988) Exp. Brain Res. 72, 450–456
98 Lidierth, M. and Apps, R. (1990) J. Physiol. 430, 453–469
99 Apps, R. et al. (1997) J. Physiol. 502, 203–214

100 Horn, K.M. et al. (1996) J. Neurophysiol. 76, 4140–4151
101 Hesslow, G. and Ivarsson, M. (1996) Exp. Brain Res. 110, 36–46
102 Kim, J.J. et al. (1998) Science 279, 570–573
103 Rall, W. (1974) Neurosci. Res. Program Bull. 12, 27–30
104 Desmond, N.L. and Levy, W.B. (1984) J. Comp. Neurol. 227,

589–596
105 Desmond, N.L. and Levy, W.B. (1985) Neurosci. Lett. 54, 219–224
106 McCormick, D.A. and Thompson, R.F. (1984) Science 223,

296–299
107 Khater, T.T. et al. (1993) Exp. Brain Res. 94, 16–32
108 Raymond, J.L. et al. (1996) Science 272, 1126–1131
109 Highstein, S.M. et al. (1997) Prog. Brain Res. 114, 383–397
110 Pastor, A.M. et al. (1997) Prog. Brain Res. 114, 359–381
111 Llinás, R. et al. (1975) Science 190, 1230–1231
112 Yeo, C.H. et al. (1986) Exp. Brain Res. 63, 81–92
113 Oscarsson, O. (1969) in Neurobiology of Cerebellar Evolution and

Development (Llinás, R., ed.), pp. 525–537, American Medical
Association

Ackowledgements
We dedicate this

paper to Jan Voogd,
who has been a

wonderful teacher,
friend and colleague

for many years.
Now that he is

retired, we wish him
and his wife,

Evelien, much
happiness and good

fortune in their
beautiful garden.
We would like to

thank Bert H.J.
Eussen for the

cytogenetic analysis.
In addition, we

would like to thank
T. Verkerk, R.

Hawkins, E.
Goedknegt, H. v.d.
Burg and E. Dalm
for their excellent

technical assistance.
This research was

supported by grants
from the

Netherlands
Organization for

Scientific Research
(NWO; GB-MW

903-68-361), Life
Sciences Foundation
(SLW; 805.33.310),

KNAW, and by
NIH grant 

NS-13742.


