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Abstract. We prove two uniqueness theorems concerning linear wave equations; the
first theorem is in Minkowski space-times, while the second is in the domain of outer
communication of a Kerr black hole. Both theorems concern ill-posed Cauchy prob-
lems on bifurcate, characteristic hypersurfaces. In the case of the Kerr space-time, the
hypersurface is precisely the event horizon of the black hole. The uniqueness theorem
in this case, based on two Carleman estimates, is intimately connected to our strategy
to prove uniqueness of the Kerr black holes among smooth, stationary solutions of the
Einstein-vacuum equations, as formulated in [14].
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1. Introduction

The goal of the paper is to prove two uniqueness results for the Cauchy problem in the
exterior of a bifurcate characteristic surface. In the simplest case of the wave equation in
Minkowski space R1+d,

�φ = 0, � = −∂2
t +

d∑
i=1

∂2
i

1
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the problem is to find solutions in the exterior domain Ea = {(t, x) : |x| > |t|+ a}, a ≥ 0,
with prescribed data on the boundary Ha = {(t, x) : |t| = |x|+a}. The problem is known
to be ill posed, that is,

(1) Solutions may not exist for smooth, non-analytic, initial conditions.
(2) There is no continuous dependence on the data.

The situation is similar to the better known case of the Cauchy problem prescribed on a
time-like characteristic hypersurface, such as xd = 0. The Cauchy–Kowalewski theorem
allows one to solve the problem for analytic initial data, but solutions may not exist in
the smooth case. It is known in fact that smooth solutions cannot be prescribed freely,
since certain necessary compatibilities may be violated.

Though existence fails, one can often prove uniqueness. A general result due to Holm-
gren, improved by F. John [8], shows that the non-characteristic initial value problem for
linear equations with analytic coefficients is locally unique in the class of smooth solutions,
see [9]. The case of equations with smooth coefficients is considerably more complicated.
An important counterexample to uniqueness was provided by P. Cohen [5], see also [12]
and [1] for more general families of examples. Thus, in the case of the Cauchy problem
for a time-like hypersurface (such as xd = 0), even a zero order, smooth, perturbation of
the wave operator � can cause uniqueness to fail. We note also that, there cannot be, in
general (unless one considers solutions with suitable decay at infinity such as discussed in
[16]), unique continuation across characteristic hyperplanes, see the counterexample and
the discussion in [13, Theorem 8.6.7]. On the other hand, there exist conditions which
can guarantee uniqueness, most importantly those of Hörmander [13, Chapter 28]. See
also [19], [21] and the references therein for uniqueness results under partial analyticity
assumptions. These results prove uniqueness for a large class of problems which include,
in particular, the Cauchy problem on an arbitrary, non-characteristic, time-like hyper-
surface for the wave equation �gφ = 0, corresponding to a time independent Lorentz
metric of the form −g00(x)dt2 + gij(x)dxidxj with g00 > 0 and (gij)

d
i,j=1 positive definite.

The method of proof for these and other modern unique continuation results is based on
Carleman type estimates.

The case of ill posed problems for bifurcate characteristic hypersurfaces, i.e. surfaces
composed of two characteristic hypersurfaces which intersect transversally, seems to have
been first studied by Friedlander1 [6], by using a variation of Holmgren’s method of proof.
The same problem for equations with smooth coefficients, seems not to have been specif-
ically considered in the literature. Yet it is precisely this case which seems to be of con-
siderable importance in General Relativity, particularly for the problem of uniqueness of
stationary, smooth solutions of the Einstein field equations, see discussion in [14]. Indeed,
it turns out that remarkable simplifications occur for the geometry of bifurcate horizons
for general, stationary, asymptotically flat black hole solutions of the Einstein-vacuum

1In [7] he also considers a similar, ill posed, characteristic problem at infinity, concerning uniqueness
of solutions with identical radiation fields.
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equations, verifying reasonable regularity assumptions. For such regular black hole space-
times, Hawking has shown, see [10], then there must exist an additional Killing vector-field
defined on the event horizon, tangent to the generators of the horizon. In the case when
the space-time is real analytic one can extend this additional Killing vector-field to the
entire exterior region, and deduce that the space-time must be not only stationary but
also axially symmetric. A satisfactory uniqueness result (due to Carter [3] and Robinson
[20]) is known for stationary solutions which have this additional symmetry. However,
in the smooth, non-analytic case, the problem of extending Hawking’s Killing vector-
field from the horizon to the exterior region leads to an ill posed characteristic problem.
This appears to be the key obstruction to proving the analogue of Hawking’s uniqueness
theorem in the class of smooth, non-analytic space-times.

Motivated by this latter problem, to avoid the analyticity assumption we are proposing
a completely different approach2 based on the following ingredients.

(1) The Kerr space-times can be locally characterized, among stationary solutions,
by the vanishing of a four covariant tensor-field, called the Mars-Simon tensor S
introduced in [17].

(2) The Mars-Simon tensor-field S verifies a covariant system of wave equation of the
form (see also first equation in (1.6)) ,

�gS = A ·DS + B · S. (1.1)

Moreover, since g is stationary, we know that there exists a globally defined Killing
vector-field ξ, which is time-like at space-like infinity. Thus it is easy to verify that
the Lie derivative of S with respect to ξ vanishes identically.

LξS = 0. (1.2)

(3) One can show that the tensor-field S vanishes identically on the bifurcate horizon
H of the stationary metric g. We show this by making an assumption (automati-
cally satisfied on a Kerr metric) concerning the vanishing of a complex scalar on
the bifurcate sphere of the horizon.

(4) Using a first Carleman estimate for the covariant wave equation (1.1) we show that
S vanishes in a neighborhood of the bifurcate sphere. This step does not require
condition (1.2), indeed it is a result that applies to general equation of type (1.1)
in a neighborhood of a regular bifurcate characteristic hypersurface, for a general
Lorentz metric g.

(5) To extend the vanishing of S to the entire domain of outer communication we need
a more sophisticated Carleman estimate which depends in an essential fashion,
among other considerations, on equation (1.2).

In this paper we prove, see Theorem 1.2, a global uniqueness result for tensor-field
solutions to covariant equations of the form (1.1) and (1.2) on the domain of outer com-
munication of a Kerr background, which vanish on the event horizon. The condition (1.2)

2See the longer discussion in [14].
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relative to the stationary Killing vector-field ξ, which is important to prove a global result,
is justified by the fact that the problem of uniqueness of Kerr is restricted, naturally, to
stationary solutions of the Einstein vacuum equations (see discussion in [14]). We also
discuss a simple model problem, see Theorem 1.1, concerning scalar linear wave equations
in the exterior domain E = E1 of the Minkowski space-time with prescribed data on the
characteristic boundary H = H1.

We would like to thank A. Rendall for bringing to our attention the work of Friedlander,
[6], [7].

1.1. A model problem in Minkowski spaces. Assume d ≥ 1 and let (M = R×Rd,m)
denote the usual Minkowski space of dimension d+ 1. We define the subsets of M

E = {(t, x) ∈M : |x| > |t|+ 1}, (1.3)

and
H = δ(E) = {(t, x) ∈M : |x| = |t|+ 1}. (1.4)

Let E = E ∪ H. Our first theorem concerns a uniqueness property of solutions of wave
equations on E .

Theorem 1.1. Assume φ ∈ C2(M), A,Bl ∈ C0(M), l = 0, . . . , d, and

�φ = A · φ+
d∑
l=0

Bl · ∂lφ on E . (1.5)

Assume that φ ≡ 0 on H. Then φ ≡ 0 on E.

Theorem 1.1 extends easily to diagonal systems of scalar equations. We remark that
in Theorem 1.1 we do not assume any global bounds on the coefficients A and Bl. Also,
we make no assumption on the vanishing of the derivatives of φ on H, which is somewhat
surprising given that � is a second order operator. This is possible because of the special
bifurcate characteristic structure of the surface H.

The proof of Theorem 1.1, which is given in section 4, follows from a standard Carleman
inequality with a suitably defined pseudo-convex weight. However, the simple statement
of Theorem 1.1 appears to be new. We include it here mostly as a model result to
illustrate, in a very simple case, the connection between bifurcate characteristic horizons
and unique continuation properties of solutions of wave equations.

1.2. The main theorem in the Kerr spaces. Let (K4,g) denote the maximally ex-
tended Kerr spacetime of mass m and angular momentum ma (see the appendix for some
details and explicit formulas). We assume

m > 0 and a ∈ [0,m).

Let E4 denote a domain of outer communication of K4, and H = δ(E4) the corresponding
event horizon. Let M4 denote an open neighborhood of E4 ∪ H in K4, and let ξ denote
a Killing vector field on E4 which is timelike at the spacelike infinity in E4. Let T(M4)
denote the space of smooth vector-fields on M4, and let Tr

s(M
4), r, s ∈ Z+, denote the
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space of complex-valued tensor-fields of type (r, s) on M4. Our main theorem concerns a
uniqueness property of certain solutions of covariant wave equations on E4.

Theorem 1.2. Assume k ∈ Z+, S ∈ T0
k(M

4), A ∈ Tk
k(M

4), B ∈ Tk+1
k (M4), C ∈ Tk

k(M
4),

and {
�gSα1...αk = Sβ1...βkAβ1...βk

α1...αk + Dβk+1
Sβ1...βkBβ1...βk+1

α1...αk ;

LξSα1...αk = Sβ1...βkCβ1...βk
α1...αk ,

(1.6)

in E4. Assume in addition that S ≡ 0 on H. Then, S ≡ 0 on E4 ∪H.

2. Unique continuation and conditional Carleman inequalities

2.1. General considerations. Our proof of Theorem 1.2 is based on a global unique
continuation strategy. We say that a linear differential operator L, in a domain Ω ⊂ Rd,
satisfies the unique continuation property with respect to a smooth, oriented, hypersurface
Σ ⊂ Ω, if any smooth solution of Lφ = 0 which vanishes on one side of Σ must in fact
vanish in a small neighborhood of Σ. Such a property depends, of course, on the interplay
between the properties of the operator L and the hypersurface Σ. A classical result of
Hörmander, see for example Chapter 28 in [13], provides sufficient conditions for a scalar
linear equation which guarantee that the unique continuation property holds. In the
particular case of the scalar wave equation, �gφ = 0, and a smooth surface Σ defined by
the equation h = 0, ∇h 6= 0, Hörmander’s pseudo-convexity condition takes the form,

D2h(X,X) < 0 if g(X,X) = g(X,Dh) = 0 (2.1)

at all points on the surface Σ, where we assume that φ is known to vanish on the side of
Σ corresponding to h < 0.

In our situation, we plan to apply the general philosophy of unique continuation to the
covariant wave equation (see the first equation in (1.6)),

�gS = A ∗ S + B ∗DS. (2.2)

We know that S vanishes on the horizon H and we would like to prove, by unique contin-
uation, that S vanishes in the entire domain of outer communication. In implementing
such a strategy one encounters the following difficulties:

(1) The horizon H = H+ ∪H− is characteristic and not smooth in a neighborhood of
the bifurcate sphere.

(2) Even though one can show that an appropriate variant of Hörmander’s pseudo-
convexity condition holds true along the horizon, in a neighborhood of the bifurcate
sphere, such a condition may fail to be true slightly away from the horizon, within
the ergosphere region of the stationary space-time where ξ is space-like.

Problem (1) can be dealt with by exploiting the fact that the horizon is a bifurcate
characteristic hypersurface, which, in particular, is sufficient to allow us to prove that
higher order derivatives of S vanish on the horizon. Problem (2) is more serious, in the
case when a is not small compared to m, because of the existence of null geodesics trapped
within the ergoregion m +

√
m2 − a2 ≤ r ≤ m +

√
m2 − a2 cos2 θ. Indeed surfaces of the
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form r∆ = m(r2 − a2)1/2, which intersect the ergoregion for a sufficiently close to m, are
known to contain such null geodesics, see [4]. One can show that the presence of trapped
null geodesics invalidates Hörmander’s pseudo-convexity condition. Thus, even in the case
of the scalar wave equation �gφ = 0 in such a Kerr metric, one cannot guarantee, by a
classical unique continuation argument (in the absence of additional conditions) that φ
vanishes beyond a small neighborhood of the horizon.

In order to overcome this main difficulty we need to exploit the second identity in (1.6),
namely

LTS = C ∗ S. (2.3)

Observe that (2.3) can, in principle, transform (2.2) into a much simpler elliptic problem,
in any domain which lies strictly outside the ergoregion (where ξ is strictly time-like).
Unfortunately this possible strategy is not available to us when a is not small compared
to m, since, as we have remarked above, we cannot hope to extend the vanishing of S, by
a simple analogue of Hörmander’s pseudo-convexity condition, beyond the first trapped
null geodesics.

Our solution is to extend Hörmander’s classical pseudo-convexity condition (2.1) to one
which takes into account both equations (2.2) and (2.3) simultaneously. These consider-
ations lead to the following qualitative, ξ-conditional, pseudo-convexity condition,

ξ(h) = 0;

D2h(X,X) < 0 if g(X,X) = g(X,Dh) = g(ξ,X) = 0.
(2.4)

We will show that this condition can be verified in all Kerr spaces a ∈ [0,m), for the
simple function h = r, where r is one of the Boyer–Lindquist coordinates. Thus (2.4) is
a good substitute for the more general condition (2.1). The fact that the two geometric
identities (2.2) and (2.3) cooperate exactly in the right way, via (2.4), thus allowing us to
compensate for both the failure of condition (2.1) as well as the failure of the vector field
ξ to be time-like in the ergoregion, seems to us to be a very remarkable property of the
Kerr spaces. In the next subsection we give a quantitative version of the condition and
state a Carleman estimate of sufficient generality to cover all our needs.

2.2. A conditional Carleman inequality of sufficient generality. Unique continua-
tion properties are often proved using Carleman inequalities. In this subsection we state a
sufficiently general Carleman inequality, Proposition 2.3, under a quantitative conditional
pseudo-convexity assumption. This general Carleman inequality is used to show first that
S vanishes in a small neighborhood of the bifurcate sphere S0 in E4, using only the first
identity in (1.6), and then to prove that S vanishes in the entire exterior domain using
both identities in (1.6). The two applications are genuinely different, since, in particular,
the horizon is a bifurcate surface which is not smooth and the weights needed in this
case have to be “singular” in an appropriate sense. In order to be able to cover both
applications and prove unique continuation in a quantitative sense, we work with a more
technical notion of conditional pseudo-convexity than (2.4), see Definition 2.1 below.
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Let Br = {x ∈ R4 : |x| < r} denote the standard open ball in R4. Assume that (M,g)
is a smooth Lorentzian manifold of dimension 4, x0 ∈ M , and Φx0 : B1 → B1(x0) is a
coordinate chart. For simplicity of notation, let Br(x0) = Φx0(Br), r ∈ (0, 1]. For any
smooth function φ : B → C, where B ⊆ B1(x0) is an open set, and j = 0, 1, . . . let

|Djφ(x)| =
4∑

α1,...,αj=1

|∂α1 . . . ∂αjφ(x)|. (2.5)

Let gαβ = g(∂α, ∂β) and assume that V = V α∂α is a vector-field on B1(x0). We assume
that

sup
x∈B1(x0)

6∑
j=0

4∑
α,β=1

|Djgαβ|+ |Djgαβ|+ |DjV β| ≤ A0. (2.6)

In our applications V = 0 or V = ξ.

Definition 2.1. A family of weights hε : Bε10(x0) → R+, ε ∈ (0, ε1), ε1 ≤ A−1
0 , will be

called V -conditional pseudo-convex if for any ε ∈ (0, ε1)

hε(x0) = ε, sup
x∈Bε10 (x0)

4∑
j=1

εj|Djhε(x)| ≤ ε/ε1, |V (hε)(x0)| ≤ ε10, (2.7)

Dαhε(x0)Dβhε(x0)(DαhεDβhε − εDαDβhε)(x0) ≥ ε21, (2.8)

and there is µ ∈ [−ε−1
1 , ε−1

1 ] such that for all vectors X = Xα∂α ∈ Tx0(M)

ε21[(X1)2 + (X2)2 + (X3)2 + (X4)2]

≤ XαXβ(µgαβ −DαDβhε)(x0) + ε−2(|XαVα(x0)|2 + |XαDαhε(x0)|2).
(2.9)

A function eε : Bε10(x0)→ R will be called a negligible perturbation if

sup
x∈Bε10 (x0)

|Djeε(x)| ≤ ε10 for j = 0, . . . , 4. (2.10)

Remark 2.2. One can see that the technical conditions (2.7), (2.8), and (2.9) are related
to the qualitative condition (2.4), at least when hε = h + ε for some smooth function h.
The assumption |V (hε)(x0)| ≤ ε10 is a quantitative version of V (h) = 0. The assumption
(2.9) is a quantitative version of the inequality in the second line of (2.4), in view of the
large factor ε−2 on the terms |XαVα(x0)|2 and |XαDαhε(x0)|2, and the freedom to choose
µ in a large range. The assumption (2.8) is a quantitative version of the condition ∇h 6= 0
(assuming that (2.9) already holds).

It is important that the Carleman estimates we prove are stable under small perturba-
tions of the weight, in order to be able to use them to prove unique continuation. We
quantify this stability in (2.10).

We observe that if {hε}ε∈(0,ε1) is a V -conditional pseudo-convex family, and eε is a
negligible perturbation for any ε ∈ (0, ε1], then

hε + eε ∈ [ε/2, 2ε] in Bε10(x0).
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The pseudo-convexity conditions of Definition 2.1 are probably not as general as possible,
but are suitable for our applications both in Proposition 3.2, with “singular” weights hε
and V = 0, and Proposition 3.3, with “smooth” weights hε and V = ξ.

Proposition 2.3. Assume ε1 ≤ A−1
0 , {hε}ε∈(0,ε1) is a V -conditional pseudo-convex family,

and eε is a negligible perturbation for any ε ∈ (0, ε1], see Definition 2.1. Then there is
ε ∈ (0, ε1) sufficiently small and Cε sufficiently large such that for any λ ≥ Cε and any
φ ∈ C∞0 (Bε10(x0))

λ‖e−λfεφ‖L2 + ‖e−λfε|D1φ| ‖L2 ≤ Cελ
−1/2‖e−λfε �gφ‖L2 + ε−6‖e−λfεV (φ)‖L2 , (2.11)

where fε = ln(hε + eε).

As mentioned earlier, many Carleman estimates such as (2.11) are known, for the
particular case V = 0. Optimal proofs are usually based on some version of the Fefferman-
Phong inequality, as in [13, Chapter 28]. A self-contained, elementary proof of Proposition
2.3, using only simple integration by parts arguments is given in [14, Section 3] (see also
Proposition 4.1 in section 4 for a similar proof in a simpler case). We also note that it is
useful to be able to track quantitatively the size of the support of the functions for which
Carleman estimates can be applied; in our notation, the value of ε for which (2.11) holds
depends only on the parameter ε1.

3. Proof of Theorem 1.2

3.1. The first Carleman inequality in Kerr spaces. The horizon H decomposes as

H = H+ ∪H−,
where H+ is the boundary of the black hole region and H− is the boundary of the white
hole region. Let S0 = H+ ∩ H− denote the bifurcate sphere. In this section we prove
a Carleman estimate for functions supported in a small neighborhood of the bifurcate
sphere S0.

We first construct two suitable defining functions for the surfaces H+ and H−.

Lemma 3.1. There is an open set O ⊆M4, S0 ⊆ O, and smooth functions u, v : O→ R
with the following properties:

(a) We have 
E4 ∩O = {x ∈ O : u(x) > 0 and v(x) > 0};
H+ ∩O = {x ∈ O : u(x) = 0};
H− ∩O = {x ∈ O : v(x) = 0}.

In addition, the set {x ∈ O : u(x), v(x) ∈ [0, 1/2]} is compact.
(b) With L3 = gαβ∂α(u)∂β, L4 = gαβ∂α(v)∂β ∈ T(O),

g(L3, L3) = 0 on H+ ∩O;

g(L4, L4) = 0 on H− ∩O;

g(L3, L4) > 0 on S0.

(3.1)
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(c) For any smooth function φ : O→ R with the property that φ ≡ 0 on H+ ∩O, there
is a smooth function φ′ : O→ R such that

φ = φ′ · u on O ∩ E4.

Also, for any smooth function φ : O→ R with the property that φ ≡ 0 on H− ∩O, there
is a smooth function φ′ : O→ R such that

φ = φ′ · v on O ∩ E4.

Proof of Lemma 3.1. A more precise construction of global optical functions u, v is given
in [18]. In our problem we do not need this global construction; for simplicity we construct
the functions u, v explicitly, using the Kruskal coordinates of the Kerr space-times. In
standard Boyer-Lindquist coordinates (r, t, θ, φ) ∈ (r+,∞) × R × (0, π) × S1, r± = m ±
(m2 − a2)1/2 (see the appendix), the Kerr metric on the dense open subset Ẽ4 of E4 is

ds2 = −ρ
2∆

Σ2
(dt)2 +

Σ2(sin θ)2

ρ2
(dφ− ωdt)2 +

ρ2

∆
(dr)2 + ρ2(dθ)2, (3.2)

where 
∆ = r2 + a2 − 2mr;

ρ2 = r2 + a2(cos θ)2;

Σ2 = (r2 + a2)ρ2 + 2mra2(sin θ)2 = (r2 + a2)2 − a2(sin θ)2∆;

ω = 2amr
Σ2 .

(3.3)

We define the function r∗ : (r+,∞)→ R,

r∗ =

∫
r2 + a2

r2 + a2 − 2mr
dr = r +

2mr+

r+ − r−
ln(r − r+)− 2mr−

r+ − r−
ln(r − r−). (3.4)

With c0 = 2mr+
r+−r− , we make the changes of variables

r∗ = c0(lnu+ ln v) and t = c0(lnu− ln v), (3.5)

where u, v ∈ (0,∞)2, so {
dr∗ = c0(u−1du+ v−1dv);

dt = c0(u−1du− v−1dv).
(3.6)

We observe also that ω(r+, θ) = a/(2mr+). We make the change of variables

φ = φ∗ +
a

2mr+

t = φ∗ +
ac0

2mr+

(lnu− ln v), (3.7)

with

dφ = dφ∗ +
ac0

2mr+

(u−1du− v−1dv). (3.8)
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In the new coordinates (u, v, θ, φ∗) ∈ (0,∞) × (0,∞) × (0, π) × S1 the Kerr metric (3.2)
becomes

ds2 = − c
2
0ρ

2∆2a2(sin θ)2

u2v2Σ2(r2 + a2)2
[v2(du)2 + u2(dv)2] +

2c2
0ρ

2∆

uv

( 1

Σ2
+

1

(r2 + a2)2

)
dudv

+
Σ2(sin θ)2

ρ2

[
dφ∗ −

c0ω̃

uv
(vdu− udv)

]2

+ ρ2(dθ)2.

(3.9)

where ω̃ = ω − a/(2mr+).
We restrict to the region

Õ = {(u, v, θ, φ∗) ∈ (−c1, 1)2 × (0, π)× S1},
for some constant c1 > 0 sufficiently small. We examine the coefficients that appear in
the Kerr metric (3.9). Since er∗/c0 = uv and r− < r+ (since a ∈ [0,m)), it follows from

(3.4) that r is a smooth function of uv in Õ. Moreover ∆/(uv) = (r − r−)(r − r+)/(uv)

and ω̃/(uv) are smooth function of uv in Õ. Thus the Kerr metric (3.9) is smooth in

Õ, and we identify Õ with the corresponding open subset of the Kerr space. We let

O be any open neighborhood of S0 contained in the closure of Õ in M4 (by adding in
the points corresponding to θ ∈ {0, π}). It is easy to see that the coordinate functions
u, v : O→ (−c1, 1) verify the conclusions of the lemma. �

Assume now that x0 ∈ S0, Br = {x ∈ R4 : |x| < r}, and Φx0 : B1 → O, Φx0(0) = x0, is
a smooth coordinate chart around x0. In view of (3.1)

δ0 = inf
S0

g(L3, L4) > 0. (3.10)

In follows from (3.1) that there is ε0 ∈ (0, 1/2] such that

g(L3, L4) > δ0/2 and |g(L3, L3)|+ |g(L4, L4)| < δ0/100 on Bε0(x0), (3.11)

where Br(x0) = Φx0(Br). Thus we can fix smooth vector fields L1, L2 ∈ T(Bε0(x0)) such
that

g(L1, L1) = g(L2, L2) = 1;

g(L1, L2) = g(L1, L3) = g(L2, L3) = g(L1, L4) = g(L2, L4) = 0.
(3.12)

We define also the smooth function Nx0 : B1(x0)→ [0,∞)

Nx0(x) = |(Φx0)−1(x)|2.
The main result in this section is the following Carleman estimate:

Proposition 3.2. There is ε ∈ (0, ε0) sufficiently small and Cε sufficiently large such that
for any λ ≥ Cε and any φ ∈ C∞0 (Bε10(x0))

λ‖e−λfεφ‖L2 + ‖e−λfε|D1φ| ‖L2 ≤ Cελ
−1/2‖e−λfε �gφ‖L2 , (3.13)

where
fε = ln[ε−1(u+ ε)(v + ε) + ε12Nx0 ]. (3.14)
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Proof of Proposition 3.2. We apply Proposition 2.3 with V = 0. It is clear that ε12Nx0

is a negligible perturbation, in the sense of (2.10), for ε sufficiently small. It remains to
prove that there is ε1 > 0 such that the family of weights {hε}ε∈(0,ε1),

hε = ε−1(u+ ε)(v + ε) (3.15)

satisfies conditions (2.7), (2.8) and (2.9).

Let C̃ denote constants ≥ 1 that may depend only on the predefined geometric quanti-
ties ε0, δ0, and a uniform bound in Bε0(x0) of |Djgαβ|, |Djgαβ|, |Dju|, |Djv|, j = 0, . . . , 6.
Since u(x0) = v(x0) = 0, the definition (3.15) shows easily that condition (2.7) is satisfied,

provided that ε1 ≤ C̃−1.
Relative to the frame L1, L2, L3, L4 the metric g takes the form,{

gab = δab, ga3 = ga4 = 0, a, b = 1, 2

g33 = g3, g44 = g4, g34 = Ω,
(3.16)

in Bε0(x0), where g3 = g(L3, L3), g4 = g(L4, L4), Ω = g(L3, L4). Also, for the inverse
metric, {

gab = δab, ga3 = ga4 = 0, a, b = 1, 2

g33 = g′3, g44 = g′4, g34 = Ω′,
(3.17)

where g′3 = −g4/(Ω
2 − g3g4), g′4 = −g3/(Ω

2 − g3g4), Ω′ = Ω/(Ω2 − g3g4). Recall that
Ω ≥ δ0/2 in Bε0(x0), see (3.11), g3 = 0 on H+ ∩ Bε0(x0), g4 = 0 on H− ∩ Bε0(x0), see
(3.1). Thus, using Lemma 3.1 (c),

|g3| ≤ C̃u and |g4| ≤ C̃v in Bε0(x0). (3.18)

We denote by O(1) any quantity with absolute value bounded by a constant C̃ as before.
In view of the definitions of u, v, L1, L2, L3, L4 we have,

L1(u) = L2(u) = L1(v) = L2(v) = 0, L3(u) = g3, L4(v) = g4, L4(u) = L3(v) = Ω.
(3.19)

Thus

L4(hε) = ε−1(v + ε)Ω + ε−1(u+ ε)g4, L3(hε) = ε−1(u+ ε)Ω + ε−1(v + ε)g3,

L1(hε) = L2(hε) = 0,
(3.20)

and, using (3.18), (3.19), and (3.20), in Bε10(x0),
(D2hε)34 = (D2hε)43 = ε−1Ω2 +O(1),

(D2hε)33 = O(1), (D2hε)44 = O(1), (D2hε)ab = O(1), a, b = 1, 2,

(D2hε)3a = O(1), (D2hε)4a = O(1), a = 1, 2.

(3.21)

Using (3.17), (3.20), (3.21), and g3(x0) = g4(x0) = 0 we compute

Dαhε(x0)Dβhε(x0)(DαhεDβhε − εDαDβhε)(x0) = 2Ω2 + εO(1) ≥ δ2
0

if ε1 is sufficiently small. Thus condition (2.8) is satisfied provided ε1 ≤ C̃−1.
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Assume now Y = Y αLα is a vector in Tx0(M
4). We fix µ = ε

−1/2
1 and compute, using

(3.20), (3.21), and g3(x0) = g4(x0) = 1,

Y αY β(µgαβ −DαDβhε)(x0) + ε−2|Y αDαhε|2

= µ((Y 1)2 + (Y 2)2 + 2ΩY 3Y 4)− 2ε−1Ω2Y 3Y 4 + ε−2Ω2(Y 3 + Y 4)2 +O(1)
4∑

α=1

(Y α)2

≥ (µ/2)[(Y 1)2 + (Y 2)2] + Ω2(ε−1/2)[(Y 3)2 + (Y 4)2]

≥ (Y 1)2 + (Y 2)2 + (Y 3)2 + (Y 4)2

if ε1 is sufficiently small. We notice now that we can write Y = Xα∂α in the coordinate

frame ∂1, ∂2, ∂3, ∂4, and |Xα| ≤ C̃(|Y 1|+|Y 2|+|Y 3|+|Y 4|) for α = 1, 2, 3, 4. Thus condition

(2.9) is satisfied provided ε1 ≤ C̃−1, which completes the proof of the lemma. �

3.2. The second Carleman inequality in Kerr spaces. In this section we prove a
Carleman estimate for functions supported in small open sets in E4. Assume that x0 ∈ E4

and Φx0 : B1 → E4, Φx0(0) = x0, is a smooth coordinate chart around x0. We define the
smooth function Nx0 : B1(x0)→ [0,∞), Nx0(x) = |(Φx0)−1(x)|2 as before.

We use the notation in the appendix. The coordinate function r : Ẽ4 → (r+,∞)
extends to a smooth function r : E4 → (r+,∞). The main result in this subsection is the
following Carleman estimate:

Proposition 3.3. There is ε ∈ (0, 1/2] sufficiently small and C̃ε sufficiently large such

that for any λ ≥ C̃ε and any φ ∈ C∞0 (Bε10(x0))

λ‖e−λ efεφ‖L2 + ‖e−λ efε|D1φ | ‖L2 ≤ C̃ελ
−1/2‖e−λ efε �gφ‖L2 + ε−6‖e−λ efεξ(φ) ‖L2 , (3.22)

where, with r0 = r(x0),

f̃ε = ln[r − r0 + ε+ ε12Nx0 ]. (3.23)

Proof of Proposition 3.3. As in the proof of Proposition 3.2, we will use the notation C̃ to
denote various constants in [1,∞) that may depend only on the chart Φ and the position
of x0 in E4 (i.e. on (r(x0)−r+)−1 +(r(x0)−r+)]), and O(1) to denote quantities bounded

in absolute value by a constant C̃. It is important to keep in mind that r(x0) > r+, i.e.
x0 ∈ E4. We apply Proposition 2.3 with V = ξ. It suffices to prove that there is ε1 > 0
such that the family of weights hε}ε∈(0,ε1),

hε = r − r0 + ε (3.24)

satisfies conditions (2.7), (2.8), and (2.9).
Condition (2.7) is clear if ε1 is sufficiently small, since ξ(hε) = 0. To prove condi-

tions (2.8) and (2.9), with the notation in section A, we work in the orthonormal frame
e0, e1, e2, e3 defined in (A.7). We have

D0(hε) = D1(hε) = D3(hε) = 0, D2(hε) = (∆/ρ2)1/2. (3.25)
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Using the table (A.16), we have

−D0D0hε =
∆

ρ2

( r
ρ2

+
r −m

∆
− Y

Σ2

)
−D0D1hε = −∆

ρ2
· ma sin θ

ρ2
√

∆Σ2
(2rY − Σ2)

−D1D1hε = −∆

ρ2

( Y
Σ2
− r

ρ2

)
−D2D2hε =

∆

ρ2

( r
ρ2
− r −m

∆

)
−D2D3hε = −

√
∆a2 sin θ cos θ

ρ4

−D3D3hε = −∆r

ρ4

D0D2hε = D0D3hε = D1D2hε = D1D3hε = 0.

(3.26)

It follows that

Dαhε(x0)Dβhε(x0)(DαhεDβhε − εDαDβhε)(x0) = ∆2/ρ2 + εO(1)

which verifies condition (2.8) if ε1 is sufficiently small.
To verify condition (2.9) we fix

µ =
3∆r

2ρ4
(3.27)

and use the formula (compare with (A.9) and (A.4))

ξ =
ρ
√

∆

Σ
e0 −

2amr sin θ

ρΣ
e1. (3.28)

Assume X = Y 0e0+Y 1e1+Y 2e2+Y 3e3 is a vector expressed in the frame eα. We compute

Y αY β(µgαβ −DαDβhε)(x0) + ε−2(|Y αξα(x0)|2 + |Y αDαhε(x0)|2)

= (Y 0)2(−µ−D0D0hε) + (Y 1)2(µ−D1D1hε) + 2Y 0Y 1(−D0D1hε)

+ (Y 2)2(µ−D2D2hε) + (Y 3)2(µ−D3D3hε) + 2Y 2Y 3(−D2D3hε)

+ ε−2 (ρ2
√

∆Y 0 + 2amr(sin θ)Y 1)2

ρ2Σ2
+ ε−2 ∆(Y 2)2

ρ4
.

(3.29)

Let Z = ρ2
√

∆Y 0 + 2amr(sin θ)Y 1, thus

Y 0 =
Z − 2amr(sin θ)Y 1

ρ2
√

∆
= αY 1 + βZ.
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Using also µ−D3D3hε = (∆r)/(2ρ4), the right-hand side of (3.29) becomes

(Y 2)2(ε−2∆ρ−4 + µ−D2D2hε) + (Y 3)2(∆rρ−4)/2− 2Y 2Y 3 ·D2D3hε

+ Z2[ε−2ρ−2Σ−2 + β2(−µ−D0D0hε)]

+ (Y 1)2[α2(−µ−D0D0hε)− 2αD0D1hε + µ−D1D1hε]

+ 2Y 1Z[αβ(−µ−D0D0hε)− βD0D1hε].

(3.30)

It is clear that the first line of the expression above is bounded from below by

C̃−1(ε−2(Y 2)2 + (Y 3)2)

if ε is sufficiently small, since ∆ ≥ C̃−1. The main term we need to bound from below is
the coefficient of (Y 1)2 in (3.30). We use the table (3.26) and the definitions of α and µ;
after several simplifications this term is equal to

5∆r

2ρ4
− ∆Y

ρ2Σ2
+

4a2m2r(sin θ)2

ρ6

(
− r2

2ρ2
+
rY

Σ2
+
mr − a2

∆

)
.

In view of (A.14) and (A.15) this is bounded from below by (∆r)/(2ρ4). Thus the sum
of the last three lines of (3.30) is bounded from below by

C̃−1(ε−2Z2 + (Y 1)2)

if ε is sufficiently small. It follows that

Y αY β(µgαβ −DαDβhε)(x0) + ε−2(|Y αξα(x0)|2 + |Y αDαhε(x0)|2)

≥ C̃−1[(Y 0)2 + (Y 1)2 + ε−2(Y 2)2 + (Y 3)2]

if ε is sufficiently small. The condition (2.9) is verified, which completes the proof of the
proposition. �

3.3. Vanishing of the tensor S. In this subsection we prove Theorem 1.2. Arguments
showing how to use Carleman inequalities to prove uniqueness are standard. We provide
all the details here for the sake of completeness. Some care is needed at the first step, in
Lemma 3.4 below, since we do not assume that derivatives of the tensor S vanish on the
horizon.

We show first that the tensor S vanishes in a neighborhood of the bifurcate sphere S0

in E4.

Lemma 3.4. With the notation in Theorem 1.2, there is an open set O′ ⊆M4, S0 ⊆ O′,
such that

S ≡ 0 in O′ ∩ E4.

Proof of Lemma 3.4. We use the functions u, v defined in Lemma 3.1 and the Carleman
estimate in Proposition 3.2. Since S0 is compact, it suffices to prove that for every point
x0 ∈ S0 there is a neighborhood O′x0

of x0 such that S ≡ 0 in E4∩O′x0
. As in Proposition

3.2, assume Φx0 : B1 → O, Φx0(0) = x0, is a smooth coordinate chart around x0. With
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the notation in Proposition 3.2, there are constants ε ∈ (0, ε0) and C̃ ≥ 1 such that, for

any λ ≥ C̃ and any φ ∈ C∞0 (Bε10(x0))

λ‖e−λfεφ‖L2 + ‖e−λfε|D1φ| ‖L2 ≤ C̃λ−1/2‖e−λfε �gφ‖L2 , (3.31)

where

fε = ln[ε−1(u+ ε)(v + ε) + ε12Nx0 ]. (3.32)

The constant ε will remain fixed in this proof, and we assume implicitly it is sufficiently
small as discussed in Proposition 3.2. We will show that

S ≡ 0 in Bε40(x0) ∩ E4. (3.33)

For (j1, . . . , jk) ∈ {1, 2, 3, 4}k we define, using the coordinate chart Φ,

φ(j1...jk) = S(∂j1 , . . . , ∂jk). (3.34)

If k = 0 we define φ = S in B1(x0). The functions φ(j1...jk) : B1(x0)→ C are smooth. Let
η : R→ [0, 1] denote a smooth function supported in [1/2,∞) and equal to 1 in [3/4,∞).
With u, v as in Proposition 3.1, for δ ∈ (0, 1] we define

φδ,ε(j1...jk) = φ(j1...jk) · 1E4 · η(uv/δ) ·
(
1− η(Nx0/ε20)

)
= φ(j1...jk) · η̃δ,ε.

(3.35)

Clearly, φδ,ε(j1...jk) ∈ C∞0 (Bε10(x0)). We would like to apply the inequality (3.31) to the

functions φδ,ε(j1...jk), and then let δ → 0 and λ→∞ (in this order).

Using the definition (3.35), we have

�gφ
δ,ε
(j1...jk) = η̃δ,ε ·�gφ(j1...jk) + 2Dαφ(j1...jk) ·Dαη̃δ,ε + φ(j1...jk) ·�gη̃δ,ε.

Using the Carleman inequality (3.31), for any (j1, . . . jk) ∈ {1, 2, 3, 4}k we have

λ · ‖e−λfε · η̃δ,εφ(j1...jk)‖L2 + ‖e−λfε · η̃δ,ε|D1φ(j1...jk)| ‖L2

≤ C̃λ−1/2 · ‖e−λfε · η̃δ,ε�gφ(j1...jk)‖L2

+ C̃
[
‖e−λfε ·Dαφ(j1...jk)D

αη̃δ,ε‖L2 + ‖e−λfε · φ(j1...jk)(|�gη̃δ,ε|+ |D1η̃δ,ε|)‖L2

]
,

(3.36)

for any λ ≥ C̃. We estimate now |�gφ(j1...jk)|. Using the first identity in (1.6) and (3.34),
in Bε10(x0) we estimate pointwise

|�gφ(j1...jk)| ≤ C̃A,B
∑
l1,...,lk

(
|D1φ(l1...lk)|+ |φ(l1...lk)|

)
, (3.37)

for some constant C̃A,B that depends only on the tensors A and B. We add up the
inequalities (3.36) over (j1, . . . , jk) ∈ {1, 2, 3, 4}k. The key observation is that, in view of
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(3.37), the first term in the right-hand side can be absorbed into the left-hand side for λ

sufficiently large. Thus, for any λ ≥ C̃A,B and δ ∈ (0, 1]

λ
∑
j1,...,jk

‖e−λfε · η̃δ,εφ(j1...jk)‖L2

≤ C̃
∑
j1,...,jk

[
‖e−λfε ·Dαφ(j1...jk)D

αη̃δ,ε‖L2 + ‖e−λfε · φ(j1...jk)(|�gη̃δ,ε|+ |D1η̃δ,ε|)‖L2

]
.

(3.38)

We would like to let δ → 0 in (3.38). For this, we observe first that the functions

Dαφ(j1...jk)D
αη̃δ,ε and (|�gη̃δ,ε|+ |D1η̃δ,ε|) vanish outside the set Aδ ∪ B̃ε, where{

Aδ = {x ∈ Bε10(x0) ∩ E4 : uv ∈ (δ/2, δ)};
B̃ε = {x ∈ Bε10(x0) ∩ E4 : Nx0 ∈ (ε20/2, ε20)}.

In addition, since φ(j1...jk) = 0 on H (using the hypothesis of Theorem 1.1), it follows from
Proposition 3.1 (c) that there are smooth functions φ′(j1...jk) : O→ C such that

φ(j1...jk)

(
1− η(Nx0)

)
= uv · φ′(j1...jk) in O ∩ E4. (3.39)

We show now that

|�gη̃δ,ε|+ |D1η̃δ,ε| ≤ C̃(1eBε + (1/δ)1Aδ
). (3.40)

The inequality for |D1η̃δ,ε| follows directly from the definition (3.35). Also, using again
the definition,

|DαDαη̃δ,ε| ≤ |DαDα(1E4 · η(uv/δ))| ·
(
1− η(Nx0/ε20)

)
+ C̃(1eBε + (1/δ)1Aδ

).

Thus, for (3.40), it suffices to prove that

1E4 · |DαDα(η(uv/δ))| ≤ C̃/δ · 1Aδ
. (3.41)

Since u, v, η are smooth functions, for (3.41) it suffices to prove that

δ−2|Dα(uv)Dα(uv)| ≤ C̃/δ in Aδ. (3.42)

Since uv ∈ [δ/2, δ] in Aδ, it suffices to prove that

u2|DαvDαv|+ v2|DαuDαu| ≤ C̃δ in Aδ.

For this we use the frame L1, L2, L3, L4 as in the proof of Prooposition 3.2. The bound
follows from (3.19), (3.18), and (3.17).

We show now that
|Dαφ(j1...jk)D

αη̃δ,ε| ≤ C̃φ′(1eBε + 1Aδ
), (3.43)

where the constant C̃φ′ depends on the smooth functions φ′(j1...jk) defined in (3.39). Using

the formula (3.39) (which becomes φ(j1...jk) = uv · φ′(j1...jk) in Aδ ∪ B̃ε), this follows easily
from (3.42).
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It follows from (3.39), (3.40), and (3.43) that

|Dαφ(j1...jk)D
αη̃δ,ε|+ |φj1...jk |(|�gη̃δ,ε|+ |D1η̃δ,ε|) ≤ C̃φ′(1eBε + 1Aδ

).

Since limδ→0 ‖1Aδ
‖L2 = 0, we can let δ → 0 in (3.38) to conclude that

λ
∑
j1,...,jk

‖e−λfε · 1Bε10/2(x0)∩E4 · φ(j1...jk)‖L2 ≤ C̃φ′
∑
j1,...,jk

‖e−λfε · 1eBε‖L2 (3.44)

for any λ ≥ C̃A,B. Finally, using the definition (3.32), we observe that

inf
Bε40 (x0)∩E4

e−λfε ≥ e−λ ln(ε+ε32/2) ≥ supeBε e
−λfε .

It follows from (3.44) that

λ
∑
j1,...,jk

‖1Bε40 (x0)∩E4 · φ(j1...jk)‖L2 ≤ C̃φ′
∑
j1,...,jk

‖1eBε‖L2

for any λ ≥ C̃A,B. We let now λ→∞. The identity (3.33) follows. �

We show now that the tensor S vanishes in an open neighborhood of the horizon H in
E4. For any R > r+ let

E4
R = {x ∈ E4 : r(x) ∈ (r+, R)},

where r : E4 → (r+,∞) is the smooth function used in Proposition 3.3.

Lemma 3.5. With the notation in Theorem 1.2, there is R > r+ such that

S ≡ 0 in E4
R.

Proof of Lemma 3.5. It follows from Proposition 3.1 (a) and Lemma 3.4 that there is
ε1 > 0 such that

S ≡ 0 in the set {x ∈ E4 ∩O : u(x) < ε1 and v(x) < ε1}. (3.45)

It suffices to prove that S ≡ 0 in E4
R ∩ Ẽ4, where Ẽ4 is the dense open subset of E4

defined in section A. In view of (3.45) and the definition of the functions u, v in the proof
of Lemma 3.1, there is ε2 > 0 such that

S ≡ 0 in the set {x = (r, t, θ, φ) ∈ Ẽ4 : t = 0 and r < r+ + ε2}. (3.46)

We use the Boyer-Lindquist coordinate chart (see appendix A) to define

∂̃1 = ∂r, ∂̃2 = ∂t, ∂̃3 = ∂θ, ∂̃4 = ∂φ

and
φ̃(j1...jk) = S(∂̃j1 , . . . , ∂̃jk)

The second identity in (1.6) gives, for any (j1, . . . , jk) ∈ {1, 2, 3, 4}k

∂t(φ̃(j1...jk)) =
∑
l1,...,lk

φ̃(l1...lk)Cl1...lk j1...jk . (3.47)
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In view of (3.46)

φ̃(j1...jk)(r, 0, θ, φ) = 0 if r < r+ + ε2.

Since C is a smooth tensor in Ẽ4, it follows that φ̃(j1...jk)(r, t, θ, φ) = 0 if r < r+ + ε2, which
completes the proof of the lemma. �

We prove now that S ≡ 0 in E4, which completes the proof of the theorem. In view of
Lemma 3.5, it suffices to prove the following:

Lemma 3.6. With the notation in Theorem 1.1, assume that

S ≡ 0 in E4
R0
. (3.48)

for some R0 > r+. Then there is R1 > R0 such that

S ≡ 0 in E4
R1
.

Proof of Lemma 3.6. Assume that x0 ∈ E4 and r(x0) = R0. We show first that

there is a neighborhood O′x0
of x0 such that S ≡ 0 in O′x0

. (3.49)

This is similar to the proof of Lemma 3.4, using the Carleman estimate in Proposition 3.3
instead of the Carleman estimate in Proposition 3.2. Assume Φx0 : B1 → E4, Φx0(0) = x0,
is a smooth coordinate chart around x0. With the notation in Proposition 3.3, there is

ε ∈ (0, 1/2] sufficiently small and C̃ sufficiently large such that

λ‖e−λ efεφ‖L2 + ‖e−λ efε|D1φ | ‖L2 ≤ C̃λ−1/2‖e−λ efε �gφ‖L2 + ε−6‖e−λ efεξ(φ) ‖L2 , (3.50)

for any λ ≥ C̃ and any φ ∈ C∞0 (Bε10(x0)), where

f̃ε = ln[r −R0 + ε+ ε12Nx0 ]. (3.51)

The constant ε will remain fixed in this proof, and sufficiently small in the sense of
Proposition 3.3. We will show that

S ≡ 0 in Bε40(x0). (3.52)

For (j1, . . . , jk) ∈ {1, 2, 3, 4}k we define, using the coordinate chart Φ,

φ(j1...jk) = S(∂j1 , . . . , ∂jk).

If k = 0 we simply define φ = S in B1(x0). The functions φ(j1...jk) : B1(x0) → C are
smooth. Let η : R→ [0, 1] denote a smooth function supported in [1/2,∞) and equal to
1 in [3/4,∞), as before. We define

φε(j1...jk) = φ(j1...jk) ·
(
1− η(Nx0/ε20)

)
= φ(j1...jk) · η̃ε.

Clearly, φε(j1...jk) ∈ C∞0 (Bε10(x0)) and{
�gφ

ε
(j1...jk) = η̃ε ·�gφ(j1...jk) + 2Dαφ(j1...jk) ·Dαη̃ε + φ(j1...jk) ·�gη̃ε

ξ(φε(j1...jk)) = η̃ε · ξ(φ(j1...jk)) + φ(j1...jk) · ξ(η̃ε).
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Using the Carleman inequality (3.50), for any (j1, . . . jk) ∈ {1, 2, 3, 4}k we have

λ · ‖e−λ efε · η̃εφ(j1...jk)‖L2 + ‖e−λ efε · η̃ε|D1φ(j1...jk)| ‖L2

≤ C̃λ−1/2 · ‖e−λ efε · η̃ε�gφ(j1...jk)‖L2 + C̃‖e−λ efε · η̃εξ(φ(j1...jk))‖L2

+ C̃
[
‖e−λ efε ·Dαφ(j1...jk)D

αη̃ε‖L2 + ‖e−λ efε · φ(j1...jk)(|�gη̃ε|+ |D1η̃ε|)‖L2

]
,

(3.53)

for any λ ≥ C̃. Using the identities in (1.6), in Bε10(x0) we estimate pointwise{
|�gφ(j1...jk)| ≤ C̃A,B,C

∑
l1,...,lk

(
|D1φ(l1...lk)|+ |φ(l1...lk)|

)
;

|ξ(φ(j1...jk))| ≤ C̃A,B,C
∑

l1,...,lk
|φ(l1...lk)|,

(3.54)

for some constant C̃A,B,C that depends only on the constants C̃ and the tensors A,B, C.
We add up the inequalities (3.53) over (j1, . . . , jk) ∈ {1, 2, 3, 4}k. The key observation is
that, in view of (3.54), the first two terms in the right-hand side can be absorbed into the

left-hand side for λ sufficiently large. Thus, for any λ ≥ C̃A,B,C

λ
∑
j1,...,jk

‖e−λ efε · η̃εφ(j1...jk)‖L2

≤ C̃
∑
j1,...,jk

[
‖e−λ efε ·Dαφ(j1...jk)D

αη̃ε‖L2 + ‖e−λ efε · φ(j1...jk)(|�gη̃ε|+ |D1η̃ε|)‖L2

]
.

(3.55)

Using the hypothesis (3.48) and the definition of the function η̃ε, we have

|Dαφ(j1...jk)D
αη̃ε|+ φ(j1...jk)(|�gη̃ε|+ |D1η̃ε|) ≤ C̃φ · 1{x∈Bε10 (x0): r≥R0 and Nx0>ε20/2},

for some C̃φ that depends on the smooth functions φj1...jk . Using the definition (3.51), we
observe also that

inf
Bε40 (x0)

e−λ
efε ≥ e−λ ln(ε+ε32/2) ≥ sup

{x∈Bε10 (x0): r≥R0 and Nx0>ε20/2}
e−λ

efε .
The identity (3.52) follows by letting λ→∞ in (3.55).

The set

{x ∈ E4 : t(x) = 0 and r(x) = R0}
is compact, where t : E4 → R is a smooth function which agrees with coordinate function
t in the Boyer-Lindquist coordinates. It follows from (3.49) that there is ε3 > 0 such that

S ≡ 0 in the set {x ∈ E4 : t(x) = 0 and r(x) < R0 + ε3}. (3.56)

We define the vectors ∂̃1 = ∂r, ∂̃2 = ∂t, ∂̃3 = ∂θ, ∂̃4 = ∂φ ∈ T(Ẽ4) and the functions

φ̃(j1...jk) = S(∂̃j1 , . . . , ∂̃jk) as in the proof of Lemma 3.5. It follows from the identity (3.47)
and (3.56) that

φ̃(j1...jk)(r, t, θ, φ) = 0 if r < R0 + ε3,

which completes the proof of the lemma. �



20 ALEXANDRU D. IONESCU AND SERGIU KLAINERMAN

4. Proof of Theorem 1.1

In this section we prove Theorem 1.1. We define the smooth optical functions u, v :
E ′ → (−1/2,∞), {

u(t, x) = |x| − 1− t;
v(t, x) = |x| − 1 + t,

(4.1)

where E ′ = {(t, x) ∈M : |x| > |t|+1/2}. Notice that E = {(t, x) ∈ E ′ : u > 0 and v > 0}.
For R ∈ [1,∞) we define the relatively compact open set

ER = {(t, x) ∈ E : (u+ 1/2)(v + 1/2) < R}. (4.2)

Proposition 4.1. Assume R ≥ 1. Then there is λ(R)� 1 such that for any φ ∈ C2
0(ER)

and λ ≥ λ(R)

λ · ‖e−λf · φ‖L2 + ‖e−λf ·Dφ‖L2 ≤ CRλ
−1/2 · ‖e−λf ·�φ‖L2 , (4.3)

where

f = log(u+ 1/2) + log(v + 1/2) = log
[
(|x| − 1/2)2 − t2

]
. (4.4)

and |Dφ| =
(∑d

µ=0 |∂µφ|2
)1/2

.

The Carleman inequality in Proposition 4.1 suffices to prove Theorem 1.1, by an ar-
gument similar to the one given in Lemma 3.4 (which exploits implicitly the bifurcate
characteristic geometry of H, using a cutoff function of the form η(uv/δ), to compensate
for the fact that we do not assume vanishing of the derivatives of φ on H). Proposition
4.1 can be obtained as a direct consequence of Hörmander’s general pseudo-convexity
condition (2.1). For the convenience of the reader, we provide below a self-contained ele-
mentary proof of Proposition 4.1, in which we verify implicitly a similar pseudo-convexity
condition in our simple case and show how it implies the Carleman inequality.

Proof of Proposition 4.1. The constants C ≥ 1 in this proof may depend on R and d. We
may assume that φ ∈ C∞0 (ER) is real-valued. Since all partial derivatives of f are bounded
in ER, for (4.3) it suffices to prove that, for λ ≥ λ(R),

λ · ‖e−λf · φ‖L2 + ‖D(e−λf · φ
)
‖L2 ≤ Cλ−1/2 · ‖e−λf ·�φ‖L2 . (4.5)

To prove estimate (4.5) we start by setting,

φ = eλfψ (4.6)

with f = f(u, v) as above. Observe that,

e−λf�(eλfψ) = �ψ + λ(2DβfDβψ + �fψ) + λ2(DβfDβf)ψ.

Thus estimate (4.5) follows from,

λ‖ψ‖L2 + C−1‖Dψ‖L2 ≤ Cλ−1/2‖Lψ + λ(�f)ψ‖L2 ,
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where,

Lψ = �ψ + 2λWψ + λ2Gψ,

W = DαfDα, G = DβfDβf.

Since �f is bounded on ER, i.e. |�f | ≤ C, it suffices in fact to show that,

λ‖ψ‖L2 + C−1‖Dψ‖L2 ≤ Cλ−1/2.‖Lψ‖L2 (4.7)

We shall establish in fact a lower bound for an integral of the form,

E =< Lψ, 2λ(W − w)ψ >= 2λ

∫
ER
Lψ
(
W (ψ)− wψ

)
(4.8)

where w is a smooth function on ER we will choose below. In fact we will choose w such
that we can establish the lower bound,

E ≥ C−1
(
λ‖Dψ‖2

L2 + λ3‖ψ‖2
L2

)
+ λ2‖(W − w)ψ‖2

L2 (4.9)

Since E ≤ ‖Lψ‖2
L2 + λ2‖(W − w)ψ‖2

L2 (4.7) easily follows from (4.9).
Now, writing Lψ = �ψ + λ2Gψ + λ(Wψ + wψ) + λ(Wψ − wψ),

E = 2λ < Lψ, (W − w)ψ >= 2λ2‖(W − w)ψ‖2
L2 + 2λ2‖Wψ‖2

L2 − 2λ2‖wψ‖2
L2 + E1 + E2

E1 = λ < �ψ, (2W − 2w)ψ >

E2 = λ3 < Gψ, (2W − 2w)ψ > .
(4.10)

Thus, for bounded w and for λ sufficiently large, (4.9) is an immediate consequence of

2λ2‖Wψ‖2
L2 + E1 + E2 ≥ C−1

(
λ‖Dψ‖2

L2 + λ3‖ψ‖2
L2

)
, (4.11)

To evaluate E1 and E2 we make use of the following simple lemma.

Lemma 4.2. Let Qαβ = DαψDβψ− 1
2
mαβ(DµψDµψ) denote the enery-momentum tensor

of the wave operator � = mαβDαDβ. Then,

�ψ · (2Wψ − 2wψ) = Dα(2W βQαβ − 2wψ ·Dαψ +Dαw · ψ2)

− Qαβ(DαWβ + DβWα) + 2wDαψ ·Dαψ −�gw · ψ2,

and

Gψ · (2Wψ − 2wψ) = Dα(ψ2G ·Wα)− ψ2(2wG+W (G) +G ·DαWα).

Since ψ ∈ C∞0 (ER) we integrate by parts to conclude that

E1 + E2 = λ

∫
ER

2wDαψ ·Dαψ − 2DαW β ·Qαβ

+ λ3

∫
ER
ψ2(−2wG−W (G)−G ·DαWα)

− λ
∫
ER
ψ2�gw.

(4.12)
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To prove (4.11) we are reduced to prove pointwise bounds for the first two integrands
in (4.12). More precisely, dividing by λ and λ3 respectively, it suffices to prove that the
pointwise bounds

C−1|Dψ|2 ≤ λ|W (ψ)|2 + (wDαψ ·Dαψ −DαW β ·Qαβ), (4.13)

and

C−1 ≤ −2wG−W (G)−G ·DαWα, (4.14)

hold on ER, for λ sufficiently large.
Recall that Wα = Dαf and G = DαfDαf . Observe that

wDαψ ·Dαψ −DαW β ·Qαβ = (Dαψ ·Dβψ)[(w + �f/2)mαβ −DαDβf ]

and

−2wG−W (G)−G ·DαWα = −G(2w + �f)− 2DαfDβf ·DαDβf.

Thus, with w′ = w + �f/2 ∈ C∞(ER) (still to be chosen), the inequalities (4.13) and
(4.14) are equivalent to the pointwise inequalities

C−1|Dψ|2 ≤ λ|Dαf ·Dαψ|2 + (Dαψ ·Dβψ)(w′mαβ −DαDβf), (4.15)

and

C−1 ≤ −w′(DαfDαf)−Dαf Dβf ·DαDβf (4.16)

on ER, for λ sufficiently large.
Let h = ef or, in view of (4.4), h = (|x| − 1/2)2 − t2). In terms of h making use of the

inequality h ≥ 1/4 on ER, the inequalities (4.15) and (4.16) are equivalent to

C−1|Dψ|2 ≤ λ|Dαh ·Dαψ|2 + (Dαψ ·Dβψ)(w′mαβ − h−1DαDβh), (4.17)

and

C−1 ≤ DαhDβh(h−2DαhDβh− h−1DαDβh)− w′DαhDαh, (4.18)

provided that λ is sufficiently large. To summarize, we need to find w′ ∈ C∞(ER) such
that the inequalities (4.17) and (4.18) hold in ER, for all λ sufficiently large.

We shall see below that our function h, strictly positive and smooth on ER verifies the
equation,

DαhDαh = 4h (4.19)

We infer by differentiation that, DαDβhDβh = 2Dαh and therefore,

DαDβhDαhDβh = 8h.

Therefore the right-hand side of (4.18) is equal to 8− 4hw′ and thus inequality (4.18) is
equivalent to hw′ ≤ 2− C−1 in ER, which is clearly satisfied if

w′ = h−1(2− A0|x|−1) for some constant A0 > 0. (4.20)
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On the other hand, setting Y α = Dαψ and Hαβ = DαDβh, α, β = 0, . . . , d and ob-
serving that H0i = 0 for i = 1, . . . , d, we infer that the right-hand side of (4.17) is equal
to,

E : = λ(DαhY
α)2 + w′

(
− (Y 0)2 + |Y ′|2)− h−1

(
H00(Y 0)2 +HijY

iY j
)

= (Y 0)2
(
− w′ − h−1H00

)
+ |Y ′|2

(
w′ +HijŶ

iŶ j
)

+ λ(D0hY
0 + DihY

i)2

where |Y ′|2 =
∑d

i=1(Y i)2 and Ŷ i = |Y ′|−1Y i. Since h = (|x| − 1/2)2 − t2, we have
|h|+ |h−1|+ |x|+ (|x| − 1/2)−1 ≤ C in ER. We compute

D0h = −2t, Djh = (2− |x|−1)xj for j = 1, . . . , d, (4.21)

and

H00 = D0D0h = −2

Hij = DiDjh = (2− |x|−1)δij + xixj|x|−3 for i, j = 1, . . . , d.
(4.22)

Thus we easily check that (4.19) is indeed verified. Setting Z = Y · x̂, with x̂i = xi
|x| , the

expression for E becomes,

E = (Y 0)2h−1
(
2− hw′) + |Y ′|2h−1(hw′ − (2− |x|−1)− h−1|x|−1Z2

+ λ
(
− 2tY 0 + (2|x| − |1)Z

)2

= h−1A0|x|−1(Y 0)2 + h−1(1− A0)|x|−1|Y ′|2 − h−1|x|−1Z2 + λ
(
− 2tY 0 + (2|x| − |1)Z

)2

To derive the bound,

E ≥ C−1
(
(Y 0)2 + |Y ′|2

)
, (4.23)

from which(4.17) follows, we rely on the following simple lemma.

Lemma 4.3. Given δ > 0 there exists λ sufficiently large (depending on R and δ) such
that the following inequality holds:

λ
[
(2|x| − 1)Z − 2tY 0

]2

+ h−1A0|x|−1(Y 0)2 − h−1|x|−1Z2

≥ (Y 0)2h−1|x|−1
(
A0 −

t2

(|x| − 1/2)2
− δ
)
,

(4.24)

In view of the lemma the bound (4.23) follows by choosing A0 = 1−C−1
0 and δ = C−1

0 ,
for C0 sufficiently large depending on R. This completes the proof of the proposition. �

We give below the proof of Lemma 4.3.

Proof. Inequality (4.24) is equivalent to,

λ(2|x| − 1)2
[
Z − t

(|x| − 1/2)
Y 0
]2

+ h1|x|−1
(
(Y 0 t

|x| − 1/2
)2 − Z2

)
+ δh−1|x|−1(Y 0)2 ≥ 0
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Setting X = t
|x|−1/2

Y 0 − Z we can rewrite the above inequality in the form,

λ(2|x| − 1)2X2 + h−1|x|−1X(−X + 2
t

|x| − 1/2
)Y 0) + δh−1|x|−1(Y 0)2 ≥ 0

or, equivalently,

X2
(
λ(2|x| − 1)2 − h−1|x|−1

)
+ 2

t

|x| − 1/2
XY 0 + δh−1|x|−1(Y 0)2 ≥ 0

which clearly holds for t, x in ER and all X, Y 0 in R provided that λ is sufficiently large. �

Appendix A. Explicit computations in the Kerr spaces

We consider the exterior region E4 of the Kerr spacetime of mass m and angular momen-
tum ma, a ∈ [0,m). Following [4, Chapter 6], in the standard Boyer-Lindquist coordinates
(r, t, θ, φ) ∈ (r+,∞)×R× (0, π)× S1, r± = m± (m2− a2)1/2, the Kerr metric on a dense

open subset Ẽ4 of E4 is

ds2 = −ρ
2∆

Σ2
(dt)2 +

Σ2(sin θ)2

ρ2

(
dφ− 2amr

Σ2
dt
)2

+
ρ2

∆
(dr)2 + ρ2(dθ)2, (A.1)

where 
∆ = r2 + a2 − 2mr;

ρ2 = r2 + a2(cos θ)2;

Σ2 = (r2 + a2)ρ2 + 2mra2(sin θ)2 = (r2 + a2)2 − a2(sin θ)2∆.

(A.2)

This metric is of the form

ds2 = −e2ν(dt)2 + e2ψ(dφ− ωdt)2 + e2µ2(dr)2 + e2µ3(dθ)2, (A.3)

where

e2ν =
ρ2∆

Σ2
and ν =

1

2
[ln(ρ2) + ln ∆− ln(Σ2)]

e2ψ =
Σ2(sin θ)2

ρ2
and ψ =

1

2
[ln(Σ2) + 2 ln(sin θ)− ln(ρ2)];

ω =
2amr

Σ2
;

e2µ2 =
ρ2

∆
and µ2 =

1

2
[ln(ρ2)− ln ∆];

e2µ3 = ρ2 and µ3 =
1

2
ln(ρ2).

(A.4)
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We compute

∂rµ2 =
r

ρ2
− r −m

∆
and ∂θµ2 =

−a2 sin θ cos θ

ρ2
;

∂rµ3 =
r

ρ2
and ∂θµ3 =

−a2 sin θ cos θ

ρ2
;

(A.5)

and

∂rω = −2am

Σ4
[(3r2 − a2)(r2 + a2)− a2(sin θ)2(r2 − a2)];

∂θω =
4a3mr∆ sin θ cos θ

Σ4
;

∂rν =
r

ρ2
+
r −m

∆
− 2r(r2 + a2)− a2(sin θ)2(r −m)

Σ2
;

∂θν = a2 sin θ cos θ
(∆

Σ2
− 1

ρ2

)
;

∂rψ =
2r(r2 + a2)− a2(sin θ)2(r −m)

Σ2
− r

ρ2
;

∂θψ = −a2 sin θ cos θ
(∆

Σ2
− 1

ρ2

)
+

cos θ

sin θ
.

(A.6)

We fix the frame

e0 = e−ν(∂t + ω∂φ), e1 = e−ψ∂φ, e2 = e−µ2∂r, e3 = e−µ3∂θ. (A.7)

Clearly, gαβ) = (gαβ) = diag(−1, 1, 1, 1), where gαβ = g(eα, eβ), α, β = 0, 1, 2, 3. The
dual basis of 1-forms is

η0 = eνdt, η1 = eψ(dφ− ωdt), η2 = eµ2dr, η3 = eµ3dθ. (A.8)

Also

ξ = ∂t = eν · e0 − eψω · e1. (A.9)

We compute now the covariant derivatives Deiej, i, j = 0, 1, 2, 3. We use the formula

g(Z,DYX) =
1

2

(
X(g(Y, Z)) + Y (g(Z,X))− Z(g(X, Y ))

− g([X,Z], Y )− g([Y, Z], X)− g([X, Y ], Z)
)
,

(A.10)
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for any vector fields X, Y, Z. We have

[e0, e1] = 0;

[e0, e2] = e−µ2∂rν · e0 − eψ−µ2−ν∂rω · e1;

[e0, e3] = e−µ3∂θν · e0 − eψ−µ3−ν∂θω · e1;

[e1, e2] = e−µ2∂rψ · e1;

[e1, e3] = e−µ3∂θψ · e1;

[e2, e3] = e−µ3∂θµ2 · e2 − e−µ2∂rµ3 · e3.

(A.11)

With [ei, ej] = Ck
ijek, C

k
ij + Ck

ji = 0, it follows from (A.10) that

Dejei = −1

2

3∑
k=0

(gjjgkkC
j
ik + giigkkC

i
jk + Ck

ij)ek. (A.12)

Using the table (A.11), this gives

De0e0 = C0
02e2 + C0

03e3; De1e0 =
−1

2
C1

02e2 +
−1

2
C1

03e3;

De2e0 =
−1

2
C1

02e1; De3e0 =
−1

2
C1

03e1;

De0e1 =
−1

2
C1

02e2 +
−1

2
C1

03e3; De1e1 = (−1)C1
12e2 + (−1)C1

13e3

De2e1 =
−1

2
C1

02e0; De3e1 =
−1

2
C1

03e0;

De0e2 = C0
02e0 +

1

2
C1

02e1; De1e2 =
−1

2
C1

02e0 + C1
12e1;

De2e2 = −C2
23e3; De3e2 = −C3

23e3;

De0e3 = C0
03e0 +

1

2
C1

03e1; De1e3 =
−1

2
C1

03e0 + C1
13e1;

De2e3 = C2
23e2; De3e3 = C3

23e2.

(A.13)

Let

Y = 2r(r2 + a2)− a2(sin θ)2(r −m),

and observe that

(3r2 − a2)(r2 + a2)− a2(sin θ)2(r2 − a2) = 2rY − Σ2 > 0, (A.14)

and

2rΣ2 > ρ2Y. (A.15)

We compute now the Hessian D2r. More generally, for a function f that depends
only on r (i.e. e0(f) = e1(f) = e3(f) = 0), using (A.11) and (A.13), and the formula
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DαDβf = DβDαf = eα(eβ(f))−Deαeβ(f),

D0D0f = −C0
02e
−µ2∂rf = −∆

ρ2

( r
ρ2

+
r −m

∆
− Y

Σ2

)
∂rf

D0D1f =
1

2
C1

02e
−µ2∂rf =

∆

ρ2
· ma sin θ

ρ2
√

∆Σ2
(2rY − Σ2)∂rf

D1D1f = C1
12e
−µ2∂rf =

∆

ρ2

( Y
Σ2
− r

ρ2

)
∂rf

D2D2f = e−µ2∂r(e
−µ2∂rf) =

∆

ρ2
∂2
rf −

∆

ρ2

( r
ρ2
− r −m

∆

)
∂rf

D2D3f = −C2
23e
−µ2∂rf =

√
∆a2 sin θ cos θ

ρ4
∂rf

D3D3f = −C3
23e
−µ2∂rf =

∆r

ρ4
∂rf

D0D2f = D0D3f = D1D2f = D1D3f = 0.

(A.16)
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