UNIQUENESS RESULTS FOR ILL POSED CHARACTERISTIC
PROBLEMS IN CURVED SPACE-TIMES

ALEXANDRU D. IONESCU AND SERGIU KLAINERMAN

ABSTRACT. We prove two uniqueness theorems concerning linear wave equations; the
first theorem is in Minkowski space-times, while the second is in the domain of outer
communication of a Kerr black hole. Both theorems concern ill-posed Cauchy prob-
lems on bifurcate, characteristic hypersurfaces. In the case of the Kerr space-time, the
hypersurface is precisely the event horizon of the black hole. The uniqueness theorem
in this case, based on two Carleman estimates, is intimately connected to our strategy
to prove uniqueness of the Kerr black holes among smooth, stationary solutions of the
Einstein-vacuum equations, as formulated in [14].
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1. INTRODUCTION

The goal of the paper is to prove two uniqueness results for the Cauchy problem in the
exterior of a bifurcate characteristic surface. In the simplest case of the wave equation in
Minkowski space R,

d
O = 0, O=-0;+) 0
=1
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the problem is to find solutions in the exterior domain &, = {(¢,x) : |z| > |[t| +a}, a > 0,
with prescribed data on the boundary H, = {(¢, x) : |t| = |x|+a}. The problem is known
to be il posed, that is,

(1) Solutions may not exist for smooth, non-analytic, initial conditions.
(2) There is no continuous dependence on the data.

The situation is similar to the better known case of the Cauchy problem prescribed on a
time-like characteristic hypersurface, such as ¢ = 0. The Cauchy-Kowalewski theorem
allows one to solve the problem for analytic initial data, but solutions may not exist in
the smooth case. It is known in fact that smooth solutions cannot be prescribed freely,
since certain necessary compatibilities may be violated.

Though existence fails, one can often prove uniqueness. A general result due to Holm-
gren, improved by F. John [8], shows that the non-characteristic initial value problem for
linear equations with analytic coefficients is locally unique in the class of smooth solutions,
see [9]. The case of equations with smooth coefficients is considerably more complicated.
An important counterexample to uniqueness was provided by P. Cohen [5], see also [12]
and [1] for more general families of examples. Thus, in the case of the Cauchy problem
for a time-like hypersurface (such as ¢ = 0), even a zero order, smooth, perturbation of
the wave operator [J can cause uniqueness to fail. We note also that, there cannot be, in
general (unless one considers solutions with suitable decay at infinity such as discussed in
[16]), unique continuation across characteristic hyperplanes, see the counterexample and
the discussion in [13, Theorem 8.6.7]. On the other hand, there exist conditions which
can guarantee uniqueness, most importantly those of Hormander [13, Chapter 28]. See
also [19], [21] and the references therein for uniqueness results under partial analyticity
assumptions. These results prove uniqueness for a large class of problems which include,
in particular, the Cauchy problem on an arbitrary, non-characteristic, time-like hyper-
surface for the wave equation [g¢p = 0, corresponding to a time independent Lorentz
metric of the form —goo(z)dt* + gi;(x)dz'dx’ with goo > 0 and (g;;){,_, positive definite.
The method of proof for these and other modern unique continuation results is based on
Carleman type estimates.

The case of ill posed problems for bifurcate characteristic hypersurfaces, i.e. surfaces
composed of two characteristic hypersurfaces which intersect transversally, seems to have
been first studied by Friedlander® [6], by using a variation of Holmgren’s method of proof.
The same problem for equations with smooth coefficients, seems not to have been specif-
ically considered in the literature. Yet it is precisely this case which seems to be of con-
siderable importance in General Relativity, particularly for the problem of uniqueness of
stationary, smooth solutions of the Einstein field equations, see discussion in [14]. Indeed,
it turns out that remarkable simplifications occur for the geometry of bifurcate horizons
for general, stationary, asymptotically flat black hole solutions of the Einstein-vacuum

n [7] he also considers a similar, ill posed, characteristic problem at infinity, concerning uniqueness
of solutions with identical radiation fields.
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equations, verifying reasonable regularity assumptions. For such regular black hole space-
times, Hawking has shown, see [10], then there must exist an additional Killing vector-field
defined on the event horizon, tangent to the generators of the horizon. In the case when
the space-time is real analytic one can extend this additional Killing vector-field to the
entire exterior region, and deduce that the space-time must be not only stationary but
also axially symmetric. A satisfactory uniqueness result (due to Carter [3] and Robinson
[20]) is known for stationary solutions which have this additional symmetry. However,
in the smooth, non-analytic case, the problem of extending Hawking’s Killing vector-
field from the horizon to the exterior region leads to an ill posed characteristic problem.
This appears to be the key obstruction to proving the analogue of Hawking’s uniqueness
theorem in the class of smooth, non-analytic space-times.

Motivated by this latter problem, to avoid the analyticity assumption we are proposing
a completely different approach? based on the following ingredients.

(1) The Kerr space-times can be locally characterized, among stationary solutions,
by the vanishing of a four covariant tensor-field, called the Mars-Simon tensor S
introduced in [17].

(2) The Mars-Simon tensor-field S verifies a covariant system of wave equation of the
form (see also first equation in (1.6)) ,

0,S=A-DS+B-S. (1.1)

Moreover, since g is stationary, we know that there exists a globally defined Killing
vector-field &, which is time-like at space-like infinity. Thus it is easy to verify that
the Lie derivative of S with respect to £ vanishes identically.

LS =0. (1.2)

(3) One can show that the tensor-field S vanishes identically on the bifurcate horizon
H of the stationary metric g. We show this by making an assumption (automati-
cally satisfied on a Kerr metric) concerning the vanishing of a complex scalar on
the bifurcate sphere of the horizon.

(4) Using a first Carleman estimate for the covariant wave equation (1.1) we show that
S vanishes in a neighborhood of the bifurcate sphere. This step does not require
condition (1.2), indeed it is a result that applies to general equation of type (1.1)
in a neighborhood of a regular bifurcate characteristic hypersurface, for a general
Lorentz metric g.

(5) To extend the vanishing of S to the entire domain of outer communication we need
a more sophisticated Carleman estimate which depends in an essential fashion,
among other considerations, on equation (1.2).

In this paper we prove, see Theorem 1.2, a global uniqueness result for tensor-field
solutions to covariant equations of the form (1.1) and (1.2) on the domain of outer com-
munication of a Kerr background, which vanish on the event horizon. The condition (1.2)

2See the longer discussion in [14].
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relative to the stationary Killing vector-field &, which is important to prove a global result,
is justified by the fact that the problem of uniqueness of Kerr is restricted, naturally, to
stationary solutions of the Einstein vacuum equations (see discussion in [14]). We also
discuss a simple model problem, see Theorem 1.1, concerning scalar linear wave equations
in the exterior domain & = & of the Minkowski space-time with prescribed data on the
characteristic boundary H = H;.

We would like to thank A. Rendall for bringing to our attention the work of Friedlander,

(6], [7].

1.1. A model problem in Minkowski spaces. Assume d > 1 and let (M = RxR? m)
denote the usual Minkowski space of dimension d 4+ 1. We define the subsets of M

E=A{(t,x) e M : |z] > |t| + 1}, (1.3)
and
H=6E)=A{(t,x) e M : |z| =|t| + 1}. (1.4)
Let £ = £ UH. Our first theorem concerns a uniqueness property of solutions of wave
equations on &.

Theorem 1.1. Assume ¢ € C*(M), A,B' € C°(M), 1 =0,...,d, and
d
Op=A-¢+>» B -0¢ on € (1.5)
1=0

Assume that 9 =0 on H. Then ¢ =0 on £.

Theorem 1.1 extends easily to diagonal systems of scalar equations. We remark that
in Theorem 1.1 we do not assume any global bounds on the coefficients A and B'. Also,
we make no assumption on the vanishing of the derivatives of ¢ on H, which is somewhat
surprising given that [ is a second order operator. This is possible because of the special
bifurcate characteristic structure of the surface H.

The proof of Theorem 1.1, which is given in section 4, follows from a standard Carleman
inequality with a suitably defined pseudo-convex weight. However, the simple statement
of Theorem 1.1 appears to be new. We include it here mostly as a model result to
illustrate, in a very simple case, the connection between bifurcate characteristic horizons
and unique continuation properties of solutions of wave equations.

1.2. The main theorem in the Kerr spaces. Let (K%, g) denote the maximally ex-
tended Kerr spacetime of mass m and angular momentum ma (see the appendix for some
details and explicit formulas). We assume

m >0 and a € [0,m).

Let E* denote a domain of outer communication of K%, and H = §(E*) the corresponding
event horizon. Let M* denote an open neighborhood of E* UH in K*, and let £ denote
a Killing vector field on E* which is timelike at the spacelike infinity in E*. Let T(M?*)
denote the space of smooth vector-fields on M*, and let T%(M?*), r,s € Z,, denote the
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space of complex-valued tensor-fields of type (r,s) on M?. Our main theorem concerns a
uniqueness property of certain solutions of covariant wave equations on E*.

Theorem 1.2. Assume k € Z,, S € T)(M*), A € TFHM?), B € TiHH(M?), C € TH(M?),
and

{ Dgsalmak - SﬁlmﬁkAIBlmﬁkalmak + Dﬁk+1861~--6k861m6k+10‘1~~‘1k; (1.6>

£€Sa1~--ak = Sﬁ1~~ﬂkcﬁ1”ﬂka1mak7
in E*. Assume in addition that S =0 on H. Then, S =0 on E* UH.

2. UNIQUE CONTINUATION AND CONDITIONAL CARLEMAN INEQUALITIES

2.1. General considerations. Our proof of Theorem 1.2 is based on a global unique
continuation strategy. We say that a linear differential operator L, in a domain Q C R,
satisfies the unique continuation property with respect to a smooth, oriented, hypersurface
Y C Q, if any smooth solution of L¢ = 0 which vanishes on one side of ¥ must in fact
vanish in a small neighborhood of ¥. Such a property depends, of course, on the interplay
between the properties of the operator L and the hypersurface 3. A classical result of
Hormander, see for example Chapter 28 in [13], provides sufficient conditions for a scalar
linear equation which guarantee that the unique continuation property holds. In the
particular case of the scalar wave equation, [g¢ = 0, and a smooth surface ¥ defined by
the equation h = 0, Vh # 0, Hormander’s pseudo-convexity condition takes the form,

D*h(X,X) <0 if g(X,X)=g(X,Dh)=0 (2.1)

at all points on the surface X, where we assume that ¢ is known to vanish on the side of
3. corresponding to h < 0.

In our situation, we plan to apply the general philosophy of unique continuation to the
covariant wave equation (see the first equation in (1.6)),

OeS = AxS+ BxDS. (2.2)

We know that S vanishes on the horizon H and we would like to prove, by unique contin-
uation, that & vanishes in the entire domain of outer communication. In implementing
such a strategy one encounters the following difficulties:

(1) The horizon H = H™ UM~ is characteristic and not smooth in a neighborhood of
the bifurcate sphere.

(2) Even though one can show that an appropriate variant of Héormander’s pseudo-
convexity condition holds true along the horizon, in a neighborhood of the bifurcate
sphere, such a condition may fail to be true slightly away from the horizon, within
the ergosphere region of the stationary space-time where ¢ is space-like.

Problem (1) can be dealt with by exploiting the fact that the horizon is a bifurcate
characteristic hypersurface, which, in particular, is sufficient to allow us to prove that
higher order derivatives of S vanish on the horizon. Problem (2) is more serious, in the
case when a is not small compared to m, because of the existence of null geodesics trapped
within the ergoregion m + vm? — a? < r < m+ vm? — a? cos? §. Indeed surfaces of the



6 ALEXANDRU D. IONESCU AND SERGIU KLAINERMAN

form A = m(r? — a®)'/2, which intersect the ergoregion for a sufficiently close to m, are
known to contain such null geodesics, see [4]. One can show that the presence of trapped
null geodesics invalidates Hormander’s pseudo-convexity condition. Thus, even in the case
of the scalar wave equation [g¢ = 0 in such a Kerr metric, one cannot guarantee, by a
classical unique continuation argument (in the absence of additional conditions) that ¢
vanishes beyond a small neighborhood of the horizon.

In order to overcome this main difficulty we need to exploit the second identity in (1.6),
namely

Observe that (2.3) can, in principle, transform (2.2) into a much simpler elliptic problem,
in any domain which lies strictly outside the ergoregion (where ¢ is strictly time-like).
Unfortunately this possible strategy is not available to us when a is not small compared
to m, since, as we have remarked above, we cannot hope to extend the vanishing of S, by
a simple analogue of Hormander’s pseudo-convexity condition, beyond the first trapped
null geodesics.

Our solution is to extend Hormander’s classical pseudo-convexity condition (2.1) to one
which takes into account both equations (2.2) and (2.3) simultaneously. These consider-
ations lead to the following qualitative, £-conditional, pseudo-convexity condition,

(h) = 0;

D?h(X,X) <0 if g(X,X)=g(X,Dh) =g(¢ X) =0. (2.4)

We will show that this condition can be verified in all Kerr spaces a € [0,m), for the
simple function h = r, where r is one of the Boyer—Lindquist coordinates. Thus (2.4) is
a good substitute for the more general condition (2.1). The fact that the two geometric
identities (2.2) and (2.3) cooperate exactly in the right way, via (2.4), thus allowing us to
compensate for both the failure of condition (2.1) as well as the failure of the vector field
¢ to be time-like in the ergoregion, seems to us to be a very remarkable property of the
Kerr spaces. In the next subsection we give a quantitative version of the condition and
state a Carleman estimate of sufficient generality to cover all our needs.

2.2. A conditional Carleman inequality of sufficient generality. Unique continua-
tion properties are often proved using Carleman inequalities. In this subsection we state a
sufficiently general Carleman inequality, Proposition 2.3, under a quantitative conditional
pseudo-convexity assumption. This general Carleman inequality is used to show first that
S vanishes in a small neighborhood of the bifurcate sphere Sy in E4, using only the first
identity in (1.6), and then to prove that S vanishes in the entire exterior domain using
both identities in (1.6). The two applications are genuinely different, since, in particular,
the horizon is a bifurcate surface which is not smooth and the weights needed in this
case have to be “singular” in an appropriate sense. In order to be able to cover both
applications and prove unique continuation in a quantitative sense, we work with a more
technical notion of conditional pseudo-convexity than (2.4), see Definition 2.1 below.
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Let B, = {x € R*: |z| < r} denote the standard open ball in R*. Assume that (M, g)
is a smooth Lorentzian manifold of dimension 4, o € M, and ®* : By — B(xp) is a
coordinate chart. For simplicity of notation, let B.(zq) = ®*(B,), r € (0,1]. For any
smooth function ¢ : B — C, where B C By(x¢) is an open set, and j = 0,1,... let
4

IDPg(z)| = Y 1Oy Oa, ()] (2.5)

Let go3 = g(0a,03) and assume that V = V*0, is a vector-field on Bj(xy). We assume
that

wp 33 D]+ 1D + DV < 4y (2.6)
LUEBlCB())j 00{,3 1
In our applications V =0or V =¢.

Definition 2.1. A family of weights h : Bao(x) — Ry, € € (0,61), e < Ay, will be
called V -conditional pseudo-convex zf for any € € (0,¢€;)

he(zo) =€, sup 263|D3h ) <efer,  |V(he)(xo)| < €, (2.7)
z€B_10(z0) =1
Do‘h (20)DPhe(20)(DahcDghe — eDoDgh,)(20) > €2, (2.8)

and there is i € [—e; ', ;'] such that for all vectors X = X0, € Ty,(M)
(X1 + (X7)7 + (X + (X))

5 . ) ) (2.9)
< XX (p8ap — DaDphe)(x0) 4+ € (| X Va(wo) " + [X“Dahe(x0)[%)-
A function e, : Bao(xg) — R will be called a negligible perturbation if
sup |D’e(x)] < €' forj=0,...,4. (2.10)

z€B_10(z0)

Remark 2.2. One can see that the technical conditions (2.7), (2.8), and (2.9) are related
to the qualitative condition (2.4), at least when he = h + € for some smooth function h.
The assumption |V (he)(zo)| < €'° is a quantitative version of V(h) = 0. The assumption
(2.9) is a quantitative version of the inequality in the second line of (2.4), in view of the
large factor €72 on the terms | XV (xo)|* and | X*Dyh(x0)|?, and the freedom to choose
i in a large range. The assumption (2.8) is a quantitative version of the condition Vh # 0
(assuming that (2.9) already holds).

It is important that the Carleman estimates we prove are stable under small perturba-
tions of the weight, in order to be able to use them to prove unique continuation. We
quantify this stability in (2.10).

We observe that if {Ac}ec(o,,) is a V-conditional pseudo-convex family, and e, is a
negligible perturbation for any € € (0, ¢;], then

he + e. € [€/2,2¢€] in Beo(xg).
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The pseudo-convexity conditions of Definition 2.1 are probably not as general as possible,
but are suitable for our applications both in Proposition 3.2, with “singular” weights h,
and V = 0, and Proposition 3.3, with “smooth” weights h. and V' = £.

Proposition 2.3. Assume e; < Aal, {he}tec(o,e) is a V-conditional pseudo-convex family,
and e. is a negligible perturbation for any € € (0,€], see Definition 2.1. Then there is
€ (0,€1) sufficiently small and C. sufficiently large such that for any A > C. and any

¢ € CSO(B€10(ZEQ))
Mool 2 + [le™¢
where fo =1In(h. + e.).

D'¢|||2 < CA2[le ™ Ogglle + € Clle ™MV (9)llre,  (2.11)

As mentioned earlier, many Carleman estimates such as (2.11) are known, for the
particular case V' = 0. Optimal proofs are usually based on some version of the Fefferman-
Phong inequality, as in [13, Chapter 28]. A self-contained, elementary proof of Proposition
2.3, using only simple integration by parts arguments is given in [14, Section 3] (see also
Proposition 4.1 in section 4 for a similar proof in a simpler case). We also note that it is
useful to be able to track quantitatively the size of the support of the functions for which
Carleman estimates can be applied; in our notation, the value of € for which (2.11) holds
depends only on the parameter €;.

3. PROOF OF THEOREM 1.2

3.1. The first Carleman inequality in Kerr spaces. The horizon H decomposes as
H=HtUH,
where H™ is the boundary of the black hole region and H~ is the boundary of the white
hole region. Let Sy = H'T N H™ denote the bifurcate sphere. In this section we prove
a Carleman estimate for functions supported in a small neighborhood of the bifurcate
sphere Sj.
We first construct two suitable defining functions for the surfaces H* and H~.

Lemma 3.1. There is an open set O C M*, S, C O, and smooth functions u,v: O — R
with the following properties:
(a) We have

E'NO={re0:u(z)>0 and v(x) > 0};

H*NO ={z €O :u(z) =0}

H NO={zxe€0:v(zr)=0}

In addition, the set {x € O : u(x),v(z) € [0,1/2]} is compact.
(b) With Ly = g*#0,(u)9s, Ly = g*?0,(v)ds € T(O),

g(Ls, L3) =0 on HT N O;
g(L4, Ly) =0 on H N O; (3.1)
g(Ls, Ly) > 0 on Sp.



UNIQUENESS RESULTS FOR ILL POSED CHARACTERISTIC PROBLEMS 9

(¢) For any smooth function ¢ : O — R with the property that ¢ =0 on HT N O, there
is a smooth function ¢' : O — R such that

¢p=¢ -uon ONE"

Also, for any smooth function ¢ : O — R with the property that ¢ =0 on H™ N O, there
is a smooth function ¢’ : O — R such that

p=¢ -vonONEL

Proof of Lemma 3.1. A more precise construction of global optical functions u, v is given
in [18]. In our problem we do not need this global construction; for simplicity we construct
the functions u,v explicitly, using the Kruskal coordinates of the Kerr space-times. In
standard Boyer-Lindquist coordinates (r,t,0,¢) € (r;,00) x R x (0,7) x S*, ry = m +
(m? — a2)Y/2 (see the appendix), the Kerr metric on the dense open subset E* of E* is

Y2 (sin 0)?

2

(dp — wdt)* + p—Q(dr)Z + p*(df)?, (3.2)

>

where
A =71+ a% - 2mr;
p* =1+ a*(cos)?;

3.3
Y2 = (r? + a®)p* + 2mra®(sin0)? = (r? + a?)? — a*(sin 0)?A; (3:3)
w =2
We define the function r, : (ry,00) — R,
r? + a? 2mr, 2mr_
re = / e B ey dr =r+ P— In(r —ry) — P— In(r —r_). (3.4)
With ¢q = i"irj_, we make the changes of variables
re = co(Inu +1nv) and t = ¢o(lnu — Inwv), (3.5)
where u, v € (0,00)?, so
dr, = co(zf:du + g:ldv); (3.6)
dt = co(u™'du — v~"dv).
We observe also that w(ry,0) = a/(2mr;). We make the change of variables
a acoy
= ¢, t = o, Inu — Inv), 3.7
6= 6ot Gt =6+ S (1w~ o) (5.7
with
ac 1 -1
do = do. + (v 'du — v dv). (3.8)

2mry
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In the new coordinates (u,v, 6, ¢,) € (0,00) x (0,00) x (0,7) x S! the Kerr metric (3.2)
becomes

2 IA2 2 )2 2 2
o GpiAa (sinf)®  , 2 | apga 200°A 1 1
ds® = w2252 (72 +a2)2[v (du)® + u*(dv)”] + o (22 + GRS +a2)2>dudv o)
22 3 2 ~ 9 .
EEO g, — O g — udv)]” + (a6
p uv

where w = w — a/(2mr,).
We restrict to the region
6 = {(U,U, 97 (b*) S (_01; 1)2 X (O,ﬂ') X Sl}’

for some constant ¢; > 0 sufficiently small. We examine the coefficients that appear in
the Kerr metric (3.9). Since ™/ = v and r_ < r; (since a € [0,m)), it follows from
(3.4) that r is a smooth function of uv in O. Moreover A/(uv) = (r — r_)(r — r4)/(uwv)
and &/(uv) are smooth function of uv in O. Thus the Kerr metric (3.9) is smooth in
6, and we identify O with the corresponding open subset of the Kerr space. We let
O be any open neighborhood of Sj contained in the closure of O in M* (by adding in
the points corresponding to 6 € {0,7}). It is easy to see that the coordinate functions
u,v: O — (—cq, 1) verify the conclusions of the lemma. O

Assume now that zg € Sy, B, = {x € R* : |z| < r}, and ®™ : B; — O, &™(0) = =z, is
a smooth coordinate chart around zy. In view of (3.1)

0

In follows from (3.1) that there is ¢y € (0,1/2] such that
g(Lg, L4) > (50/2 and |g(L3, L3)| + |g(L4, L4)| < 60/]_00 on BEO(I'()), (311)

where B, (x¢) = ®™(B,). Thus we can fix smooth vector fields Ly, Ly € T(B,(zo)) such
that

g(Ly, L) = g(L2, Ly) = 1
g(Ln, Ly) = g(Ly, Ls) = g(La, Ls) = g(Ln, L) = g(La, L) = 0.
We define also the smooth function N*° : B;(z¢) — [0, 00)
N (z) = [(®7) " (2)[*.

The main result in this section is the following Carleman estimate:

(3.12)

Proposition 3.2. There is e € (0,¢q) sufficiently small and C sufficiently large such that
for any A > C. and any ¢ € C§°(Beao(zy))

Me gl 2 + [le D] |12 < CA™2]|e™ e Oyl 2, (3.13)

where
fe=In[e N (u+e)(v+e) + 2N™). (3.14)
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Proof of Proposition 3.2. We apply Proposition 2.3 with V = 0. It is clear that 2 N®o
is a negligible perturbation, in the sense of (2.10), for e sufficiently small. It remains to
prove that there is €; > 0 such that the family of weights {¢}ec(o,,),

he=¢"(u+e)(v+e) (3.15)

satisfies conditions (2.7), (2.8) and (2.9).

Let C denote constants > 1 that may depend only on the predefined geometric quanti-
ties €9, dp, and a uniform bound in B, (o) of |Dig,sl|, |DIg*?|, | D’ul, |Div|, j = 0,...,6.
Since u(xg) = v(zg) = 0, the definition (3.15) shows easily that condition (2.7) is satisfied,
provided that ¢; < C~L.

Relative to the frame Lq, Lo, L3, L4 the metric g takes the form,

8ab = 6ab7 8a3 = a4 = Oa a, b= 17 2
€33 =03, Lu =04, Gz =1,

in Be,(x), where g5 = g(Ls, L3), g4 = (L4, Ly), Q = g(Ls, Ly). Also, for the inverse
metric,

(3.16)

(3.17)
g¥h =g, g'=yg, g*=0,

where g5 = —g4/(Q® — g394), g4 = —g3/(Q* — g3g4), ' = Q/(Q* — g394). Recall that
Q > 80/2 in B, (x0), see (3.11), g3 = 0 on H" N B, (x0), g4 = 0 on H™ N B, (), see
(3.1). Thus, using Lemma 3.1 (c),

lgs] < Cu and |gy| < Cv  in B (x0). (3.18)

{ gab — 5ab7 ga3 — ga4 — 0’ a, b= 17 2

We denote by O(1) any quantity with absolute value bounded by a constant C as before.
In view of the definitions of u, v, Ly, Lo, L3, L4 we have,

Ly(u) = Ly(u) = Li(v) = La(v) =0, La(u) =g, La(v) =94, Ls(u)= Lz(v)=Q.
(3.19)
Thus

Lih) = e *v+)Q+e (ute)gs, Lzh) = (u+e)Q+e(v+e)gs,
Lyi(he) = La(he) =0,
and, using (3.18), (3.19), and (3.20), in Beo(zo),

(3.20)

(Dzh )34 = (D2h6)43 =102 + 0(1)7
( )33 = O<1)7 (DQh )44 O(1>7 (D2h6>ab = O(1>7 a, b= 17 27 (321)
(D?h)3, = O(1), (D?h)4a = O(1), a=1,2.

Using (3.17), (3.20), (3.21), and g3(x) = ga(zo) = 0 we compute

D% (20)D’h(20)(DoyhDshe — eDyDshc)(20) = 202 + €O(1) > 62
if €1 is sufficiently small. Thus condition (2.8) is satisfied provided €; < oL,
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Assume now Y = YL, is a vector in T,,(M*). We fix p = 61_1/2 and compute, using
(3.20), (3.21), and g3(xo) = ga(zo) = 1,

VoY (ugas — DaDgshe)(zo) + € 2|V “Doh|?

4

= p((Y')? + (V?)? +20Y%Y*) — 27" Q°YVPY ! + e 22 (VP + Y2+ 0(1) ) (Y?)?

a=1
(/2)[(Y)? + (Y2)°] + Q% /2)[(Y?)? + (Y)?]
(Y1)2 + (Y2)2 + <Y3)2 + (Y4)2
if €; is sufficiently small. We notice now that we can write Y = X9, in the coordinate
frame 0y, 9y, 03, 0y, and | X[ < C([Y'+|Y?|+[Y?|+[Y?]) for @ = 1,2,3,4. Thus condition
(2.9) is satisfied provided €; < C~!, which completes the proof of the lemma. O

>
>

3.2. The second Carleman inequality in Kerr spaces. In this section we prove a
Carleman estimate for functions supported in small open sets in E*. Assume that z, € E*
and @™ : B; — E* ®™(0) = z, is a smooth coordinate chart around zy. We define the
smooth function N* : By(zg) — [0,00), N (z) = |[(®7)~!(z)|* as before.

We use the notation in the appendix. The coordinate function r : E' — (ry,00)
extends to a smooth function r : E* — (r,,00). The main result in this subsection is the
following Carleman estimate:

Proposition 3.3. There is ¢ € (0,1/2] sufficiently small and C. sufficiently large such
that for any A > C. and any ¢ € C§(Beao(zg))

Mg D' |ll2 < CAY2le ™ Oglliz + € *lle ™€) 12, (3:22)

where, with ro = r(x),

|12 + ||le e

fe=In[r — 1o+ e+ €*N"™]. (3.23)

Proof of Proposition 8.3. As in the proof of Proposition 3.2, we will use the notation C to
denote various constants in [1, c0) that may depend only on the chart ® and the position
of zo in E* (i.e. on (r(zo) —ry) ™'+ (r(zo) —ry)]), and O(1) to denote quantities bounded
in absolute value by a constant C. It is important to keep in mind that r(zg) > 4, i.e.
xo € E*. We apply Proposition 2.3 with V = £. It suffices to prove that there is ¢, > 0
such that the family of weights hc}ec(o.e),

he=1r—ro+e (3.24)

satisfies conditions (2.7), (2.8), and (2.9).
Condition (2.7) is clear if ¢; is sufficiently small, since £(h.) = 0. To prove condi-
tions (2.8) and (2.9), with the notation in section A, we work in the orthonormal frame

€o, €1, €2, €3 defined in (A.7). We have
D()(hE) = Dl(hg) = Dg(he) = O, Dg(hﬁ) = (A/p2)1/2 (325)
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Using the table (A.16), we have

A/r r—m Y
“DoDuhe = 5 (5 + 5~ 53)

A masin®

-DDh.=—= ———(2rY — ¥?
071 p2 pQ\/ZZQ( )
ArY r
“DiDih =~ 5(55 - 3)
Arr  r—m (3.26)
_D,Dsh, = —(— - )
Ada? si
_D,Dih, = _\/_a 812190089
P
A
—D3D3h€ == —p—I

])()Dgh6 == D()])g,h6 - DlDQhE = ]JnghE == O
It follows that
Dh(20)D°h(20)(DohDshe — eDaDshe) (o) = A?/p* + €O(1)

which verifies condition (2.8) if € is sufficiently small.
To verify condition (2.9) we fix

B 3Ar

= — 2
= (3.27)
and use the formula (compare with (A.9) and (A.4))
A 2 in 0
= ,0\/_60 _ Zamrsing o (3.28)

by P
Assume X = Y% +Y'le;+Y2%e,+Y3es is a vector expressed in the frame e,. We compute

YY P (ugas — DaDghe)(wo) + € (Y *&al@o) |* + Y “Dahe(20)[?)
= (YO)Z(—ILL — DoDohE) + (Yl)z(,u — DlDlhE) + 2Y0Y1(—D0D1h6)

+ (Y?)?(u — DyDah,) + (Y*)? (1 — D3Dsh,) + 2Y2Y3(—DyD3h,) (3.29)
S (PPVAY? 4+ 2amr(sin )Y A(Y?)?
+ € ISy te T — .
P p

Let Z = p>V/AY? + 2amr(sin 6)Y!, thus

Z — 2amr(sin6)Y!
PPV A

Y0 = =aY'+ 32
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Using also u — D3Dsh, = (Ar)/(2p*), the right-hand side of (3.29) becomes
(Y2)2(e2Ap™ + 1 — DoDohe) + (Y32 (Arp™) /2 — 2Y2V3 . DDy,
+ 2% %p 872 + §*(—p — DyDoh)]
+ (Y)?[a®(—p — DoDoh.) — 2aDD1h, + pt — DiD1 /]
+2Y' Z[aB(—p — DoDghe) — SDoD1A].
It is clear that the first line of the expression above is bounded from below by

5—1 (6_2(Y2>2 + (YS)Q)

(3.30)

if € is sufficiently small, since A > C~1. The main term we need to bound from below is
the coefficient of (Y!)? in (3.30). We use the table (3.26) and the definitions of a and y;
after several simplifications this term is equal to

5Ar AY N 4a*m?r(sin 6)? ( r? rY N mr — a2)
208 p2n2 e 207 | ¥2 A :

In view of (A.14) and (A.15) this is bounded from below by (Ar)/(2p*). Thus the sum

of the last three lines of (3.30) is bounded from below by

5—1(6—2Z2 + (Y1)2)
if € is sufficiently small. It follows that
YYP(ugap — DaDphe)(wo) + € 2([Y “6a(0)[* + [V *Dahi(w0) )
> 6—1[(}/0)2 + (Yl)2 + 6_2(Y2)2 + (Y3)2]

if € is sufficiently small. The condition (2.9) is verified, which completes the proof of the
proposition. O

3.3. Vanishing of the tensor S. In this subsection we prove Theorem 1.2. Arguments
showing how to use Carleman inequalities to prove uniqueness are standard. We provide
all the details here for the sake of completeness. Some care is needed at the first step, in
Lemma 3.4 below, since we do not assume that derivatives of the tensor S vanish on the
horizon.

We show first that the tensor S vanishes in a neighborhood of the bifurcate sphere Sy
in E*.

Lemma 3.4. With the notation in Theorem 1.2, there is an open set O' C M*, S, C O/,
such that

S=0in O NE*.

Proof of Lemma 3.4. We use the functions u, v defined in Lemma 3.1 and the Carleman
estimate in Proposition 3.2. Since S, is compact, it suffices to prove that for every point
Tg € Sp there is a neighborhood O}, of ¢ such that § =0 in E‘N O.,. As in Proposition
3.2, assume ™ : B; — O, ®*°(0) = xg, is a smooth coordinate chart around xy. With
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the notation in Proposition 3.2, there are constants e € (0,¢y) and C' > 1 such that, for
any A > C and any ¢ € C§°(Beao(zy))

Alle™ 8|z + [le ™| D[ || 2 < CA||e Og | 2, (3.31)

where
fo=In[e Y (u+e)(v+e) + 2N™). (3.32)

The constant € will remain fixed in this proof, and we assume implicitly it is sufficiently
small as discussed in Proposition 3.2. We will show that

S =0 in Buo(zo) NE* (3.33)
For (ji,...,jx) € {1,2,3,4}* we define, using the coordinate chart ®,
¢(j1~~jk) = ‘S(ajn cee 78jk>‘ (3'34)

If k=0 we define ¢ = S in By (x). The functions ¢, j,) : Bi(zy) — C are smooth. Let
n: R — [0, 1] denote a smooth function supported in [1/2, 00) and equal to 1 in [3/4, 00).
With u, v as in Proposition 3.1, for 6 € (0, 1] we define

4,6 o
Or) = Oy * L (uv/0) - (L —=n(N" /7)) (3.35)
= ¢(j1~-~jk) '77575'

Clearly, ¢‘($;mjk) € C3°(Bao(zp)). We would like to apply the inequality (3.31) to the

functions ¢?}€1...jk)? and then let § — 0 and A — oo (in this order).
Using the definition (3.35), we have

d,€ ~ a~ -
Dg¢(j1---jk) = s, - Ug®(jr..ii) T 2Dady.5x) - D s + D) - Uglloe-
Using the Carleman inequality (3.31), for any (ji,...j%) € {1,2,3,4}* we have

A lle ™M b gl + e T D dgy gl 22
< O le™Me 05 Dgoji 122 (3.36)
+ C[He_)\fe ’ Da¢(j1...jk)Daﬁ6,eHL2 + He_)\f6 ’ ¢(j1--~jk)(“jgﬁ5,e’ + ’Dlﬁts,é‘)HLQ]?

for any A\ > C. We estimate now |Og o
in B (o) we estimate pointwise

He®Gi..)] < Cas Z (1 D'ba,..an)] + 10a1.a0), (3.37)

. Using the first identity in (1.6) and (3.34),

j1~--jk)|

for some constant C 45 that depends only on the tensors A and B. We add up the
inequalities (3.36) over (ji,...,jx) € {1,2,3,4}*. The key observation is that, in view of
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(3.37), the first term in the right-hand side can be absorbed into the left-hand side for A
sufficiently large. Thus, for any A > C 45 and § € (0, 1]

A e T bl

7777 jk
1

J1 .
<C ). [||e_)‘f5 Doy D Tsellz + lle - by (|Delisel + 1D Tsel)ll2 |-
Jk

.....

J

(3.38)
We would like to let § — 0 in (3.38). For this, we observe first that the functions
D.¢ ¢y D5 and (|Oglse| + | D's|) vanish outside the set As U B, where
As = {x € Bao(zg) NE*: uv € (§/2,0)};
B. = {x € Bao(zo) NE*: N*™ € (¢20/2,€%)}.

In addition, since ¢(j,.j,y = 0 on H (using the hypothesis of Theorem 1.1), it follows from
Proposition 3.1 (c) that there are smooth functions ¢'(;, ;) : O — C such that

Diiroje) (L = n(N)) = uv - ¢y I ON E*. (3.39)
We show now that
|Ogiise| + |D'7is.e| < C1g, + (1/0)1a,). (3.40)

The inequality for |D'7j;5| follows directly from the definition (3.35). Also, using again
the definition,

ID*Dyijse| < [D*Da (L - n(uv/6))| - (1= n(N™/*)) + C(1g + (1/6)1a,)-
Thus, for (3.40), it suffices to prove that

1g: - DDy (n(uv/6))| < C/6 - 1a,. (3.41)
Since u,v,n are smooth functions, for (3.41) it suffices to prove that
572D (uv)Dy (uv)| < C/6 in As. (3.42)

Since uv € [0/2,6] in Ay, it suffices to prove that
w2 |D*vDyv| + v?[DuDyu| < C6 in Ay,

For this we use the frame Lq, Lo, L3, L4 as in the proof of Prooposition 3.2. The bound
follows from (3.19), (3.18), and (3.17).
We show now that

Doty D s < C¢’(1]§6 +14,), (3.43)
1) deiﬁned in (3.39). Using

the formula (3.39) (which becomes ¢;, j,y = uv - ¢y jp) 0 As U B.), this follows easily
from (3.42).

where the constant @5/ depends on the smooth functions ¢’ (
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It follows from (3.39), (3.40), and (3.43) that
IDa®r...jiy Dol + 1051 [ (IDellsel + [D's]) < Cor(1g, + 1a,).

Since lims_ || 1a,l/z2 = 0, we can let § — 0 in (3.38) to conclude that

A e dp g eons - b6 goll < Co D e 15 | (3.44)

for any A > C ‘45- Finally, using the definition (3.32), we observe that

inf e Me > e AR/ 5 qyp e M e,
BE40 ($0)0E4 - - EE

It follows from (3.44) that
A Z ||lB 40 (zo)NEL ¢(j1---jk)||L2 < Cy Z ||1]§€HL2

for any A > 6A7B- We let now A — oo. The identity (3.33) follows. O

We show now that the tensor S vanishes in an open neighborhood of the horizon H in

E*. For any R > r, let
EL, ={r € E*:r(x) € (ry,R)},
where r : E* — (r,,00) is the smooth function used in Proposition 3.3.
Lemma 3.5. With the notation in Theorem 1.2, there is R > r such that
S =0 inE}.
Proof of Lemma 3.5. 1t follows from Proposition 3.1 (a) and Lemma 3.4 that there is
€; > 0 such that
S=0intheset {z € E*NO :u(z) < ¢ and v(z) < € }. (3.45)

It suffices to prove that & = 0 in E4 N E*, where E? is the dense open subset of E
defined in section A. In view of (3.45) and the definition of the functions w, v in the proof
of Lemma 3.1, there is €5 > 0 such that

S =0 in the set {z = (r,t,0,¢) € E': t=0andr<r, + €} (3.46)
We use the Boyer-Lindquist coordinate chart (see appendix A) to define
O =0y, =0, 03=0p, 0y =0y
and
OGrg0) = SB35
The second identity in (1.6) gives, for any (ji,...,Jjx) € {1,2,3,4}F

¢(Jl k) Z ¢(ll lk ch lk]l ke (3.47)

.....
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In view of (3.46)

Pjr.ji) (1,0,0,0) =0 if r <7y + €.
Since C is a smooth tensor in E4, it follows that 501”%)(7“, t,0,0) =0if r < ri + ey, which
completes the proof of the lemma. O

We prove now that S = 0 in E*, which completes the proof of the theorem. In view of
Lemma 3.5, it suffices to prove the following;:

Lemma 3.6. With the notation in Theorem 1.1, assume that

S=0inEp,. (3.48)
for some Ry > ry. Then there is Ry > Ry such that
S=0inEp,.

Proof of Lemma 3.6. Assume that xo € E* and r(z9) = Ry. We show first that
there is a neighborhood O, = of x( such that S =0 in O, . (3.49)

This is similar to the proof of Lemma 3.4, using the Carleman estimate in Proposition 3.3
instead of the Carleman estimate in Proposition 3.2. Assume ®% : B; — E* ®%0(0) = z,
is a smooth coordinate chart around xo. With the notation in Proposition 3.3, there is
e € (0,1/2] sufficiently small and C' sufficiently large such that

Me ™ egl 2 + e |D'o | |12 < CA 2| Ogol 2 + € Clle () 12, (3.50)
for any A > C and any ¢ € C3°(Bao(xq)), where

fo=In[r — Ry + ¢ + €2N™]. (3.51)

The constant e will remain fixed in this proof, and sufficiently small in the sense of
Proposition 3.3. We will show that

S =0 in Bao(xg). (3.52)
For (ji,...,jx) € {1,2,3,4}* we define, using the coordinate chart ®,
¢(j1~~jk) - S<8j1’ s 78jk)’

If k = 0 we simply define ¢ = S in By(xg). The functions ¢, ;) : Bi(xe) — C are
smooth. Let 7 : R — [0, 1] denote a smooth function supported in [1/2,00) and equal to
1in [3/4,00), as before. We define

Birgi) = Plirg) - (L= (N /€2)) = b gy - T
Clearly, ¢(;, .)€ C5°(Bewo(xo)) and

{ Dg(bfjl.._jk) =T - Ug@jr..i) + 2Dad(y...j) - DNe + djy.i) - Hglle

£< fjl---jk)> =1 £(¢(j1---jk)) + ¢(j1---jk) : é(ﬁe>
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Using the Carleman inequality (3.50), for any (ji,...j%) € {1,2,3,4}* we have

A lle™Me g gollez + lle™™e - Do, ol 2
< CAV2. ||e_)\fe : ?]eDng(jl...jk)”L? + CHG_)\JC€ ) ﬁ€£(¢(j1---jk))|‘lz2 (3.53)
+ C[He_/\fe ) Da¢(j1~~jk)Daﬁel|L2 + “e_)\fE ’ ¢(j1~~-jk)(||:|gﬁ€| + ‘DlﬁEDHL?]?

for any A > C. Using the identities in (1.6), in Bao(zo) we estimate pointwise

{ Oeb61g0l < Case X, i, (1D G010 + 160,001); (3.54)

77777

.....

for some constant C ‘48c that depends only on the constants C and the tensors A, B,C.
We add up the inequalities (3.53) over (ji,...,Jx) € {1,2,3,4}*. The key observation is
that, in view of (3.54), the first two terms in the right-hand side can be absorbed into the

left-hand side for A sufficiently large. Thus, for any A > C ABC

A e byl

~ _ _ (3.55)
<C Y [l Dadi gDl + le™ - @0y (1Tgitd + DDz

Using the hypothesis (3.48) and the definition of the function 7., we have
’Da(b(jl..‘jk)DaﬁJ + (Zs(jljk)(“:lgﬁe’ + ’Dlﬁe‘) < Cd) : ]-{xGBelo(xo):rzRo and N%0>€20/2},

for some 5¢, that depends on the smooth functions ¢;, ;.. Using the definition (3.51), we
observe also that

. _\F _ 32 3 F
inf e e > e An(e+e°2/2) > sup e e )
B0 (z0) {x€B_10(z0): 7>Ro and N¥0>¢20/2}

The identity (3.52) follows by letting A — oo in (3.55).
The set
{r € E* . t(z) =0 and r(x) = Ry}
is compact, where ¢ : E* — R is a smooth function which agrees with coordinate function
t in the Boyer-Lindquist coordinates. It follows from (3.49) that there is €5 > 0 such that
S =0intheset {r € E*: t(z) =0 and r(z) < Ry + e3}. (3.56)

We define the vectors 51 = 8T,52 = 8t,53 = (99,54 =0, € T(E4) and the functions
Bir.jr) = S(04,, ..., 0;,) as in the proof of Lemma 3.5. It follows from the identity (3.47)
and (3.56) that

¢(j1...jk)(ra t, 97 ¢) =0ifr < RO + €3,
which completes the proof of the lemma. 0
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4. PROOF OF THEOREM 1.1

In this section we prove Theorem 1.1. We define the smooth optical functions u,v :

& — (—-1/2,0),
u(t,z) = |z| — 1 —t;
{ v(t,x) = |z| — 1+, (4.1)

where & = {(t,z) € M : |z| > |t|+1/2}. Notice that & = {(t,z) € £ : w > 0 and v > 0}.
For R € [1,00) we define the relatively compact open set
Er={t,x) € &: (u+1/2)(v+1/2) < R}. (4.2)

Proposition 4.1. Assume R > 1. Then there is \(R) > 1 such that for any ¢ € C3(ER)
and A > \(R)

Alle™ gl + [l - Dol e < CpA™Y2 - [le™ - O 2, (4.3)
where

f=log(u+1/2) +log(v +1/2) =log [(|z| — 1/2)* — ¢*]. (4.4)
and | Dé| = (S5 10,0/2) ",

The Carleman inequality in Proposition 4.1 suffices to prove Theorem 1.1, by an ar-
gument similar to the one given in Lemma 3.4 (which exploits implicitly the bifurcate
characteristic geometry of H, using a cutoff function of the form n(uv/d), to compensate
for the fact that we do not assume vanishing of the derivatives of ¢ on H). Proposition
4.1 can be obtained as a direct consequence of Hormander’s general pseudo-convexity
condition (2.1). For the convenience of the reader, we provide below a self-contained ele-
mentary proof of Proposition 4.1, in which we verify implicitly a similar pseudo-convexity
condition in our simple case and show how it implies the Carleman inequality.

Proof of Proposition 4.1. The constants C' > 1 in this proof may depend on R and d. We
may assume that ¢ € C§°(Eg) is real-valued. Since all partial derivatives of f are bounded
in Eg, for (4.3) it suffices to prove that, for A > A\(R),

Alle™ - gllpe + |1 D(e M - §) 12 < CATV2 - [l - Og 2. (4.5)
To prove estimate (4.5) we start by setting,
b=y (46)
with f = f(u,v) as above. Observe that,
e NO(Ny) = 0P + A(2D° fD gy + Of ) + X(D’ fDy f ).
Thus estimate (4.5) follows from,

AMllrz + CTHDY| 2 < CATY2| Ly + MOF)Y|| 12,
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where,
Lap = O + 2AW ) 4+ A2Gap,
W =D*fD,, G =D’ fDgf.
Since OJf is bounded on &g, i.e. |[Of| < C, it suffices in fact to show that,

Ml + CTHIDellze < CATV2 | L] 2 (4.7)
We shall establish in fact a lower bound for an integral of the form,
E =< L), 2A\(W —w)y) >= 2)\/ Ly (W (¢) — wip) (4.8)
Er

where w is a smooth function on £ we will choose below. In fact we will choose w such
that we can establish the lower bound,

E = CTHAIDYIIL: + A [l72) + NIV — w)e||7 (4.9)

Since E < || LY||3. + N2||(W — w)||7, (4.7) easily follows from (4.9).
Now, writing Ly = O + NGy + A(Wp + wip) + A(Wep — wip),

E=2X\< Ly, (W —w)p >=2)\2|(W — w)||32 + 223 [|[W |32 — 222 ||wp |32 + By + Ey
By =)<y, (2W — 2w)Y >
Ey =N < G, 2W — 2w)y) > .

(4.10)
Thus, for bounded w and for A sufficiently large, (4.9) is an immediate consequence of
2NWIZe + By + By = CT (MDY L + A [9117:), (4.11)

To evaluate E; and F, we make use of the following simple lemma.

Lemma 4.2. Let Qo3 = DoDgip— %maﬁ(D“@bD,ﬂp) denote the enery-momentum tensor
of the wave operator 0 = m**D,Dg. Then,

Oy - QW —2wy) = DY2WPQus — 2w - Dotp + Dyw - 1h?)
QP (D W5 + DsW,) + 20D - Dytp — Ogw - 12,
and
Gv - QWY —2wy) = D*W*G-W,) — v*(2wG + W(G) + G - D*W,).
Since ¢ € C3°(Er) we integrate by parts to conclude that

Ei+ E, = /\/ 2wDY - D) — 2DWP - Qup
Er

+ X3 [ (—2wG — W(G) — G- D*W,) (4.12)
Er

- A ¢2Dgw.
Er
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To prove (4.11) we are reduced to prove pointwise bounds for the first two integrands
in (4.12). More precisely, dividing by A and A respectively, it suffices to prove that the
pointwise bounds

CTHDYP < AW () + (wD*y - Dotp — D*W? - Qup), (4.13)
and
C ' < —2wG —W(G) — G -D*W,, (4.14)

hold on &g, for A sufficiently large.
Recall that W =D*f and G = D, fD*f. Observe that

wD - Doty — DWP - Qup = (D - DY) [(w + Of /2)map — DaDsf]
and
—2wG —W(G) — G -DW, = ~G(2w + Of) — 2D*fD?f - D, Dy

Thus, with v’ = w + Of/2 € C*(Eg) (still to be chosen), the inequalities (4.13) and
(4.14) are equivalent to the pointwise inequalities

C7Dy[> < ADqf - D[? + (D% - DY) (w'map — DaDg f), (4.15)
and
¢! < —u/(D,fD"f) = D*fD’f . DDy f (4.16)

on &g, for A sufficiently large.
Let h = e/ or, in view of (4.4), h = (|z| — 1/2)? — t?). In terms of h making use of the
inequality h > 1/4 on &g, the inequalities (4.15) and (4.16) are equivalent to

C7Y D> < ADgh - D)2 4 (D) - DY) (w'mep — h™'D,Dgh), (4.17)
and
C~' < D*WD°h(h?D,hDsh — h~'D,Dsh) — w'D,hD*A, (4.18)

provided that M is sufficiently large. To summarize, we need to find w’ € C*(Eg) such
that the inequalities (4.17) and (4.18) hold in &g, for all A sufficiently large.

We shall see below that our function h, strictly positive and smooth on &g verifies the
equation,

D*hDyh = 4h (4.19)
We infer by differentiation that, D,Dgh DPh = 2D, h and therefore,
D,Dsh D*hDPh = 8h.

Therefore the right-hand side of (4.18) is equal to 8 — 4hw’ and thus inequality (4.18) is
equivalent to hw' < 2 — C~! in g, which is clearly satisfied if

w' = h"'(2— Ag|lz|™")  for some constant Ay > 0. (4.20)
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On the other hand, setting Y = D% and H,s = D,Dgh, o, = 0,...,d and ob-
serving that Hy; = 0 for ¢ = 1,...,d, we infer that the right-hand side of (4.17) is equal
to,

E: = ADohY®)? +w/(— (Y02 + [Y]) = b~ (Hoo(Y?)? + Hy YY)
= (Y°)2(—w' —h' Hoo) + [Y'*(w' + HyY'Y?) + A(DohY" + D;h Y)?
where [Y']2 = S0, (V)? and Y = |[Y/|7'Y% Since h = (|z| — 1/2)? — t2, we have
\h| + |7 + |z| + (J2] — 1/2)7! < C in €. We compute
Doh = —2t, Dh=(2—|z| Yz for j=1,....d, (4.21)

and

Hyo = DoDoh = —2

Hy; =D;D;h = (2 — |z|")6ij + xyzj|z| > for i, j =1,...,d.
Thus we easily check that (4.19) is indeed verified. Setting Z =Y - &, with z; = &, the

M7

(4.22)

expression for £ becomes,
E = Y (2—hu)+ YR (ho' — (2= |z|7") — b7 2|71 27

+ A= 2Y0 + (2z] — 1) 2)?

= A Ao|z| TN (YO + RN = Ao)a| T Y = h T e TP 22+ A (= 2tY0 + (22| — 1)2)
To derive the bound,

2

E>CHY")?*+ Y], (4.23)
from which(4.17) follows, we rely on the following simple lemma.

Lemma 4.3. Given § > 0 there exists \ sufficiently large (depending on R and &) such
that the following inequality holds:

2
M@lz| —1)Z —2tY°| +ht Aglz|H(Y0)? — bzt 22
t2
—
(lz| = 1/2) >

In view of the lemma the bound (4.23) follows by choosing Ag =1 —C; ' and 6 = Cy !,
for Cy sufficiently large depending on R. This completes the proof of the proposition. [

(4.24)
2 (Y0>2h—1|$|—1 <AO o

We give below the proof of Lemma 4.3.

Proof. Inequality (4.24) is equivalent to,
t
(lz] = 1/2)

t

A2z — 1) [Z - FEyD

2
YO} + R (Y )2 — Z%) 4 6k~ 2| L (YO)2 > 0
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Setting X = WYO — Z we can rewrite the above inequality in the form,

A2Jz]) — 1)2X2 + A | X (=X + 2 YY) + 6h Y| H(Y0)2 > 0

|z] —1/2

or, equivalently,

X2(A@2lz| = 1)* = h7Ha|Th) +2 XY? 4+ 5n 2| H(Y?)2 >0

t
] —1/2

which clearly holds for ¢, z in £ and all X, Y in R provided that ) is sufficiently large. [

APPENDIX A. EXPLICIT COMPUTATIONS IN THE KERR SPACES

We consider the exterior region E* of the Kerr spacetime of mass m and angular momen-
tum ma, a € [0,m). Following [4, Chapter 6], in the standard Boyer-Lindquist coordinates
(r,t,0,0) € (ry,00) x R x (0,7) x S, 7+ = m % (m? — a?)"/2, the Kerr metric on a dense
open subset E* of E* is

2A 22'92 2 2 2
5t = L+ SO0 (o - B ) o g+ A@0P, (A)

332 A
where
A =72+ a® - 2mr;
p? =1r?+ a*(cos 6)?; (A.2)
Y2 = (r? + a?)p® + 2mra®(sin 0)? = (r* + a®)? — a*(sin 0)A.

This metric is of the form

ds* = = (dt)* + e (d¢ — wdt)? + ¥ (dr)* + e (dB)?, (A-3)
where

e = p;_zA and v = %[IH(P2) +mA —In(3?)]

ew:§%§@fwd¢:gm@%+mmmw»4m&m

Y 2;77217’; (A.4)

P’ 1
e = = and jip = S[In(p?) — I AJ;

1
e*s = p? and g = an(pz).
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We compute

r_r-—m —a?sinf cosd
37#2 = -5 = and (%qu = —2’
! ; ’ (A.5)
r —a?sin @ cos 6
Op iz = — and Oppz = B
p p
and
2
&w = ——;T[(3r2 _ QQ)(TQ 4 a2) _ a2(sin 9)2(7,2 . CLQ)];
4a3mrA sinf cos 0
aQW - 4 )
Oy — L n r—m B 27“(r2 +a2) —GQ(SiHQ)Q(T—m).
rt = p2 A 22 ; (A 6)
A 1 .
Ogv = a* sin@cos@(ﬁ — E%
27"(r2 + a2) _ a2(sin 9)2(7" . m) - '
8r¢ — 22 . ;7

) A 1 cos
Op) = —a? sm€(:039(§ = E) + 0

We fix the frame
eg =€ (0 +wly), €1 = e_wﬁqs, ea = e 120, e3 = e "30,. (A.7)

Clearly, g.5) = (g*°) = diag(—1,1,1,1), where g.5 = g(ea,e5), a,3 = 0,1,2,3. The
dual basis of 1-forms is

n° = evdt, nt = e’ (dp — wdt), n* = e'2dr, n* = e df. (A.8)
Also
E=0,=¢€"-ey—c'w-e. (A.9)
We compute now the covariant derivatives D, e;, 7,5 = 0,1,2,3. We use the formula

87Dy X) = (X(8(Y, 7)) + Y (87, X)) ~ Z(g(X. V)
- g([X7 Z]’Y) - g(D/a Z]aX) - g([X7 Y]’ Z));

(A.10)
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for any vector fields X,Y, Z. We have

[60, 61] =0;
[eo, 2] = €20, - eg — e "2V 0w - ey
[eo, €3] = € 3091 - eg — ¥ T TV Oy - e;

A1l
le1, e2] = €720, - ey; ( )
ler, e3] = e "30p0 - e1;
lea, €3] = € "3 0gps - €2 — €720, i3 - €3.

With [e;, e;] = Clex, CF + CF = 0, it follows from (A.10) that
1< |
D e; = 3 Z(gjjgkkcijk + 8 Clx + C e (A.12)
k=0
Using the table (A.11), this gives
-1 -1
Deoeo = 08262 -+ 08363; Dele[) = 70&262 + 70&363;
-1 -1
De,e0 = 703261; De,e0 = 705361;
—1 —1 4 1 1
Dee1 = 700262 + 7003633 D e1 = (=1)Cpyez + (—1)Cyzes
-1 -1
D.,e1 = —-Cpyeo; Deyer = —Cogen; (A.13)
1 -1
D.,eo = Cheq + 503261; D.,ex = 705260 + Clye;
D.,e; = —022363; D..e; = —03363;
1 -1
D, e3 = Cpyeo + 56’&361; D. e3 = 705360 + Claeq;
D62€3 = 022362; D63€3 = 03362.
Let
Y =2r(r* + a?) — a*(sin0)*(r — m),
and observe that
(3r* — a®)(r* 4+ a®) — a*(sin0)*(r* — a®) = 2rY — ¥? > 0, (A.14)
and
2ry? > p?v. (A.15)

We compute now the Hessian D?r. More generally, for a function f that depends
only on r (i.e. eo(f) = ei(f) = es(f) = 0), using (A.11) and (A.13), and the formula
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DaDﬁf = DﬁDaf = ea(eﬁ(f)) - Deaeﬁ(f)>

[1]

2]

[12]

[13]

2T TA %

A masin@

A(r r—m Y

DoDyf = ~Cihe 0, =~ )ors

DD, f = %C(}Qewar f= (2rY —¥2)0, f

PP p2V/AS?
ArY r
= 1 —H2 _ (- _
DiD:f = Che 0,f = (s pQ)éLf
e = S(L_rom (A.16)
— 12 12 _ = 2 ey r
DaDaf = RO 0] = anrf p? <p2 A )@f
VvV Aa? si
DyDsf = —Che 20, f = a S;lecos Harf

A
DyDsf = ~Che 0,/ = 20, f
DoD,f = DgD3f = DDy f = D,D3f = 0.

REFERENCES

S. Alinhac and M.S. Baouendi, A non-uniqueness result for operators of principal type, Math. Z. 220
(1995), 561-568.

T. Carleman, Sur un probleme d’unicite pour les systemes d’equations aux derivees partielles a deux
variables independantes, Ark. Mat., Astr. Fys. 26 (1939).

B. Carter, An azy-symmetric black hole has only two degrees of freedom, Phys. Rev. Letters, 26,
(1971) 331-333.

S. Chandrasekhar, The mathematical theory of black holes, International Series of Monographs on
Physics, 69, Oxford Science Publications, The Clarendon Press, Oxford University Press, New York,
(1983).

P. Cohen, The non-uniqueness of the Cauchy problem, ONR Technical Report, 93, Stanford Univ.,
1960.

F.G. Friedlander, On an improperly posed characteristic initial value problem, J. Math. Mech. 16
(1967), 907-915.

F.G. Friedlander, An inverse problem for radiation fields, Proc. London Math. Soc. 27 (1973),
551-576.

F. John, On linear partial differential equations with analytic coefficients. Unique continuation of
Data, Comm. Pure Appl. Math., 2 (1949), 209-253.

F. John, Partial Differential Equations, fourth edition, Springer- Verlag.

S.W. Hawking and G.F.R. Ellis, The large scale structure of space-time, Cambridge Univ. Press,
1973.

L. Hérmander, On the uniqueness of the Cauchy problem under partial analyticity assumptions, Geo-
metrical optics and related topics (Cortona, 1996), 179-219, Progr. Nonlinear Differential Equations
Appl., 32, Birkhauser Boston, Boston, MA, 1997.

L. Hérmander, Non-uniqueness for the Cauchy problem, Lect. Notes in Math., 459, 36-72, Springer
Verlag, 1975.

L. Hormander, The analysis of linear partial differential operators, Springer-Verlag, Berlin, 1985.



28

14]
15]
16]
17]
18]

[19]

ALEXANDRU D. IONESCU AND SERGIU KLAINERMAN

A. Tonescu and S. Klainerman, On the uniqueness of smooth, stationary black holes in vacuum,
preprint (2007).

V. Isakov, Carleman type estimates in an anisotropic case and applications, J. Differential Equations
105 (1993), 217-238.

C. E. Kenig, A. Ruiz, and C. D. Sogge, Uniform Sobolev inequalities and unique continuation for
second order constant coefficient differential operators, Duke Math. J. 55 (1987), 329-347.

M. Mars, A spacetime characterization of the Kerr metric, Classical Quantum Gravity 16 (1999),
2507-2523.

F. Pretorius and W. Israel, Quasi-spherical light cones of the Kerr geometry, Class. Quantum Grav.
15 (1989), 2289-2301.

L. Robbiano and C. Zuily, Uniqueness in the Cauchy problem for operators with partially holomorphic
coefficients, Invent. Math. 131 (1998), 493-539.

D.C. Robinson, Uniqueness of the Kerr black hole, Phys. Rev. Lett. 34 (1975), 905-906.

D. Tataru, Unique continuation for operators with partially analytic coefficients. J. Math. Pures
Appl. 78 (1999), 505-521.

UNIVERSITY OF WISCONSIN — MADISON
E-mail address: ionescu@math.wisc.edu

PRINCETON UNIVERSITY
E-mail address: seri@math.princeton.edu



