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Abstract. The goal of the paper is to prove a perturbative result, concerning the
uniqueness of Kerr solutions; result which we believe to be useful in the proof of their
nonlinear stability. Following the program started in [24], we attempt to remove the ana-
lyticity assumption in the the well known Hawking-Carter-Robinson uniqueness result
for regular stationary vacuum black holes. Unlike [24], which was based on a tensorial
characterization of the Kerr solutions, due to Mars [29], we rely here on Hawking’s
original strategy, which is to reduce the case of general stationary space-times to that
of stationary and axi-symmetric spacetimes for which the Carter-Robinson uniqueness
result holds. In this reduction Hawking had to appeal to analyticity. Using a variant of
the geometric Carleman estimates developed in [24], in this paper we show how to bypass
analyticity in the case when the stationary vacuum space-time is a small perturbation of
a given Kerr solution. Our perturbation assumption is expressed as a uniform smallness
condition on the Mars-Simon tensor. The starting point of our proof is the new local
rigidity theorem established in [2].
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1. Introduction

It is widely expected1 that the domains of outer communication of regular, stationary,
four dimensional, vacuum black hole solutions are isometrically diffeomorphic to those of
the Kerr black holes. Due to gravitational radiation, general, asymptotically flat, dynamic,
solutions of the Einstein-vacuum equations ought to settle down, asymptotically, into a
stationary regime. Thus the conjecture, if true, would characterize all possible asymptotic
states of the general vacuum evolution. A similar scenario is supposed to hold true in the
presence of matter.

So far the conjecture is known to be true2 if, besides reasonable geometric and physical
conditions, one assumes that the space-time metric in the domain of outer communication
is real analytic. This last assumption is particularly restrictive, since there is apriori no
reason that general stationary solutions of the Einstein field equations should be analytic
in the ergoregion, i.e. the region where the stationary Killing vector-field becomes space-
like. Hawking’s proof starts with the observation that the event horizon of a general
stationary metric is non-expanding and the stationary Killing field must be tangent to
it. Specializing to the future event horizon H+, Hawking [21] (see also [26]) proved the
existence of a non-vanishing vector-field K tangent to the null generators of H+ and
Killing to any order along H+. Under the assumption of real analyticity of the space-
time metric one can prove, by a Cauchy-Kowalewski type argument (see [21] and the
rigorous argument in [13]), that the Hawking Killing vector-field K can be extended to
a neighborhood of the entire domain of outer communication. Thus, it follows, that the
spacetime (M,g) is not just stationary but also axi-symmetric. To derive uniqueness,
one then appeals to the theorem of Carter and Robinson which shows that the exterior
region of a regular, stationary, axi-symmetric vacuum black hole must be isometrically
diffeomorphic to a Kerr exterior of mass M and angular momentum a < M . The proof
of this result originally obtained by Carter [7] and Robinson [31], has been strengthened
and extended by many authors, notably Mazur [30], Bunting [5], Weinstein [35]; the most
recent and complete account, which fills in various gaps in the previous literature is the
recent paper of Chrusciel and Costa [17], see also [18]. A clear and complete exposition

1See reviews by B. Carter [9] and P. Chusciel [12] for a history and review of the current status of the
conjecture.

2By combining results of Hawking [21], Carter [7], and Robinson [31], see also the recent work of
Chrusciel-Costa [17].
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of the ideas that come into the proof can be found in Heusler’s book, [22]. We remark
that the Carter-Robinson theorem does not require analyticity.

In [24] a different strategy was followed based on the tensorial characterization of the
Kerr spaces, due to Mars [29] and Simon [33], and a new analytic framework based
on Carleman estimates. Uniqueness of Kerr was proved for a general class of regular
stationary vacuum space-times which verify a complex scalar identity along the bifurcation
sphere of the horizon. Unfortunately, to eliminate this local assumption, one needs a global
argument which has alluded us so far.

In this paper we return to Hawking’s original strategy and show how to extend his
Killing vector-field, and thus axial symmetry, from the horizon to the entire domain of
outer communication, without appealing to analyticity. As noted above, once axial sym-
metry is extended to the entire exterior region, the Carter-Robinson theorem applies and
proves that the domain of outer communication must be isometric to a Kerr exterior. Our
argument, which relies on (and in fact simplifies and stengthens) the Carleman estimates
developed in [24] and [25], and their extensions in [1] and [2], require a smallness assump-
tion which is expressed, geometrically, by assuming that the Mars-Simon tensor of our
stationary metric is uniformly bounded by a sufficiently small constant. Our main result
is therefore perturbative; we show that any regular stationary vacuum solution which is
sufficiently close to a Kerr solution K(a,m), 0 ≤ a < m must in fact coincide with it. We
hope that the present theorem will play an important role in understanding the asymp-
totic approach to final states of non-stationary space-times which arise by the evolution
of initial data close enough to the initial data of Kerr space-times.

The first step of our approach has already been presented by us in [2]. There we show,
under very general assumptions, how to construct the Hawking Killing vector-field in a
neighborhood of a non-expanding, smooth, bifurcate horizon. The main idea, which also
plays an essential role in this paper, is to turn the problem of extension into one of unique
continuation, relying on Carleman estimates for systems of wave equations coupled to
ordinary differential equations; see the introduction in [2] for an informal discussion.

In this paper we complete the second step of our approach, which is to extend Haw-
king’s vector-field to the entire domain of outer communication. For this we make the
assumption that the Mars–Simon tensor S is uniformly sufficiently small along a Cauchy
hypersurface in the domain of outer communication (recall that the Kerr spaces are locally
characterized by the vanishing of the tensor S, see [29]). Using this smallness assumption
and asymptotic flatness we are able to gain sufficient control on the geometry of the
domain of outer communication. In particular, we show that the foliation given by the
level sets of the function y, the real part of (1 − σ)−1 where σ is the complex Ernst
potential associated to the stationary vector-field T (see subsection 2.3 for definitions), is
regular and satisfies a crucial T-conditional pseudo-convexity property (see Lemma 4.3).
The Carleman estimates on which our extension argument is based depend on these two
properties, which were previously established if S vanishes identically (see [24] and [25]).
As part of our analysis we show that these properties are stable if the tensor S sufficiently
small. To summarize, the main steps of our construction are
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(1) A robust argument by which the problem of extension of Killing vector-fields is
turned into a uniqueness problem across pseudo-convex hypersurfaces for an ill-
posed system of covariant wave equations coupled to transport equations.

(2) A local construction of Hawking’s Killing vector-field in a neighborhood of the
bifurcate horizon.

(3) A global argument by which the Hawking vector-field is extended to the entire
domain of outer communication. This step, which rests on delicate control of the
geometry of the domain of outer communication, requires our global smallness
assumption for the Mars-Simon tensor S.

The first two steps in this construction, which were accomplished in [2], are uncondi-
tional, in the sense that they do not require the smallness assumption for S. In this paper
we present the third step. As mentioned before, the first key issue is to construct a regular
T-conditional pseudo-convex global foliation of the domain of outer communication. This
requires both local information, provided by the smallness of the tensor S, and non-local
information, provided by the asymptotic flatness assumption of our space-time (sections
3 and 4). Then, in section 5, we expand the argument described in step (1) to include
extensions of Killing vector-fields across T-conditional pseudo-convex hypersurfaces (us-
ing the main Carleman estimate proved in [24]), instead of the more restrictive case of
pseudo-convex hypersurfaces used in the local argument in [2].

1.1. Precise assumptions and the main theorem. We assume that (M,g) is a
smooth3 vacuum Einstein spacetime of dimension 3 + 1 and T ∈ T(M) is a smooth
Killing vector-field on M. We also assume that we are given an embedded partial Cauchy
surface Σ0 ⊆M and a diffeomorphism Φ0 : E1/2 → Σ0, where Er = {x ∈ R3 : |x| > r}.

We group our main assumptions 4 in three categories. The first assumption is a stan-
dard asymptotic flatness assumption which, in particular, defines the asymptotic region
M(end) and the domain of outer communication (exterior region) E = I−(M(end)) ∩
I+(M(end)). Our second assumption concerns the smoothness of the two achronal bound-
aries δ(I−(M(end))) in a small neighborhood of their intersection S0 = δ(I−(M(end))) ∩
δ(I+(M(end))). Our third assumption asserts that the Mars-Simon tensor S, whose van-
ishing characterizes Kerr space-times, is small.

GR. (Global regularity assumption) We assume that the restriction of the diffeo-
morphism Φ0 to ER0 , for R0 sufficiently large, extends to a diffeomorphism Φ0 : R ×
ER0 → M(end), where M(end) (asymptotic region) is an open subset of M. In local co-
ordinates {x0, xi} defined by this diffeomorphism, we assume that T = ∂0 and, with

3M is a connected, oriented, time oriented, paracompact C∞ manifold without boundary.
4Many of these assumptions can be justified as consequences of more primitive assumptions, see [3],

[4], [11], [15], [16], [19], [20], [32]. For the sake of simplicity, we do not attempt to work here under the
most general regularity assumptions. See the recent paper [17] for a careful discussion.
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r =
√

(x1)2 + (x2)2 + (x3)2, that the components of the spacetime metric verify5,

g00 = −1 +
2M

r
+O6(r−2), gij = δij +O6(r−1), g0i = −εijk

2Sjxk

r3
+O6(r−3), (1.1)

for some M > 0, S1, S2, S3 ∈ R (see [3]) such that,

J = [(S1)2 + (S2)2 + (S3)2]1/2 ∈ [0,M2). (1.2)

Let

E = I−(M(end)) ∩ I+(M(end)),

where I−(M(end)), I+(M(end)) denote the past and respectively future sets of M(end). We
assume that E is globally hyperbolic and

Σ0 ∩ I−(M(end)) = Σ0 ∩ I+(M(end)) = Φ0(E1). (1.3)

We assume that T does not vanish at any point of E and that every orbit of T in E is
complete and intersects the hypersurface Σ0.

SBS. (Smooth bifurcation sphere assumption) It follows from (1.3) that

δ(I−(M(end))) ∩ Σ0 = δ(I+(M(end))) ∩ Σ0 = S0,

where S0 = Φ0({x ∈ R3 : |x| = 1}) is an imbedded 2-sphere (called the bifurcation
sphere). We assume that there is a neighborhood O of S0 in M such that the sets

H+ = O ∩ δ(I−(M(end))) and H− = O ∩ δ(I+(M(end)))

are smooth imbedded hypersurfaces. We assume that these hypersurfaces are null, non-
expanding6, and intersect transversally in S0. Finally, we assume that the vector-field T
is tangent to both hypersurfaces H+ and H−, and does not vanish identically on S0.

PK. (Perturbation of Kerr assumption). Let σ denote the Ernst potential and S the
Mars-Simon tensor, defined in an open neighborhood of Σ0 ∩ E in M (see section 2 for
precise definitions). We assume that

|(1− σ)S(T, Tα, Tβ, Tγ)| ≤ ε on Σ0 ∩ E, (1.4)

for some sufficiently small constant ε (depending only on the constant A defined in section
2), where T0 is the future-directed unit vector orthogonal to Σ0 and T0, T1, T2, T3 is an
orthonormal basis along Σ0.

Main Theorem. Under the assumptions GR, SBS, and PK the domain of outer com-
munication E of M is isometric to the domain of outer communication of the Kerr space-
time with mass M and angular momentum J .

5We denote by Ok(ra) any smooth function in M(end) which verifies |∂if | = O(ra−i) for any 0 ≤ i ≤ k

with |∂if | =
∑
i0+i1+i2+i3=i

|∂i00 ∂i11 ∂i22 ∂i33 f |.
6A null hypersurface is said to be non-expanding if the trace of its null second fundamental form

vanishes identically.
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In other words, a stationary vacuum black hole, which satisfies suitable regularity as-
sumptions and is sufficiently “close” to a Kerr solution, has to be isometric to that Kerr
solution. This can be interpreted as a strong extension of Carter’s original theorem, see
[7], [8], on stationary and axi-symmetric perturbations of the Kerr spaces, in which we
remove the axi-symmetry assumption and give a geometric, coordinate independent, per-
turbation condition. We provide below a more detailed outline of the proof of the Main
Theorem.

In section 2 we define a system of local coordinates along our reference space-like
hypersurface Σ0, and define our main constant A. The small constant ε in (1.4) is to
be taken sufficiently small, depending only on A. We review also the construction of two
optical functions u and u in a neighborhood of the bifurcation sphere S0, adapted to the
null hypersurfaces H+ and H−, and recall the definition of the complex Ernst potential
σ and the Mars-Simon tensor S. Finally, we record some asymptotic formulas, which are
proved in the appendix.

In section 3 we develop the main consequences of our smallness assumption (1.4). All
of our results in this section are summarized in Proposition 3.4; we prove a lower bound
on |1− σ| along Σ1, as well as several approximate identities in a small neighborhood of
Σ1 which are used in the rest of the paper.

In section 4 we derive several properties of the function y needed in the continuation
argument in section 5. We prove first that y is almost constant on S0, as in Lemma 4.1,
and increases in a controlled way in a neighborhood of S0 in Σ1. Then we prove that the
level sets of the function y away from S0 are regular, in a suitable sense. Finally, we prove
that the function y satisfies the T-conditional pseudo-convexity property, away from S0,
see Lemma 4.3.

In section 5 we construct the Hawking Killing vector-field K in the domain of outer
communication E. The starting point is the existence of K in a neighborhood of S0, which
was proved in [2]. We extend K to larger and larger regions, as measured by the function
y, as the solution of an ordinary differential equation, see Lemma 5.3. We then prove that
the resulting vector-field K is Killing (and satisfies several other bootstrap conditions) as
a consequence of a uniqueness property of stationary vacuum solutions, see Proposition
5.4. The proof of this last proposition relies on Carleman estimates and the properties of
the function y proved in section 4.

In section 6 we construct a global, rotational Killing vector-field Z which commutes
with T, as a linear combination of the vector-fields T and K. We also give a simple proof,
specialized to our setting, that the span of the two Killing fields T,Z is time-like in E
(thus the area function is nonnegative in E which is an important component of the proof
of the Carter–Robinson theorem, as explained in [17]).

2. Preliminaries

2.1. A system of coordinates along Σ0. Let ∂1, ∂2, ∂3 denote the vectors tangent to
Σ0, induced by the diffeomorphism Φ0. Let Σr = Φ0(Er), where, as before, Er = {x ∈ R3 :
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|x| > r}. In particular, for our original spacelike hypersurface, we have Σ0 = Σ1/2. Using
(1.1) and the assumption that Σ0 is spacelike, it follows that there are large constants
A1 and R1 ≥ R0, such that R1 ≥ A4

1, with the following properties: on Σ3/4, for any
X = (X1, X2, X3),

A−1
1 |X|2 ≤

3∑
α,β=1

XαXβgαβ ≤ A1|X|2 and
3∑

α=1

|g(∂α,T)|+ |g(T0,T)| ≤ A1. (2.1)

In Φ0(R × ER1), which we continue to denote by M(end), T = ∂0 and (see notation in
footnote 5),

6∑
m=0

rm+1

3∑
j,k=1

|∂m(gjk − δjk)|+
6∑

m=0

rm+2|∂m(g00 + 1− 2M/r)|

+
6∑

m=0

rm+3

3∑
i=1

|∂m(g0i + 2εijkS
jxkr−3)| ≤ A1.

(2.2)

We construct a system of coordinates in a small neighborhood M̃ of Σ0 ∩ E, which
extends both the coordinate system of M(end) in (2.2) and that of Σ0. We do that with
the help of a smooth vector-field T ′ which interpolates between T and T0. More precisely
we construct T ′ in a neighborhood of Σ3/4 such that T ′ = T in Φ0(R × E2R1) and T ′ =
η(r/R1)T0+(1−η(r/R1))T on Σ3/4, where η : R→ [0, 1] is a smooth function supported in
(−∞, 2] and equal to 1 in (−∞, 1]. Using now the flow induced by T ′ we extend the original
diffeomorphism Φ0 : E1/2 → Σ0, to cover a full neighborhood of Σ1. Thus there exists

ε0 > 0 sufficiently small and a diffeomorphism Φ1 : (−ε0, ε0)× E1−ε0 → M̃, which agrees
with Φ0 on {0}×E1−ε0∪(−ε0, ε0)×E2R1 and such that ∂0 = ∂x0 = T ′. By setting ε0 small
enough, we may assume that Oε0 := Φ1((−ε0, ε0)×{x ∈ R3 : |x| ∈ (1− ε0, 1 + ε0)}) ⊆ O,
where O is the open set defined in the assumption SBS. By construction, using also (2.2)
and letting ε0 sufficiently small depending on R1,

3∑
j=1

|g0j|+ |g00 + 1| ≤ A1/(R1 + r) in M̃. (2.3)

With gαβ = g(∂α, ∂β) and T = Tα∂α, let

A2 = sup
p∈fM

6∑
m=0

[ 3∑
α,β=0

|∂mgαβ(p)|+
3∑

α=0

|∂mTα(p)|
]
. (2.4)

Finally, we fix

A = max(R1, A2, ε
−1
0 , (M2 − J)−1). (2.5)

The constant A is our main effective constant. The constant ε in (1.4) will be fixed

sufficiently small, depending only on A. To summarize, we defined a neighborhood M̃ of
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Σ0 ∩ E and a diffeomorphism Φ1 : (−ε0, ε0)× E1−ε0 → M̃, ε0 > 0, such that the bounds
(2.1), (2.2), (2.3), (2.4) hold (in coordinates induced by the diffeomorphism Φ1).

2.2. Optical functions in a neighborhood of S0. We define two optical functions
u, u in a neighborhood of S0. We fix a smooth future-directed null pair (L, L) along S0,
satisfying

g(L,L) = g(L, L) = 0, g(L, L) = −1, (2.6)

such that L is tangent to H+ and L is tangent to H−. In a small neighborhood of S0,
we extend L (resp. L) along the null geodesic generators of H+ (resp. H−) by parallel
transport, i.e. DLL = 0 (resp. DL L = 0). We define the function u (resp. u) along
H+ (resp. H−) by setting u = u = 0 on S0 and solving L(u) = 1 (resp. L(u) = 1).
Let Su (resp. Su) be the level surfaces of u (resp. u) along H+ (resp. H−). We define
L at every point of H+ (resp. L at every point of H−) as the unique, future directed
null vector-field orthogonal to the surface Su (resp. Su) passing through that point and
such that g(L, L) = −1. We now define the null hypersurface H−u to be the congruence
of null geodesics initiating on Su ⊂ H+ in the direction of L. Similarly we define H+

u to
be the congruence of null geodesics initiating on Su ⊂ H− in the direction of L. Both
congruences are well defined in a sufficiently small neighborhood of S0 in O. The null
hypersurfaces H−u (resp. H+

u ) are the level sets of a function u (resp u) vanishing on H−
(resp. H+). By construction

L = −gµν∂µu∂ν , L = −gµν∂µu∂ν . (2.7)

In particular, the functions u, u are both null optical functions, i.e.

gµν∂µu∂νu = g(L,L) = 0 and gµν∂µu∂νu = g(L, L) = 0. (2.8)

To summarize, there is c0 = c0(A) ∈ (0, ε0] sufficiently small and smooth optical func-
tions u, u : Oc0 → R, where Oc0 = Φ1((−c0, c0) × {x ∈ R3 : |x| ∈ (1 − c0, 1 + c0)}). In
local coordinates induced by the diffeomorphism Φ1 we have7

sup
x∈Oc0

4∑
j=0

(|∂ju(x)|+ |∂ju(x)|) ≤ C̃ = C̃(A). (2.9)

In addition,

H+ ∩Oc0 = {p ∈ Oc0 : u(p) = 0}, H− ∩Oc0 = {p ∈ Oc0 : u(p) = 0}. (2.10)

In Oc0 we define
Ω = gµν∂µu∂νu = g(L, L).

By construction Ω = −1 on (H+∪H−)∩Oc0 (we remark, however, that Ω is not necessarily
equal to −1 in Oc0). By taking c0 small enough, we may assume that

Ω ∈ [−3/2,−1/2] in Oc0 . (2.11)

7Recall the notation |∂jf | =
∑
j0+j1+j2+j3=j

|∂j00 ∂j11 ∂j22 ∂j33 f |, where ∂0, ∂1, ∂2, ∂3 are the derivatives
induced by the diffeomorphism Φ1. This notation will be used throughout the paper.
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Finally, by construction, we may assume that the functions |u|, |u| are proportional to
|1− r| on the spacelike hypersurface Σ0 ∩Oc0 , i.e.

|u/(1− r)|, |u/(1− r)| ∈ [C̃−1, C̃] on Σ0 ∩Oc0 , (2.12)

where, as in (2.9), C̃ is a constant that depends only on A.

2.3. Definitions and asymptotic formulas. We recall now the definitions of the Ernst
potential σ and the Mars–Simon tensor S (see [24, Section 4] for a longer discussion and
proofs of all of the identities). In M we define the 2-form,

Fαβ = DαTβ

and the complex valued 2-form,

Fαβ = Fαβ + i ∗Fαβ = Fαβ + (i/2)∈αβµνFµν . (2.13)

Let F2 = FαβFαβ. We define also the Ernst 1-form

σµ = 2TαFαµ = Dµ(−TαTα)− i ∈µβγδ TβDγTδ. (2.14)

It is easy to check that, in M 
Dµσν −Dνσµ = 0;

Dµσµ = −F2;

σµσ
µ = g(T,T)F2.

(2.15)

Since Dµσν = Dνσµ and the sets M̃ = Φ1((−ε0, ε0)×E1−ε0) and E are simply connected,

we can define the Ernst potential σ : M̃ ∪ E → C such that σµ = Dµσ, <σ = −TαTα,
and σ → 1 at infinity along Σ0.

We define the complex-valued self-dual Weyl tensor

Rαβµν = Rαβµν + (i/2)∈µνρσRαβρσ = Rαβµν + i ∗Rαβµν . (2.16)

We define the tensor I ∈ T0
4(M),

Iαβµν = (gαµgβν − gανgβµ + i ∈αβµν)/4. (2.17)

Let M̃′ = {p ∈ M̃ : σ(p) 6= 1}8. We define the tensor-field Q ∈ T0
4(M̃′),

Qαβµν = (1− σ)−1
(
FαβFµν −

1

3
F2Iαβµν

)
. (2.18)

It is easy to see that the tensor-field Q is a self-dual Weyl field, i.e.
Qαβµν = −Qβαµν = −Qαβνµ = Qµναβ;

Qαβµν +Qαµνβ +Qανβµ = 0;

gβνQαβµν = 0,

8Using the assumption PK, we will prove in section 3 that Σ1 ⊆ M̃′.
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and
∗Qαβµν =

1

2
∈µνρσ Qαβρσ = (−i)Qαβµν .

We define now the self-dual Weyl field S, called the Mars–Simon tensor,

S = R+ 6Q. (2.19)

We observe that (1− σ)§ is a smooth tensor on M̃. Using the Ricci identity

DµFαβ = TνRνµαβ, (2.20)

and proceeding as in [24, formula 4.33], we deduce that, in M̃′,

Dρ[F2(1− σ)−4] = 2(1− σ)−4TνSνργδFγδ. (2.21)

This identity will play a key role in the analysis in section 3. Finally, we define the

functions y, z : M̃′ → R
y + iz = (1− σ)−1.

Simple asymptotic computations using the formula (2.2), see Appendix A, show that,
for R sufficiently large depending only on A,

Fαβ = O(r−2), Sαβγδ = O(r−3), α, β, γ, δ = 0, . . . , 3. (2.22)

More precisely,

1− σ = 2Mr−1 +O(r−2), F2 = −4M2r−4 +O(r−5) (2.23)

in Φ1((−ε0, ε0)× ER). In particular, Φ1((−ε0, ε0)× ER) ⊆ M̃′ and

−4M2F2(1− σ)−4 = 1 +O(r−1) in Φ1((−ε0, ε0)× ER). (2.24)

In addition

y =
r

2M
+O(1), z =

S1x1 + S2x2 + S3x3

2M2r
+O(r−1) (2.25)

in Φ1((−ε0, ε0)× ER). Finally,

z2 + 4M2(y2 + z2)DµzD
µz =

J2

4M4
+O(r−1) in Φ1((−ε0, ε0)× ER). (2.26)

All these asymptotic identities are proved in Appendix A and will be used in section 3.

3. Analysis on the hypersurface Σ1

In this section we use assumption PK to prove several approximate identities on the
hypersurface Σ1 = Σ0 ∩ E = Φ0(E1). The general idea is to prove approximate identities
such as (2.24) and (2.26) first in the asymptotic region, using the asymptotic flatness
assumption (2.2), and then extend them to the entire hypersurface Σ1 using the fact that
the Mars–Simon tensor is assumed to be small. We will prove also that 1 − σ does not
vanish in Σ1. All of our results in this section are summarized in Proposition 3.4.
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We will use the notation in section 2. We fix first a large constant R which depends
only on our main constant A (see (2.5)). We fix r0 the smallest number in [1, R− 1] with
the property that

|1− σ| ≥ R
−2

on Σr0 \ ΣR, (3.1)

where, as before, Σr = Φ0(Er), Er = {x ∈ R3 : |x| > r}. Such an r0 exists if R is
sufficiently large, in view of (2.23) and the continuity of 1 − σ. We will prove, among

other things, that r0 = 1. In this section we let C̃ denote various constants in [1,∞) that
may depend only on R (thus on A once R is fixed sufficiently large depending on A). The

value of ε in (1.4) is assumed to be sufficiently small depending on the constants C̃. To

summarize, log(A)� log(R)� log(C̃)� log(ε−1).

We will work in the region Φ1[(−ε, ε) × Er0 ]. Since |∂0(1 − σ)| ≤ C̃, it follows from
(3.1) and (2.23) that

|1− σ|−1 ≤ C̃r in Φ1[(−ε, ε)× Er0 ]. (3.2)

Using the assumption (1.4) and the asymptotic identities (2.22), we have

|(1− σ)TνSνργδ| ≤ C̃ min(ε, r−4) in Φ1[(−ε, ε)× Er0 ], (3.3)

in the coordinate frame ∂0, ∂1, ∂2, ∂3. Using (2.21), (2.22) and the last two inequalities, it
follows that

|∂ρ(F2(1− σ)−4)| ≤ C̃r3 min(ε, r−4) in Φ1[(−ε, ε)× Er0 ]. (3.4)

We prove now that

|1 + 4M2F2(1− σ)−4| ≤ C̃ min(r−1, ε1/5) in Φ1[(−ε, ε)× Er0 ]. (3.5)

Indeed, let H = 1 + 4M2F2(1− σ)−4. Using (2.24) and (3.4),

|H| ≤ C̃r−1 and
4∑
ρ=0

|∂ρH| ≤ C̃r3 min(ε, r−4) in Φ1[(−ε, ε)× Er0 ]. (3.6)

The bound (3.5) follows from the first inequality in (3.6) at points p for which r(p) ≥ ε−1/5.
To prove (3.5) at points p with r(p) ≤ ε−1/5 we fix a point p′ ∈ Φ1[(−ε, ε) × Er0 ] with
r(p′) = ε−1/5. We integrate along a line joining the points p and p′ and use the second

inequality in (3.6). The result is |H(p) − H(p′)| ≤ C̃ε−4/5ε, which gives (3.5) since

|H(p′)| ≤ C̃r(p′)−1 = C̃ε−1/5.
It follows from (3.4) and (3.5) that there is a smooth function G1 : Φ1[(−ε, ε)×Er0 ]→ C

with the properties

−4M2F2 = (1− σ)4(1 +G1)2, |G1|+
3∑
ρ=0

|∂ρG1| ≤ C̃ min(r−1, ε1/5) (3.7)

on Φ1[(−ε, ε)× Er0 ]. In particular, using also (3.2),

|F2| ≥ (C̃r)−4 in Φ1[(−ε, ε)× Er0 ]. (3.8)
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We define the smooth function P = y + iz : Φ1[(−ε, ε)× Er0 ]→ C,

P = y + iz = (1− σ)−1. (3.9)

We construct now a special null pair, similar to the principal null pair in [29, Section 4].

Lemma 3.1. There exists a future-directed null pair l, l, g(l, l) = −1, such that

Fαβlβ = (1 +G1)(4MP 2)−1lα, Fαβlβ = −(1 +G1)(4MP 2)−1lα, (3.10)

in Φ1[(−ε, ε)× Er0 ].

Proof of Lemma 3.1. Let Zα be complex eigenvector FαβZβ = λZα with complex eigen-
value λ. Using the relation FασFβ σ = (1/4)gαβF2 (see [24, formula 4.2]) we derive,

λ2 = −1

4
F2 =

1

16M2
(1− σ)4(1 +G1)2.

Thus, λ = ±(4MP 2)−1(1 + G1). The reality of the corresponding eigenvectors l, l is a
consequence of the self duality of F . They must both be null in view of the antisymmetry
of F and can be normalized apropriately. �

Let e(3) = l, e(4) = l. We fix vector-fields e(1), e(2) in Φ1[(−ε, ε)×Er0 ] such that together
with e(3) = l, e(4) = l they form a positively oriented null frame, i.e.,

g(l, e(1)) = g(l, e(2)) = g(l, e(1)) = g(l, e(2)) = g(e(1), e(2)) = 0,

g(e(1), e(1)) = g(e(2), e(2)) =∈(1)(2)(3)(4)= 1.
(3.11)

In view of (3.8), the vector-fields e(µ) = eα(µ)∂α, µ = 1, 2, 3, 4 can be chosen such that

4∑
µ=1

3∑
α=0

|eα(µ)| ≤ C̃ in Φ1[(−ε.ε)× Er0 ]. (3.12)

According to (3.10), (3.11) and the self duality of F , the components of F are,

F(4)(1) = F(4)(2) = F(3)(1) = F(3)(2) = 0 and F(4)(3) = iF(2)(1) = (1 +G1)/(4MP 2). (3.13)

This is equivalent to the identity,

Fαβ =
1 +G1

4MP 2

(
− lαlβ + lβlα − i ∈αβµν lµlν

)
. (3.14)

By contracting (3.14) with 2Tα and using 2TαFαβ = σβ = Dβσ we derive

Dβ(y + iz) =
1 +G1

2M

[
− (Tαlα)lβ + (Tαlα)lβ − i ∈αβµν Tαlµlν

]
.

In particular, if G1 = <G1 + i=G1, we have

Dβy =
1 + <G1

2M

[
− (Tαlα)lβ + (Tαlα)lβ

]
+
=G1

2M
∈αβµν Tαlµlν ,

Dβz = −1 + <G1

2M
∈αβµν Tαlµlν +

=G1

2M

[
− (Tαlα)lβ + (Tαlα)lβ

]
.

(3.15)



STATIONARY BLACK HOLES IN VACUUM 13

It follows from (3.15) and (3.7) that

|D(1)y|+ |D(2)y|+ |D(3)z|+ |D(4)z| ≤ C̃ min(r−1, ε1/5) in Φ1[(−ε, ε)× Er0 ]. (3.16)

A direct computation using the definition of P and (2.15) shows that

DαPDαP =
DασDασ

(1− σ)4
= −(1 +G1)2TαTα

4M2
. (3.17)

Since −TαTα = <σ = 1− y/(y2 + z2) we have

DαyD
αy −DαzD

αz =
(1 + <G1)2 − (=G1)2

4M2

(
1− y

y2 + z2

)
,

DαyD
αz =

(1 + <G1)=G1

4M2

(
1− y

y2 + z2

)
.

(3.18)

3.1. A lemma of Mars. The following lemma is an adaptation to our situation of an
important calculation which first appears in [29].

Lemma 3.2. With B = J2/(4M4) < 1/4 we have in Φ1[(−ε, ε)× Er0 ],

|4M2(y2 + z2)DβzD
βz + z2 −B| ≤ C̃ min(r−1, ε1/40). (3.19)

Proof of Lemma 3.2. We show that the function H := 4M2(y2 + z2)DβzD
βz + z2 is

almost constant by computing its derivatives with respect to our null frame (3.11). In
the particular case S = 0, the constancy of H was first proved in [29] using the full
Newman-Penrose formalism. A similar proof was later given in [24]. Here we give instead
a straightforward proof based only on the formulas we have derived so far.

We will prove that

3∑
α=0

|∂αH(p)| ≤ C̃ε1/20 if p ∈ Φ1[(−ε, ε)× Er0 ] and r(p) ≤ ε−1/40. (3.20)

Assuming this, the bound (3.19) follows from the bound |H −B| ≤ C̃r−1 in Φ1[(−ε, ε)×
Er0 ], see (2.26), in the same way the bound (3.5) follows from (3.4) and (2.24).

We differentiate H and derive,

DαH = 8M2(y2 + z2)DαDβzD
βz + 8M2(yDαy + zDαz)DβzD

βz + 2zDαz. (3.21)
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To calculate the main term 8M2(y2+z2)DαDβzD
βz we first calculate the second covariant

derivatives of P = (y + iz), using the definition of S and (2.20),

DαDβP = 2(1− σ)−3DασDβσ + (1− σ)−2DαDβσ

= 2(1− σ)−3DασDβσ + 2(1− σ)−2(Fα
ρFρβ + TρTνRναρβ)

= 2(1− σ)−3DασDβσ + 2(1− σ)−2Fα
ρFρβ

− 12(1− σ)−2TρTνQναρβ + 2(1− σ)−2TρTνSναρβ
= 2(1− σ)−2Fα

ρFρβ + 2(1− σ)−2TρTνSναρβ
− (1− σ)−3σασβ + (1− σ)−3F2[gαβ(TρTρ)−TαTβ]

= 2P 2Fα
ρFρβ + P−1[(DρPDρP )gαβ −DαPDβP ]

+ 2P 2TρTνSναρβ − P 3F2TαTβ.

Thus, we have the identity

DαDβP =− P−1DαPDβP + P−1(DρPDρP )gαβ

− 2P 2Fα
ρFβρ − P 3F2TαTβ + 2P 2TρTνSναρβ.

(3.22)

Since T(z) = 0 we deduce,

DαDβPDβz = P−1(DρPDρP )Dαz − 2P 2Fα
ρFβρDβz

− P−1DαPDβPDβz + 2P 2TρTνSναρβDβz.
(3.23)

Observe that DαDβzD
βz = =

[
DαDβPDβz

]
. Thus, in view of (3.23)

DαDβzD
βz = =

[
− 2P 2Fα

ρFβρ Dβz + 2P 2TρTνSναρβDβz
]

−=
[
P−1DαPDβPDβz

]
+ =

[
P−1(DρPDρP )Dαz

]
.

(3.24)

Now,

(y2 + z2)=
[
P−1DαPDβP Dβz

]
= Dβz=[(y − iz)Dα(y + iz)Dβ(y + iz)]

= (yDαy + zDαz)DβzDβz + (yDαz − zDαy)DβyDβz

and,

(y2 + z2)=
[
P−1DρPDρP Dαz

]
= Dαz=[[(y − iz)Dρ(y + iz)Dρ(y + iz)]

= 2yDαzDρyD
ρz − zDαz(DρyD

ρy −DρzD
ρz).

Therefore, back to (3.24),

(y2 + z2)DαDβzD
βz = (y2 + z2)=

[
− 2P 2Fα

ρFβρ Dβz + 2P 2TρTνSναρβDβz
]

− yDαyDρzD
ρz + (yDαz + zDαy) DρyD

ρz − zDαzDρyD
ρy.

Going back to (3.21) we derive,

DαH = 8M2(y2 + z2)=
[
− 2P 2Fα

ρFβρ Dβz + 2P 2TρTνSναρβDβz
]

+ 8M2zDαz(DρzD
ρz −DρyD

ρy) + 2zDαz + 8M2(yDαz + zDαy) DρyD
ρz.
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Recall that we are looking to prove (3.20) at points p with r(p) ≤ ε−1/40. In view of
(3.2) and (3.3), at such points we have

16M2(y2 + z2)DβzP 2TρTνSναρβ = O1(ε),

where, for simplicity of notation, in this lemma we let O1(ε) denote any quantity bounded

by C̃ε1/20. According to (3.7) and (3.18) we also have,

|DρyD
ρz|+

∣∣∣DρzD
ρz −DρyD

ρy +
1

4M2

(
1− y

y2 + z2

)∣∣∣ ≤ C̃ε1/5.

Thus, using again (3.2),

8M2zDαz
(
DρzD

ρz −DρyD
ρy
)

+ 2zDaz =
2yzDαz

y2 + z2
+O1(ε).

Consequently,

DαH = −16M2(y2 + z2)=
[
P 2Fα

ρFβρ Dβz] +
2yzDαz

y2 + z2
+O1(ε).

For (3.20) it only remains to check that,

−16M2(y2 + z2)=
[
P 2Fα

ρFβρ Dβz] +
2yzDαz

y2 + z2
= O1(ε). (3.25)

We prove this in the null frame e(1), e(2), e(3), e(4), see (3.11). Recalling (3.13) and (3.16)

we easily see that both terms on the left are bounded by C̃ε1/20 for α = 3, 4. For α = 1,
using (3.13) and (3.7),

−16M2(y2 + z2)=
[
P 2F(1)

(ρ)F(β)(ρ) D(β)z] = −16M2(y2 + z2)=
[
P 2F(1)(2)F(1)(2) D(1)z]

= −16M2(y2 + z2)D(1)z=
[
P 2 i

4MP 2

2yz

4M(y2 + z2)2

]
+O1(ε).

The approximate identity (3.25) follows for α = 1. The proof of (3.25) for α = 2 is
similar, which completes the proof of the lemma. �

3.2. Conclusions. It follows from (3.18) and Lemma 3.2, that

DβzD
βz =

B − z2

4M2(y2 + z2)
+O(ε), DβyD

βy =
y2 − y +B

4M2(y2 + z2)
+O(ε) (3.26)

in Φ1[(−ε, ε) × Er0 ], where O(ε) denotes functions on Φ1[(−ε, ε) × Er0 ] dominated by

C̃ min(r−1, ε1/40). Using (3.15) we deduce that DβyDβy = 1
2M2 (Tαlα)(Tβlβ) + O(ε).

Hence,

(Tαlα)(Tβlβ) =
y2 − y +B

2(y2 + z2)
+O(ε) in Φ1[(−ε, ε)× Er0 ]. (3.27)

We prove now that the value of r0 in (3.1) can be taken to be equal to 1. It view of the
definition of r0, it suffices to prove the following lemma:
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Lemma 3.3. Assuming R is chosen sufficiently large, we have

|1− σ| ≥ 2R
−2

on Σr0 \ ΣR.

Proof of Lemma 3.3. The conclusion of the lemma is equivalent to

|P | ≤ R
2
/2 on Σr0 \ ΣR. (3.28)

To prove this, we recall that we still have the flexibility to fix R sufficiently large depending
on A. In view of (2.23), for (3.28) it suffices to prove that

|∂αP | ≤ C(A) on Σr0 , (3.29)

for α = 1, 2, 3 and some constant C(A) that depends only on A. The bound (3.29) follows
from (2.22) and (2.23) at points p for which r(p) ≥ R(A). Since P = (1 − σ)−1 and
|1 − σ| ≥ |<(1 − σ)| = |1 + TαTα|, the bound (3.29) also follows at points p for which
r(p) ≤ R(A) and gp(T,T) /∈ [−3/2,−1/2].

It remains to prove the bound (3.29) at points p ∈ Σr0 for which r(p) ≤ R(A) and
gp(T,T) ∈ [−3/2,−1/2]. Since |1− σ| ≤ C(A) on Σ1, we have |y|+ |z| ≥ C(A)−1 on Σ1.
It follows from (3.26) that

|DβzD
βz|+ |DβyD

βy| ≤ C(A) on Σr0 . (3.30)

In addition, T(σ) = 0 therefore TαDαz = TαDαy = 0. Since gp(T,T) ∈ [−3/2,−1/2] it
follows that Tp is timelike, thus the vectors Y α = Dαy and Zα = Dαz are spacelike at

the point p. The elliptic bounds (2.1) show, in fact, that
∑3

β=1 |∂αy|2 ≤ C(A)|DβyD
βy|

and
∑3

β=1 |∂αz|2 ≤ C(A)|DβzD
βz|, so (3.29) follows from (3.30). �

We summarize the main conclusions of our analysis so far in the following proposition:

Proposition 3.4. There is a constant C̃ = C̃(A) sufficiently large such that

|1− σ| ≥ (C̃r)−1 on Σ1−ε,

provided that ε is sufficiently small (depending on A). Therefore the frame e(α), α =
1, . . . , 4, the Mars–Simon tensor S, and the functions P, y, z,G1 are well defined in
Φ1[(−ε, ε)×E1−ε]. In addition, the identities and inequalities (3.3), (3.7), (3.12), (3.13),
(3.15), (3.16), (3.18), (3.22), (3.26), (3.27) hold in Φ1[(−ε, ε)× E1−ε].

In view of the assumption GR on the orbits of T, it follows that the functions y =
<[(1− σ)−1] and z = =[(1− σ)−1] are well defined smooth functions on E.

4. Properties of the function y

Our next goal is to understand the behaviour of the function y defined in (3.9) on Σ1.
Most of our analysis in the next section depends on having sufficiently good information
on y, both in a small neighborhood of the bifurcation sphere S0 and away from this small
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neighborhood.9 In this section we use the notation C̃ to denote various constants in
[1,∞) that may depend only on the main constant A. We assume implicitly that ε−1 is

sufficiently large compared to all such constants C̃.

4.1. Control of y in a neighborhood of S0. We analyze first the function of y in a
neighborhood of the bifurcation sphere S0.

Lemma 4.1. On the bifurcation sphere S0,

|y − (1 +
√

1− 4B)/2|+
3∑

α=0

|∂αy| ≤ C̃ε1/40. (4.1)

Moreover, there are constants r1 = r1(A) > 1 and C̃1 = C̃1(A)� 1 such that

C̃1(r−1)2 + C̃1ε
1/40 ≥ y− (1 +

√
1− 4B)/2 ≥ C̃−1

1 (r−1)2− C̃1ε
1/40 on Σ1 \Σr1 . (4.2)

Proof of Lemma 4.1. Recall the vector-fields L, L defined in a neighborhood of S0 in
section 2. It is easy to prove, see for example [24, Section 5], that

FαβLβ = F(L, L)Lα and Fαβ Lβ = F(L,L)Lα on S0.

Since the vectors l and l constructed in Lemma 3.1 are the unique solutions of the systems
of equations (Fαβ ± fgαβ)V β = 0, up to rescaling and relabeling, we may assume that
L = l and L = l on S0. Thus, we may also assume that e(1), e(2) are tangent to S0. Since
T is tangent to S0,

L(σ) = Lβσβ = 2LβTαFαβ = 0 on S0.

Similarly, L(σ) = 0 on S0. Using also (3.16), we conclude that

e(3)(y) = e(4)(y) = 0 and |e(1)(y)|+ |e(2)(y)| ≤ C̃ε1/5 on S0. (4.3)

The inequality on the gradient of y in (4.1) follows from (4.3). For the remaining

inequality we use first (3.26). It follows from (4.3) that |DβyD
βy| ≤ C̃ε2/5 on S0, thus

|y2 − y +B| ≤ C̃ε1/40 on S0.

Since B = J2/(4M4) ∈ [0, 1/4) (see (1.2) and (2.5)), it follows that

|y− (1+
√

1− 4B)/2| ≤ C̃ε1/40 on S0 or |y− (1−
√

1− 4B)/2| ≤ C̃ε1/40 on S0. (4.4)

To eliminate the second alternative we start by deriving a wave equation for y. Since
DµDµσ = −F2, DµσDµσ = −F2<σ (see (2.15)), and −F2 = (1 − σ)4(1 + G1)2/(4M2)
we derive

DµDµP = (1− σ)−2DµDµσ + 2(1− σ)−3DµσDµσ

=
(1 +G1)2

4M2
(1− σ)(1 + σ) =

2P − 1

4M2PP
(1 +G1)2.

9For comparison y = r/(2M), in the Kerr space of mass M and angular momentum J , in standard
Boyer–Lindquist coordinates.
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Thus, using (3.7)

DµDµy =
2y − 1

4M2(y2 + z2)
+ E, |E| ≤ C̃ε1/5, on Σ1−ε. (4.5)

We now compare y with a function y′ which coincides with y on H+ and verifies L(y) =
0. We use the notation in section 2. For ε1 = ε1(A) ∈ (0, c0] sufficiently small we define
the function

y′ : Oε1 → R, y′ = y on H+ ∩Oε1 , L(y′) = 0 in Oε1 . (4.6)

The functions y and y′ are smooth on Oε1 , and, using (4.3) and the definition of y′

y − y′ = 0 on (H+ ∪H−) ∩Oε1 . (4.7)

In addition, using again (4.3), we infer that |e(α)(y
′)| ≤ C̃ε1/5 on S0, for all α = 1, 2, 3, 4.

Using (3.15) e(a)(y
′) = (2M)−1=G1 ∈(α)(a)(µ)(ν) Tαlµlν on S0, a = 1, 2. It follows from (3.7)

and the inequality |e(α)(y
′)| ≤ C̃ε1/5 that |D(a)D(a)y

′| ≤ C̃ε on S0, a = 1, 2. Using L(y′) =

0 and |e(α)(y
′)| ≤ C̃ε1/5, we have |D(3)D(4)y

′|+ |D(4)D(3)y
′| ≤ C̃ε on S0. Therefore,

|�gy
′| ≤ C̃ε1/5 on S0. (4.8)

In view of (4.7), there is ε2 = ε2(A) ∈ (0, ε1) such that y − y′ = uuf in Oε2 , where
f : Oε2 → R is smooth. Since u = u = 0 and 2DαuDαu = −2 on S0, it follows from (4.5)
and (4.8) that

f = −(1/2)DαDα(y − y′) =
1− 2y

8M2(y2 + z2)
+ E ′, |E ′| ≤ C̃ε1/5, on S0. (4.9)

To summarize, y = y′ + uuf in Oε2 , where f satisfies (4.9) on S0.
We eliminate now the second alternative in (4.4). The main point is that if y is close to

(1−
√

1− 4B)/2 < 1/2 on S0 then f is strictly positive on S0 (see (4.9)). In quantitative

terms, there is ε3 = ε3(A) ∈ (0, ε2) such that f ≥ C̃−1 in Oε3 . Since uu ≤ 0 on Σ1 ∩Oε3

and y′ ≤ (1−
√

1− 4B)/2 + C̃ε1/40 on Oε3 (using the second alternative in (4.4) and the
construction of y′), it follows that

y ≤ (1−
√

1− 4B)/2− C̃−1|uu|+ C̃ε1/40 on Σ1 ∩Oε3 .

In particular, using (2.12), y ≤ (1 −
√

1− 4B)/2 − C̃−1 at some point in Σ1 (provided,
of course, that ε is sufficiently small depending on A). Using also (2.25), it follows
that function y : Σ1 → R attains its minimum at some point p ∈ Σ1, and y(p) ≤
(1−

√
1− 4B)/2− C̃−1. Thus T1(y) = T2(y) = T3(y) = 0 at p (where T0, T1, T2, T3 is the

orthonormal frame along Σ1 defined in assumption PK), and

DαyD
αy = −(T0(y))2 ≤ 0

at p. This is in contradiction, however, with the identity (3.26) and the inequality y(p) ≤
(1−

√
1− 4B)/2− C̃−1. We conclude that the first alternative in (4.1) holds.
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We prove now the second statement of the lemma: since y is close to (1+
√

1− 4B)/2 >

1/2 on S0, it follows from (4.9) there is ε3 = ε3(A) ∈ (0, ε2) such that f ∈ [−C̃,−C̃−1]

in Oε3 . Also |y′ − (1 +
√

1− 4B)/2| ≤ C̃ε1/40 in Oε3 and uu/(r − 1)2 ∈ [−C̃,−C̃−1] (see
(2.12)). The inequalities in (4.2) follow since y = y′ + fuu. �

4.2. Regularity properties of the function y away from S0. We derive now the
main properties of the level sets of the function y. Recall first the main inequality proved

in Lemma 4.1: there are constants r1 = r1(A) > 1 and C̃1 = C̃1(A)� 1 such that

C̃1(r−1)2 + C̃1ε
1/40 ≥ y−(1+

√
1− 4B)/2 ≥ C̃−1

1 (r−1)2− C̃1ε
1/40 on Σ1 \Σr1 . (4.10)

We define

y0 = (1 +
√

1− 4B)/2 + C̃−1
2 , (4.11)

where we fix C̃2 = C̃2(A) a sufficiently large constant depending on the constants C̃1, r1

in (4.10) and c in Proposition 5.1. As in [24, Section 8], for R ∈ [y0,∞) we define

VR = {p ∈ Σ1 : y(p) < R};
UR = the connected component of VR whose closure in Σ0 contains S0.

(4.12)

In view of (4.10),

Σ1 \ Σ1+(4 eC1
eC2)−1/2 ⊆ Vy0 ∩ (Σ1 \ Σr1) ⊆ Vy0+ eC−1

2
∩ (Σ1 \ Σr1) ⊆ Σ1 \ Σ1+(4 eC1

eC−1
2 )1/2 ,

provided that C̃2 is sufficiently large and ε is sufficiently small. In particular, we deduce,

Σ1 \ Σ1+(4 eC1
eC2)−1/2 ⊆ Uy0 ⊆ Uy0+ eC−1

2
⊆ Σ1 \ Σ1+(4 eC1

eC−1
2 )1/2 . (4.13)

For p = Φ1(0, q) ∈ Σ1 and r ≤ ε0 we define,

Br(p) = Φ1

(
{(t, q′) ∈ (−ε0, ε0)× E1−ε0 : t2 + |q − q′|2 < r2}

)
.

For any set U ⊆ Σ1 let δΣ1(U) denote its boundary in Σ1. Clearly, if p ∈ δΣ1(UR) for some
R ≥ y0 then y(p) = R.

We define the vector-field Y = DαyDα in Φ1[(−ε, ε)×E1−ε] and its projection Y ′ along
the hypersurface Σ1−ε,

Y ′ = Y + g(Y, T0)T0 =
3∑

α=1

(Y ′)α∂α. (4.14)

The vector-field Y ′ is smooth, tangent to the hypersurface Σ1−ε, and

3∑
α=1

|(Y ′)α| ≤ C̃δ−1
0 on Σ1−ε.

In addition,

Y ′(y) = g(Y ′, Y ) = g(Y, Y ) + g(Y, T0)2 ≥ g(Y, Y ) = DαyD
αy. (4.15)
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In particular, if p ∈ δΣ1(UR) for some R ≥ y0 then y(p) = R thus, using (3.26), Y ′(y)(p) ≥
C̃−1. Therefore if p ∈ δΣ1(UR) then

{x ∈ Bδ(p) ∩ Σ1 : y(x) < R} = Bδ(p) ∩ UR, (4.16)

for any δ ≤ δ1 = δ1(A) > 0.
We prove now that the regions UR, R ≥ y0, increase in a controlled way.

Lemma 4.2. There is δ2 = δ2(A) >∈ (0, δ1) such that, for any δ ≤ δ2 and R ∈ [y0,∞),

∪p∈UR(Bδ3(p) ∩ Σ1) ⊆ UR+δ2 ⊆ ∪p∈UR(Bδ(p) ∩ Σ1). (4.17)

In addition
∪R≥y0UR = Σ1 (4.18)

and
UR = VR for any R ≥ y0. (4.19)

Proof of Lemma 4.2. The first inclusion in (4.17) is clear: since y is a smooth function in
a neighborhood of Σ1 (see Proposition 3.4), it follows that y(q) < R + δ2 for any p ∈ UR
and q ∈ Bδ3(p) ∩ Σ1, provided that δ is sufficiently small.

To prove the second inclusion, it suffices to prove that

UR+δ2 ⊆ UR ∪ [∪p∈δΣ1
(UR)(Bδ/4(p) ∩ Σ1)], (4.20)

for δ sufficiently small, R ≥ y0. Assume, for contradiction, that q is a point in UR+δ2 which
does not belong to the open set in the right-hand side of (4.20). Let γ : [0, 1]→ UR+δ2∪S0

be a continuous curve such that γ(0) ∈ S0 and γ(1) = q (see definition (4.12)). Let
q′ = γ(t′), t′ ∈ (0, 1], denote the first point on this curve which does not belong to the
open set in the right-hand side of (4.20). Clearly, q′ does not belong to the closure of
UR in Σ1, thus q′ belongs to the closure of the set ∪p∈δΣ1

(UR)(Bδ/4(p) ∩ Σ1) in Σ1. Since
δΣ1(UR) is a compact set (see (2.25) and (4.13)), it follows that

q′ ∈ Bδ/2(p0) ∩ Σ1 for some p0 ∈ δΣ1(UR). (4.21)

For p ∈ Σ1+(4 eC1
eC2)−1/2 and |t| ≤ δ′, δ′ > 0 sufficiently small, let γp(t) ⊆ Σ1 denote the

integral curves of the vector-field Y ′ defined in (4.14), starting at p. Using (4.15), the fact
that y(p0) = R ≥ y0, and (3.26), it follows that

Y ′(y) ≥ C̃−1 in Bδ(p0) ∩ Σ1, (4.22)

provided that δ is sufficiently small. With q′ ∈ Bδ/2(p0) being the point constructed

earlier, we look at the curve γq′(t), t ∈ [−δ3/2, δ3/2]. Clearly, this curve is included in
Bδ(p0) ∩ Σ1, assuming δ sufficiently small. Using (4.22) and the fact that y(q′) < R + δ2

(since q′ ∈ UR+δ2), we derive that there is a point q′′ on the curve γq′(t), t ∈ [−δ3/2, δ3/2],
such that y(q′′) < R. It follows from (4.16) that q′′ ∈ UR. Since q′ /∈ UR (by construction),
there is a point q′′′ = γq′(t

′′′), t′′′ ∈ [−δ3/2, δ3/2], such that q′′′ ∈ δΣ1(UR). It follows that
q′ ∈ Bδ/8(q′′′), in contradiction with the fact that q′ does not belong to the set in the
right-hand side of (4.20). This completes the proof of (4.20).
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The completeness property (4.18) follows easily from the asymptotic formula (2.25) and
the fact that y is a smooth function on Σ1.

To prove (4.19) we notice that, in view of (4.13), it suffices to prove that VR ∩
Σ1+(4 eC1

eC2)−1/2 ⊆ UR, for any R ≥ y0. Assume, for contradiction, that

there is R0 > y0 and q ∈ Σ1+(4 eC1
eC2)−1/2 such that y(q) < R0 and q /∈ UR0 . (4.23)

Let I = {R ∈ [R0,∞) : q /∈ UR}. Since I is bounded, due to (4.18), we can take R′ its
least upper bound. We analyze two possibilities: q ∈ UR′ and q /∈ UR′ .

If q ∈ UR′ then, using (4.23), R′ > R0. For δ > 0 sufficiently small (depending on
R′−R0 and A), it follows from (4.17) that there is R′′ = R′− δ2 ≥ R0 + δ1/2 and a point
q′ ∈ UR′′ such that |q−q′| < δ. However, y(q) < R0, see (4.23), thus y(x) < R0+δ1/2 ≤ R′′

for any x ∈ Bδ(q). Since Bδ(q) ∩ UR′′ 6= ∅, it follows that q ∈ UR′′ , in contradiction with
the definition of R′.

Finally, assume that q /∈ UR′ . Then q /∈ δΣ1(UR′), in view of (4.16) and (4.23). For
δ sufficiently small (smaller than the distance between q and the compact set δΣ1(UR′)),
it follows from (4.20) that q /∈ UR′+δ2 . This is in contradiction with the definition of R′,
which completes the proof of (4.19). �

4.3. T-conditional pseudo-convexity. In this subsection we prove a T-conditional
pseudo-convexity property of the function y away from the bifurcation sphere S0. This
pseudo-convexity property, which was first observed in [25] in the case of the Kerr spaces
and used in [24], plays a key role in the Carleman estimates and the uniqueness arguments
in the next section. We remark that the main condition for pseudo-convexity is the
assumption (4.24) below.

Since Uy0 = {p ∈ Σ1 : y(p) < y0}, see (4.19) and the definition (4.12), it follows from

(4.13) that y ≥ (1+
√

1− 4B)/2+ C̃−1
2 in Σ1+(4 eC1

eC−1
2 )1/2 . Using also (4.10), it follows that

y ≥ (1 +
√

1− 4B)/2 + C̃−2
2 in Σ1+(8 eC1

eC2)−1/2 .

Lemma 4.3. Assume p ∈ Σ1+(8 eC1
eC2)−1/2, thus

y(p) ≥ (1 +
√

1− 4B)/2 + C̃−2
2 . (4.24)

There there is a constant c2 = c2(A) > 0 and µ = µ(p) ∈ R such that

XαXβ(µgαβ(p)−DαDβy(p)) ≥ c2|X|2 (4.25)

for any real vector X with the property that

|XαTα(p)|+ |XαDαy(p)| ≤ c2|X|. (4.26)

Proof of Lemma 4.3. The bound (4.25) follows easily with µ = 1 if r(p) ≥ C̃ is sufficiently

large (see (2.3) and (2.25)). Assume that r(p) ≤ C̃. We shall make use of the null frame
e(α) defined in section 3.
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Using (3.22), we write

XαXβDαDβy = XαXβ <[−P−1DαPDβP ] + g(X,X)<[P−1(DρPDρP )]

− 2XαXβ <[P 2Fα
ρFβρ]− (XαTα)2<(P 3F2) + |X|2O(ε),

where, in this proof, O(ε) denotes quantities bounded by C̃ε1/40. Since X(y) = |X|O(c2),

XαXβ<[−P−1DαPDβP ] =
y

y2 + z2
X(z)2 + |X|2O(c2), (4.27)

where, in this proof, O(c2) denotes quantities bounded by C̃c2. Using (3.17) and (3.7),

<[P−1(DρPDρP )] =
y

y2 + z2

1

4M2

(
1− y

y2 + z2

)
+O(ε),

thus

XαXβ<[P−1(DρPDρP )]gαβ = g(X,X)
y(y2 + z2 − y)

4M2(y2 + z2)2
+ |X|2O(ε). (4.28)

To calculate XαXβ<[P 2 Fα
ρFβρ] we recall, see (3.13) that all components of F vanish,

with the exception of F34 = −F43 = − 1
4MP 2 + O(ε) and F12 = −F21 = i

4MP 2 + O(ε),
a, b = 1, 2. Since F = <(F) we also have,

F34 = −F43 = −(4M)−1<[P−2] +O(ε), F12 = −F21 = −(4M)−1=[P−2] +O(ε).

Therefore,

XαXβFα
ρFβρ = 2X3X4F34F34 +

(
(X1)2 + (X2)2

)
F12F12 + |X|2O(ε)

=
1

16M2P 2

(
2X3X4<[P−2]− i

(
(X1)2 + (X2)2

)
=[P−2]

)
+ |X|2O(ε).

Thus,

−2XαXβ <[P 2Fα
ρFβρ] = −X3X4 y2 − z2

4M2(y2 + z2)2
+ |X|2O(ε). (4.29)

Therefore, denoting E(X,X) := XαXβ(µgαβ −DαDβy), we write

E(X,X) = g(X,X)
(
µ− y(y2 + z2 − y)

4M2(y2 + z2)2

)
− y

y2 + z2
X(z)2

+ X3X4 y2 − z2

4M2(y2 + z2)2
+ |X|2O(ε) + |X|2O(c2),
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or, since g(X,X) = −2X3X4 + (X1)2 + (X2)2,

E(X,X) = 2X3X4
[y(y2 + z2 − y)

4M2(y2 + z2)2
+

y2 − z2

8M2(y2 + z2)2
− µ

]
− y

y2 + z2
X(z)2

+
(
(X1)2 + (X2)2

)(
µ− y(y2 + z2 − y)

4M2(y2 + z2)2

)
+ |X|2O(ε) + |X|2O(c2)

= 2X3X4
( 2y − 1

8M2(y2 + z2)
− µ

)
− y

y2 + z2
X(z)2

+
(
(X1)2 + (X2)2

)(
µ− y(y2 + z2 − y)

4M2(y2 + z2)2

)
+ |X|2O(ε) + |X|2O(c2).

We now make use of our main identity (3.19) as well as (3.16), and derive,

(D1z)2 + (D2z)2 = DβzD
βz +O(ε) =

B − z2

4M2(y2 + z2)
+O1(ε).

Thus, using also D3z = O(ε) and D4z = O(ε), by Cauchy-Schwartz,

X(z)2 ≤
(
(X1)2 + (X2)2

)(
(D1z)2 + (D2z)2

)
+O(ε)

≤
(
(X1)2 + (X2)2

) B − z2

4M2(y2 + z2)
+O(ε).

We deduce,

E(X,X) ≥ |X|2O(ε) + |X|2O(c2) + 2X3X4

[
2y − 1

8M2(y2 + z2)
− µ

]
+

(
(X1)2 + (X2)2

) [
µ− y(y2 + z2 − y)

4M2(y2 + z2)2
− y(B − z2)

4M2(y2 + z2)2

]
,

or,

E(X,X) ≥ |X|2O(ε) + |X|2O(c2) + 2X3X4

[
2y − 1

8M2(y2 + z2)
− µ

]
+
(
(X1)2 + (X2)2

) [
µ− y(y2 − y +B)

4M2(y2 + z2)2

]
.

(4.30)

Since X(y) = XαDαy = |X|O(c2), it follows from (3.15) that X4(Tαlα) − X3(Tαlα) =
|X|O(ε) + |X|O(c2). On the other hand, according to (3.27),

(Tαlα)(Tβlβ) =
y2 − y +B

2(y2 + z2)
+O(ε)

and therefore, in view of (4.24) and B < 1/4, (Tαlα)(Tβlβ) ≥ c′ = c′(A) > 0 (recall

r(p) ≤ C̃). We infer that,

2X3X4 ≥ C̃−1[(X3)2 + (X4)]2 − C̃ε|X| − C̃c2|X|.
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Thus the expression in (4.30) is bounded from below by c2|X|2 if c2 is sufficiently small
and the coefficients of ((X1)2 + (X2)2) and 2X3X4 are both positive, for a suitable choice
of µ. This holds if and only if,

y(y2 − y +B)

4M2(y2 + z2)2
< µ <

2y − 1

8M2(y2 + z2)
.

Such a choice exists since,

2y − 1

8M2(y2 + z2)
− y(y2 − y +B)

4M2(y2 + z2)2
=
z2(2y − 1) + y(y − 2B)

8M2(y2 + z2)2
≥ C̃−1.

This last inequality holds because B < 1/4, y ≥ 1/2 + c1, and r(p) ≤ C̃. �

5. Construction of the Hawking Killing vector-field K

In this section we construct a second Killing vector-field K in E ∪Oc, for some small
constant c = c(A) ∈ (0, c0). The first step, the existence of K in a neighborhood of S0,
was proved by the authors in [2]. We summarize first the main results in [2], see Theorem
1.1, Proposition 4.5, Proposition 5.1, and Proposition 5.2, in a suitable quantitative form.

Proposition 5.1. There is a neighborhood O′ of the bifurcation sphere S0, a constant
c = c(A) > 0 such that Oc ⊆ O′, and a smooth vector-field K in O′ such that K = uL−uL
on (H+ ∪H−) ∩O′,

LKg = 0, [T,K] = 0, Kµσµ = 0 in O′, (5.1)

and

g(K,K) ≤ −c(r − 1)2 on Σ1 ∩O′. (5.2)

In addition, there is λ0 ∈ R such that the vector-field

Z = T + λ0K

has complete periodic orbits in O′.

The inequality (5.2) follows from [2, Proposition 4.5] and (2.12). In this section we
extend K to the exterior region E. The main result is the following:

Theorem 5.2. The vector-field K constructed in Oc can be extended to a smooth vector-
field in the exterior region E such that

LKg = 0, [T,K] = 0, Kµσµ = 0 in E ∪Oc. (5.3)

The rest of this section is concerned with the proof of Theorem 5.2. We construct the
vector-field K recursively, in increasingly larger regions defined in terms of the level sets
of the function y. We rely on Carleman estimates to prove, by an uniqueness argument
similar to that of [2], that the extended K remains Killing at every step in the process.
The initial step is, of course, that given by Proposition 5.1.
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Recall the definitions (4.11) and (4.12), and the identity UR = VR, see (4.19). Using
the flow Ψt,T associated to T and the assumption GR on the orbits of T, we define the
connected open space-time regions,

ER = {p ∈ E : y(p) < R} = ∪t∈RΨt,T(UR) ⊆ E, R ≥ y0. (5.4)

Clearly, E = ∪R≥y0ER. The main step in the proof of the theorem is the following:
Main Claim: For any R ≥ y0 there is a smooth vector-field K defined in the con-

nected open set ER, which agrees with the vector-field K defined in Proposition 5.1 in a
neighborhood of Uy0 in E, such that

LKg = 0, [T,K] = 0, Kµσµ = 0 in ER. (5.5)

The Main Claim follows for R = y0 from Proposition 5.1: we define K in a small
neighborhood of Uy0 in E as in Proposition 5.1 and extend it to Ey0 by solving the
ordinary differential equation [T,K] = 0 (recall that T does not vanish in E). The
remaining identities in (5.5) hold on Ey0 since they hold in a small neighborhood of Uy0

in E and T is non-vanishing Killing vector-field.
Assume now that the Main Claim holds for some value R0 ≥ y0. We would like to

prove the Main Claim for some value R = R0 + δ′, for some δ′ = δ′(A, δ0) > 0. We will
use the results and the notation in section 4.

Recall that y, z, σ are smooth well-defined functions in E and y + iz = (1 − σ)−1. As
in the proof of Lemma 4.2 let Y α = Dαy, which is a smooth vector-field in E. Using the
last identity in (5.5), KµYµ = 0 in ER0 . We compute in ER0

[K, Y ]β = KαDαYβ − Y αDαKβ = KαDβDαy + DαyDβKα = Dβ(KαDαy) = 0.

Thus

[K, Y ] = 0 in ER0 . (5.6)

For R ≥ y0 and δ > 0 small we define

Õδ,R = ∪p∈δΣ1
(UR)Bδ(p).

Clearly, for δ sufficiently small and R ≥ y0

ER ∩ Õδ,R = {p ∈ Õδ,R : y(p) < R}. (5.7)

The vector-field K is defined in ER0 ∩ Õδ,R0 , by the induction hypothesis. We would like

to extend it to the full open set Õδ,R0 as the solution of an ordinary differential equation

of the form [K, Y ] = 0, where Y is a suitable vector-field in Õδ,R0 . We summarize this
construction in Lemma 5.3 below.

Lemma 5.3. There is a constant δ3 = δ3(A) > 0, a smooth vector-field Y = Y
α
∂α

in Õδ3,R0,
∑3

α=0 |Y
α| ≤ δ−1

3 in Õδ3,R0, and a smooth extension of the vector-field K

(originally defined in Õδ3,R0 ∩ ER0) to Õδ3,R0 such that

DY Y = 0, [K, Y ] = 0, Y (y) ≥ δ3 in Õδ3,R0 . (5.8)
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Proof of Lemma 5.3. For δ sufficiently small we define

Sδ,R0 = {x ∈ Õδ,R0 : y(x) = R0}.

Clearly, δΣ1(UR0) ⊆ Sδ,R0 . Since y is a smooth function and DαyDαy ≥ C̃−1 in Õδ,R0 , the
set Sδ,R0 is a smooth imbedded hypersurface. We define Y = Y on Sδ,R0 , and extend Y

to an open set of the form Õδ′,R0 , δ′ ≤ δ by solving the geodesic equation DY Y = 0.

We first show that [K, Y ] = 0 in Õδ′′,R0 ∩ER0 , δ′′ ∈ (0, δ′]. Since K is tangent to Sδ,R0 ,
K(y) = 0, and Y = Y we deduce that [K, Y ] = 0 along Sδ,R0 . On the other hand, we

have in Õδ′,R0 ∩ ER0 (where K is Killing),

DY (LKY ) = LK(DY Y )−DLKY
Y = −DLKY

Y .

Thus, [K, Y ] = 0 in Õδ′′,R0 ∩ ER0 , δ′′ ∈ (0, δ′]. We can now extend K to Õδ3,R0 , δ3 ≤ δ′′,
by solving the ordinary differential equation [K, Y ] = 0. This completes the proof of the
lemma. �

We prove now that the vector field K is indeed a Killing vector-field (and verifies the

other identities in (5.5)) in a small open set Õδ,R0 . An argument of this type was used in [2,
Section 4]. For |t| sufficiently small and p0 ∈ δΣ1(UR0) we define, in a small neighborhood
of p0, the map Ψt,K obtained by flowing a parameter distance t along the integral curves
of K. Let

gt = Ψ∗t,K(g) and Tt = Ψ∗t,K(T).

The tensor gt is a smooth Lorentz metric that satisfies the Einstein vacuum equations,
and Tt is a smooth Killing vector-field for gt, in a small neighborhood of p0 and for |t|
sufficiently small. In addition, since K is tangent to the hypersurface {y = R0}, it follows
from the induction hypothesis that gt = g and Tt = T in a small neighborhood of p0

intersected with ER0 . In addition, using the second identity in (5.8), with Ψt = Ψt,K,

d

dt
Ψ∗tY = lim

h→0

Ψ∗t−hY −Ψ∗tY

−h
= −Ψ∗t

(
lim
h→0

Ψ∗−hY −Ψ∗0Y

−h
)

= −Ψ∗t (LKY ) = 0.

Thus Ψ∗tY = Y and we infer that Dt
Y Y = 0 in a small neighborhood of p0, for |t|

sufficiently small, where Dt denotes the covariant derivative with respect to gt. The main
step in proving the Main Claim is the following proposition:

Proposition 5.4. Assume p0 ∈ δΣ1(UR0), g′ is a smooth Lorentz metric in Bδ4(p0),
δ4 ∈ (0, δ3], such that (Bδ4(p0),g′) is a smooth Einstein vacuum spacetime, and T′ is a
smooth Killing vector-field for the metric g′ in Bδ4(p0). In addition, assume that{

g′ = g and T′ = T in ER0 ∩Bδ4(p0);

D′
Y
Y = 0 in Bδ4(p0),

where D′ denotes the covariant derivative induced by the metric g′. Then g′ = g and
T′ = T in Bδ5(p0) for some δ5 ∈ (0, δ4].
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Assuming the proposition and Lemma 5.5, which we prove below, we complete now the
proof of the Main Claim. It follows from Proposition 5.4 that K is a Killing vector-field
in Bδ5(p0), for any p0 ∈ δΣ1(UR0). In addition, since Ψ∗t,K(T) = T for |t| sufficiently small,
it follows that [T,K] = LKT = 0 in Bδ5(p0). Finally, in Bδ5(p0),

�g(Kµσµ) = KµDαDασµ = KµDµ(Dασα) = −LK(F2) = 0,

(using �gK = 0, DK is antisymmetric, Dσ is symmetric, Dασα = −F2, see (2.15)), and

T(Kµσµ) = K(T(σ)) = 0.

Since Kµσµ = 0 in Bδ5(p0) ∩ ER0 (the induction hypothesis), it follows from Lemma 5.5
below, with H = 0, that Kµσµ = 0 in Bδ6(p0), δ6 ∈ (0, δ5].

To summarize, we proved that K extends to the open set Õδ6,R0 = ∪p0∈δΣ1
(UR0

)Bδ6(p0),

δ6 = δ6(A, δ0) > 0, as a smooth vector, and the identities in (5.5) hold in this set. Using
the inclusion (4.20), it follows that K is well defined and satisfies the identities (5.5) in
a small neighborhood of UR0+δ2

6
. Thus we can extend K to the region ER0+δ2

6
, by solving

the ordinary differential equation [T,K] = 0. The Main Claim follows.

5.1. Proof of Proposition 5.4. We prove proposition 5.4 following the same scheme as
in the proof of [2, Proposition 4.3]. We first fix some smooth frames v(1), v(2), v(3), v(4) = Y

and v′(1), v
′
(2), v

′
(3), v

′
(4) = Y in a small neighborhood Bδ′(p0), such that, for a = 1, 2, 3, 4,

DY v(a) = 0 and D′Y v
′
(a) = 0 in Bδ′(p0);

v(a) = v′(a) in ER0 ∩Bδ′(p0).

The idea of the proof is to derive ODE’s for the differences dv = v′ − v, dΓ = Γ′ − Γ,
dT = T′ − T and dF = F ′ − F , with source terms in dR = R′ −R. We combine these
ODE’s with an equation for �g(dR) and equation for T(dR). Finally, we prove uniqueness
of solutions of the resulting coupled system, see Lemma 5.5, using Carleman inequalities
as in [24], [25], [1], [2].

As in the proof of [2, Proposition 4.3], we define, for a, b, c, d = 1, . . . 4 and α, β =
0, . . . , 3,

(dΓ)(a)(b)(c) = Γ′(a)(b)(c) − Γ(a)(b)(c) = g′(v′(a),D
′
v′(c)

v′(b))− g(v(a),Dv(c)
v(b));

(∂dΓ)α(a)(b)(c) = ∂α[(dΓ)(a)(b)(c)];

(dR)(a)(b)(c)(d) = R′(v′(a), v
′
(b), v

′
(c), v

′
(d))−R(v(a), v(b), v(c), v(d));

(∂dR)α(a)(b)(c)(d) = ∂α[(dR)(a)(b)(c)(d)];

(dv)β(a) = v′
β
(a) − v

β
(a) where v(a) = vβ(a)∂β and v′(a) = v′

β
(a)∂β;

(∂dv)βα(a) = ∂α[(dv)β(a)].

(5.9)

As before, the coordinate frame ∂0, . . . , ∂3 is induced by the diffeomorphism Φ1. Let
g(a)(b) = g(v(a), v(b)), g′(a)(b) = g′(v′(a), v

′
(b)). The identities DY v(a) = D′

Y
v′(a) = 0 show
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that Y (g(a)(b)) = Y (g′(a)(b)) = 0. Since g(a)(b) = g′(a)(b) in ER0 ∩Bδ′(p0) it follows that

g(a)(b) = g′(a)(b) := h(a)(b) and Y (h(a)(b)) = 0 in Bδ′′(p0), (5.10)

for some constant δ′′ = δ′′(A, δ0) ∈ (0, δ′]. Clearly, Γ(a)(b)(4) = Γ′(a)(b)(4) = 0. We use
now the definition of the Riemann curvature tensor to find a system of equations for
Y [(dΓ)(a)(b)(c)]. We have

R(a)(b)(c)(d) = g(v(a),Dv(c)
(Dv(d)

v(b))−Dv(d)
(Dv(c)

v(b))−D[v(c),v(d)]v(b))

= g(v(a),Dv(c)
(g(m)(n)Γ(m)(b)(d)v(n)))− g(v(a),Dv(d)

(g(m)(n)Γ(m)(b)(c)v(n)))

+ g(m)(n)Γ(a)(b)(n)(Γ(m)(c)(d) − Γ(m)(d)(c))

= v(c)(Γ(a)(b)(d))− v(d)(Γ(a)(b)(c)) + g(m)(n)Γ(a)(b)(n)(Γ(m)(c)(d) − Γ(m)(d)(c))

+ g(a)(n)[Γ(m)(b)(d)v(c)(g
(m)(n))− Γ(m)(b)(c)v(d)(g

(m)(n))]

+ g(m)(n)(Γ(m)(b)(d)Γ(a)(n)(c) − Γ(m)(b)(c)Γ(a)(n)(d)).

We set d = 4 and use Γ(a)(b)(4) = v(4)(g
(a)(b)) = 0 and g(a)(b) = h(a)(b); the result is

Y (Γ(a)(b)(c)) = −h(m)(n)Γ(a)(b)(n)Γ(m)(4)(c) −R(a)(b)(c)(4).

Similarly,

Y (Γ′(a)(b)(c)) = −h(m)(n)Γ′(a)(b)(n)Γ
′
(m)(4)(c) −R′(a)(b)(c)(4).

We subtract these two identities to derive

Y [(dΓ)(a)(b)(c))] = (1)F
(d)(e)(f)
(a)(b)(c) (dΓ)(d)(e)(f) − (dR)(a)(b)(c)(4) (5.11)

for some smooth function (1)F . This can be written schematically in the form

Y (dΓ) =M∞(dΓ) +M∞(dR). (5.12)

We will use such schematic equations for simplicity of notation10. By differentiating (5.12),
we also derive

Y (∂dΓ) =M∞(dΓ) +M∞(∂dΓ) +M∞(dR) +M∞(∂dR). (5.13)

With the notation in (5.9), since [v(4), v(b)] = −Dv(b)
v(4) = −Γ(c)

(4)(b)v(c), we have

vα(4)∂α(vβ(b))− v
α
(b)∂α(vβ(4)) = −Γ(a)(4)(b)v

β
(c)g

(a)(c).

Similarly,

vα(4)∂α(v′
β
(b))− v

′α
(b)∂α(vβ(4)) = −Γ′(a)(4)(b)v

′β
(c)g

′(a)(c)
.

We subtract these two identities to conclude that, schematically,

Y (dv) =M∞(dΓ) +M∞(dv). (5.14)

10In general, given H = (H1, . . . HL) : Bδ′′(p0)→ RL we let M∞(H) : Bδ′′(p0)→ RL′
denote vector-

valued functions of the form M∞(H)l′ =
∑L
l=1 Al

l′Hl, where the coefficients Al
l′ are smooth on Bδ′′(p0).
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By differentiating (5.14) we also have

Y (∂dv) =M∞(dΓ) +M∞(∂dΓ) +M∞(dv) +M∞(∂dv). (5.15)

We derive now a wave equation for dR. We start from the identity

(�gR)(a)(b)(c)(d) − (�g′R
′)(a)(b)(c)(d) =M∞(dR),

which follows from the standard wave equations satisfied by R and R′ and the fact that
g(m)(n) = g′(m)(n) = h(m)(n). We also have

D(m)R(a)(b)(c)(d) −D′(m)R
′
(a)(b)(c)(d)

=M∞(dv) +M∞(dΓ) +M∞(dR) +M∞(∂dR).

It follows from the last two equations that

g(m)(n)v(n)(v(m)(R(a)(b)(c)(d)))− g′
(m)(n)

v′(n)(v
′
(m)(R

′
(a)(b)(c)(d)))

=M∞(dv) +M∞(dΓ) +M∞(∂dΓ) +M∞(dR) +M∞(∂dR).

Since g(m)(n) = g′(m)(n) it follows that

g(m)(n)v(n)(v(m)((dR)(a)(b)(c)(d)))

=M∞(dv) +M∞(∂dv) +M∞(dΓ) +M∞(∂dΓ) +M∞(dR) +M∞(∂dR).

Thus

�g(dR) =M∞(dv)+M∞(∂dv)+M∞(dΓ)+M∞(∂dΓ)+M∞(dR)+M∞(∂dR). (5.16)

This is our main wave equation.
We collect now equations (5.12), (5.13), (5.14), (5.15), and (5.16):

Y (dΓ) =M∞(dΓ) +M∞(dR);

Y (∂dΓ) =M∞(dΓ) +M∞(∂dΓ) +M∞(dR) +M∞(∂dR);

Y (dv) =M∞(dv) +M∞(dΓ);

Y (∂dv) =M∞(dv) +M∞(∂dv) +M∞(dΓ) +M∞(∂dΓ);

�g(dR) =M∞(dv) +M∞(∂dv) +M∞(dΓ) +M∞(∂dΓ) +M∞(dR) +M∞(∂dR).
(5.17)

This is our first main system of equations.
We derive now an additional system of this type, to exploit the existence of the Killing

vector-fields T and T′. For a, b = 1, . . . , 4 let

(dT )(a) = T′(a) −T(a) = g′(T′, L′(a))− g(T, L(a));

(dF )(a)(b) = F ′(a)(b) − F(a)(b) = D′(a)T
′
(b) −D(a)T(b).

(5.18)

Using the identities Dv(4)
v(b) = 0 and D′v(4)

v′(b) = 0 it follows that v(4)(T(b)) = F(4)(b) and

v(4)(T
′
(b)) = F ′(4)(b). Thus

Y (dT ) =M∞(dF ). (5.19)
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We also have, using again Dv(4)
v(b) = 0,

v(4)(F(a)(b)) = D(4)F(a)(b) = g(c)(d)T(d)R(c)(4)(a)(b) = h(c)(d)T(d)R(c)(4)(a)(b).

Similarly,

v(4)(F
′
(a)(b)) = h(c)(d)T′(d)R

′
(c)(4)(a)(b).

Thus, in our schematic notation,

Y (dF ) =M∞(T) +M∞(R). (5.20)

Finally, we use the identities

0 = (LTR)(a)(b)(c)(d) = T(m)D(m)R(a)(b)(c)(d) + D(a)T
(m)R(m)(b)(c)(d) + D(b)T

(m)R(a)(m)(c)(d)

+ D(c)T
(m)R(a)(b)(m)(d) + D(d)T

(m)R(a)(b)(c)(m),

and

0 = (LT′R
′)(a)(b)(c)(d) = T′

(m)
D′(m)R

′
(a)(b)(c)(d) + D′(a)T

′(m)
R′(m)(b)(c)(d)

+ D′(b)T
′(m)

R′(a)(m)(c)(d) + D′(c)T
′(m)

R′(a)(b)(m)(d) + D′(d)T
′(m)

R′(a)(b)(c)(m).

Thus

T′
(m)

D′(m)R
′
(a)(b)(c)(d) −T(m)D(m)R(a)(b)(c)(d) =M∞(dF ) +M∞(dR),

which easily gives

T(dR) =M∞(dF ) +M∞(dR) +M∞(dΓ) +M∞(dT ) +M∞(dv). (5.21)

We collect now equations (5.19), (5.20), and (5.21), thus

Y (dT ) =M∞(dF );

Y (dF ) =M∞(dT ) +M∞(dR);

T(dR) =M∞(dF ) +M∞(dΓ) +M∞(dT ) +M∞(dL) +M∞(dR).

(5.22)

This is our second main system of differential equations. Since g′ = g and T′ = T in ER0∩
Bδ′′(p0), the functions dΓ, ∂dΓ, dv, ∂dv, dT, dF, dR vanish in ER0 ∩ Bδ′′(p0). Therefore,
using both systems (5.17) and (5.22), the lemma is a consequence of Lemma 5.5 below.

Lemma 5.5. Assume δ > 0, p0 ∈ δΣ1(UR0) and Gi, Hj : Bδ(p0) → R are smooth func-
tions, i = 1, . . . , I, j = 1, . . . , J . Let G = (G1, . . . , GI), H = (H1, . . . , HJ), ∂G =
(∂0G1, . . . , ∂4GI) and assume that, in Bδ(p0),

�gG =M∞(G) +M∞(∂G) +M∞(H);

T(G) =M∞(G) +M∞(H);

Y (H) =M∞(G) +M∞(∂G) +M∞(H).

(5.23)

Assume that G = 0 and H = 0 in Bδ(p0)∩ER0 = {x ∈ Bδ(p0) : y(x) < R0}. Then G = 0

and H = 0 in Beδ(p0) for some δ̃ ∈ (0, δ) sufficiently small.
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Unique continuation theorems of this type in the case H = 0 were proved by two of the
authors in [24] and [25], using Carleman estimates. It is not hard to adapt the proofs,
using the same Carleman estimates, to the general case. The essential ingredients are
the T-conditional pseudo-convexity property in Lemma 4.3 and the inequality y(p0) ≥
(1 +

√
1− 4B)/2 + C̃−1, see (4.24). We provide all the details below.

5.2. Proof of Lemma 5.5. We will use a Carleman estimate proved by two of the authors
in [24, Section 3], which we recall below. We may assume that the value of δ in Lemma
5.5 is sufficiently small. For r ≤ δ let Br = Br(p0) Notice that, if T = Tα∂α, Y = Y

α
∂α

in the coordinate frame induced by the diffeomorphism Φ1 then

sup
x∈Bδ

4∑
j=0

3∑
α=0

(|∂jTα(x)|+ |∂jY α
(x)|) ≤ C̃ = C̃(A). (5.24)

Definition 5.6. A family of weights hε : Bε10 → R+, ε ∈ (0, ε1), ε1 ≤ δ will be called
T-conditional pseudo-convex if for any ε ∈ (0, ε1)

hε(p0) = ε, sup
x∈Bε10

4∑
j=1

εj|∂jhε(x)| ≤ ε/ε1, |T(hε)(p0)| ≤ ε10, (5.25)

Dαhε(p0)Dβhε(p0)(DαhεDβhε − εDαDβhε)(p0) ≥ ε21, (5.26)

and there is µ ∈ [−ε−1
1 , ε−1

1 ] such that for all vectors X = Xα∂α at p0

ε21[(X1)2 + (X2)2 + (X3)2 + (X4)2]

≤ XαXβ(µgαβ −DαDβhε)(p0) + ε−2(|XαTα(p0)|2 + |XαDαhε(x0)|2).
(5.27)

A function eε : Bε10 → R will be called a negligible perturbation if

sup
x∈Bε10

|∂jeε(x)| ≤ ε10 for j = 0, . . . , 4. (5.28)

Our main Carleman estimate, see [24, Section 3], is the following:

Lemma 5.7. Assume ε1 ≤ δ, {hε}ε∈(0,ε1) is a T-conditional pseudo-convex family, and
eε is a negligible perturbation for any ε ∈ (0, ε1]. Then there is ε ∈ (0, ε1) sufficiently
small (depending only on ε1) and C sufficiently large such that for any λ ≥ C and any
φ ∈ C∞0 (Bε10)

λ‖e−λfεφ‖L2 + ‖e−λfε |∂φ| ‖L2 ≤ Cλ−1/2‖e−λfε �gφ‖L2 + ε−6‖e−λfεT(φ)‖L2 , (5.29)

where fε = ln(hε + eε).

We also need a Carleman inequality to exploit the last equation in (5.23).
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Lemma 5.8. Assume ε ≤ δ is sufficiently small, eε is a negligible perturbation, and
hε : Bε10 → R+ satisfies

hε(p0) = ε, sup
x∈Bε10

2∑
j=1

εj|∂jhε(x)| ≤ 1, |Y (hε)(p0)| ≥ ε. (5.30)

Then there is C sufficiently large such that for any λ ≥ C and any φ ∈ C∞0 (Bε10)

‖e−λfεφ‖L2 ≤ 4(ελ)−1‖e−λfεY (φ)‖L2 , (5.31)

where fε = ln(hε + eε).

This inequality was proved in [2, Appendix A]. See also [23, Chapter 28] for much more
general Carleman inequalities under suitable pseudo-convexity conditions.

To prove Lemma 5.5 we set

hε = y − y(p0) + ε and eε = ε12Np0 , (5.32)

where Np0(x) = |Φ−1
1 (x)− Φ−1

1 (p0)|2 is the square of the standard euclidean norm.
It is clear that eε is a negligible perturbation, in the sense of (5.28), for ε sufficiently

small. Also, it is clear that hε verifies the condition (5.30), for ε sufficiently small, see
Lemma 5.3.

We show now that there is ε1 = ε1(δ) sufficiently small such that the family of weights
{hε}ε∈(0,ε1) is T-conditional pseudo-convex, in the sense of Definition 5.6. Condition (5.25)
is clearly satisfied, since T(y) = 0. Condition 5.26 is also satisfied for ε sufficiently small

since Dαy(p0)Dαy(p0) ≥ C̃−1, see (3.26). To prove (5.27) for some vector X we apply
Lemma 4.3 if |XαTα|+ |XαDαy| ≤ c2|X|; if |XαTα|+ |XαDαy| ≥ c2|X| then the second
term in the right-hand side of (5.27) dominates the other terms, provided that ε1 is
sufficiently small.

It follows from the Carleman estimates in Lemmas 5.7 and 5.8 that there is ε = ε(δ, A) >
0 and a constant C = C(δ, A) ≥ 1 such that

λ‖e−λfεφ‖L2 + ‖e−λfε|∂φ| ‖L2 ≤ Cλ−1/2‖e−λfε �gφ‖L2 + C‖e−λfεT(φ)‖L2 ;

λ1/2‖e−λfεφ‖L2 ≤ Cλ−1/2‖e−λfεY (φ)‖L2 ,
(5.33)

for any φ ∈ C∞0 (Bε10(p0)) and any λ ≥ C, where fε = ln(hε+eε). Let η : R→ [0, 1] denote
a smooth function supported in [1/2,∞) and equal to 1 in [3/4,∞). For i = 1, . . . , I,
j = 1, . . . J we define,

Gε
i = Gi ·

(
1− η(Nx0/ε20)

)
= Gi · η̃ε

Hε
j = Hj ·

(
1− η(Nx0/ε20)

)
= Hj · η̃ε.

(5.34)

Clearly, Gε
i , H

ε
j ∈ C∞0 (Bε10(p0)). We would like to apply the inequalities in (5.33) to the

functions Gε
i , H

ε
j , and then let λ→∞.
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Using the definition (5.34), we have

�gG
ε
i = η̃ε�gGi + 2DαGiD

αη̃ε +Gi�gη̃ε;

T(Gε
i) = η̃εT(Gi) + T(η̃ε)Gi;

Y (Hε
j ) = η̃ε · Y (Hj) +Hj · Y (η̃ε).

Using the Carleman inequalities (5.33), for any i = 1, . . . , I, j = 1, . . . , J we have

λ · ‖e−λfε · η̃εGi‖L2 + ‖e−λfε · η̃ε|∂Gi| ‖L2

≤ Cλ−1/2 · ‖e−λfε · η̃ε�gGi‖L2 + C‖e−λfε · η̃εT(Gi)‖L2

+ C ′
[
‖e−λfε ·DαGiD

αη̃ε‖L2 + ‖e−λfε ·Gi(|�gη̃ε|+ |∂η̃ε|)‖L2

] (5.35)

and

λ1/2‖e−λfε · η̃εHj‖L2 ≤ Cλ−1/2‖e−λfε · η̃εY (Hj)‖L2 + C ′λ−1/2‖e−λfε ·Hj|∂η̃ε|‖L2 , (5.36)

for any λ ≥ C and some constant C ′ = C ′(A,C). Using the main identities (5.23), in
Bε10(p0) we estimate pointwise

|�gGi| ≤M
I∑
l=1

(
|∂Gl|+ |Gl|

)
+M

J∑
m=1

|Hm|,

|T(Gi)| ≤M
I∑
l=1

|Gl|+M
J∑

m=1

|Hm|

|Y (Hj)| ≤M
I∑
l=1

(
|∂Gl|+ |Gl|

)
+M

J∑
m=1

|Hm|,

(5.37)

for some large constant M . We add inequalities (5.35) and (5.36) over i, j. The key
observation is that, in view of (5.37), the main terms in the right-hand sides of (5.35)
and (5.36) can be absorbed into the left-hand sides for λ sufficiently large. Thus, for any
λ sufficiently large,

λ

I∑
i=1

‖e−λfε η̃εGi‖L2 +
I∑
i=1

‖e−λfε η̃ε|∂Gi|‖L2 + λ1/2

J∑
j=1

‖e−λfε η̃εHj‖L2

≤ C ′′
J∑
j=1

‖e−λfεHj|∂η̃ε|‖L2 + C ′′
I∑
i=1

[
‖e−λfεDαGiD

αη̃ε‖L2 + ‖e−λfεGi(|�gη̃ε|+ |∂η̃ε|)‖L2

]
.

We obseve that the functions �gη̃ε and ∂η̃ε are supported in the set {x ∈ Bε10(p0) : Np0 ≥
ε20/2} and η̃ε = 1 in Bε100(p0). By assumption, the functions Gi, |∂Gi|, Hj are supported
in {x ∈ Bδ(p0) : y(x) ≥ y(p0)}. In addition,

inf
Bε100 (p0)

e−λfε ≥ eλ/C
′′′

sup
{x∈Bε10 (p0):Np0≥ε20/2 and y(x)≥y(p0)}

e−λfε ,
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which follows easily from the definition (5.32) We let now λ → ∞, as in [24, Section 8],
to conclude that 1Bε100 Gi = 0 and 1Bε100 Hj = 0. The lemma follows.

6. Construction of the rotational Killing vector-field Z

In this section we extend the rotational Killing vector-field Z constructed in a small
neighborhood of S0, see Proposition 5.1, to the entire exterior region E. In E ∪ Oc we
define

Z = T + λ0K,

where λ0 is as in Proposition 5.1. Clearly λ0 6= 0, in view of the assumption GR that T
does not vanish in E, and Z does not vanish identically in E, since, by assumption SBS,
T does not vanish identically on S0. It follows from (5.3) that

LZg = 0, [T,Z] = [K,Z] = 0, Zµσµ = 0 in E ∪Oc. (6.1)

As in the proof of (5.6), it follows that

[Z, Y ] = 0 in E ∪Oc. (6.2)

In view of Proposition 5.1, there is t0 > 011 such that Ψt0,Z = Id in O′. Clearly

Ψs,T(p) = Ψs,TΨt0,Z(p) = Ψt0,ZΨs,T(p) for any p ∈ Oc ∩ E and s ∈ R, (6.3)

using the commutation relation [T,Z] = 0. It follows that Ψt0,Z(p) = p for any p ∈ Ey0 ,
recall definition (5.4). To prove this identity for any point p ∈ E, assume that

Ψt0,Z(p) = p for any p ∈ ER0 ,

for some R0 ≥ y0. As before, it follows that Ψt0,Z(p) = p for any p ∈ ER0 . Using [Y,Z] = 0
and an identity similar to (6.3), it follows that

Ψt0,Z(p) = p for any p ∈ ER0+δ′ ,

for some δ′ = δ′(A) > 0. To summarize, we proved:

Corollary 6.1. There is a nontrivial smooth vector-field Z in E∪Oc, tangent to H+∩Oc

and H− ∩Oc, and a real number t0 > 0 such that

Ψt0,Z = Id, LZg = 0, [T,Z] = 0, Zµσµ = 0 in E.

11Using the assumption that the orbits of T in E are complete and intersect Σ0, see assumption GR,
it is easy to see that any smooth vector-field V in E ∪ Oc which commutes with T and is tangent to
H± ∩Oc has complete orbits in E.
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6.1. The time-like span of the two Killing fields. We define the area function

W = −g(T,T)g(Z,Z) + g(T,Z)2.

In this subsection we show that W ≥ 0 in E. More precisely, we prove the following
slightly stronger proposition:

Proposition 6.2. The vector-field K constructed in Theorem 5.2 does not vanish at any
point in E. In addition, at any point p ∈ E there is a timelike linear combination of the
vector-fields T and K.

Proof of Proposition 6.2. In view of (5.2), K does not vanish at any point in Uy0 . It
follows that K does not vanish at any point in Ey0 , since K is constructed as the solution
of [T,K] = 0 in Ey0 .

To prove that K does not vanish at any point p ∈ E we use the identity [K, Y ] = 0 in
E, see (5.6). Let

R1 = sup{R ∈ [y0,∞) : K does not vanish at any point in ER}.
If R1 <∞ then K has to vanish at some point p0 ∈ δΣ1(UR1) (using the assumption that
any orbit of T in E intersects Σ1, and the observation that the set of points in E where
K vanishes can only be a union of orbits of T). Since [K, Y ] = 0 in E, K vanishes on the
integral curve γp0(t), |t| � 1, of the vector-field Y starting at the point p0. However, this
integral curve intersects the set ER′ for some R′ < R1, in contradiction with the definition
of R1. Thus K does not vanish at any point in E.

We prove now the second part of the proposition. Let

N = {p ∈ E : there is no timelike linear combination of T and K at p}.
Clearly, the set N is closed in E and consists of orbits of the vector-field T. In addition,
N ⊆ E \Ey0 , since K itself is timelike in Ey0 (see (5.2)). In view of (4.24) and (4.13) we

have y ≥ (1+
√

1− 4B)/2+ C̃−2
2 in E\Ey0 . On the other hand g(T,T) = y/(y2 +z2)−1,

hence z2 ≤ y − y2 = −(y2 − y + B) + B in N . Consequently, for some constant C̃ =

C̃(A)� 1,

y ≥ (1 +
√

1− 4B)/2 + C̃−1 and B − z2 ≥ C̃−1 in N, (6.4)

Consider now the set of vector-fields T,K as well as the gradient vector-fields Y = DαyDα,
Z = DαzDα at some point p ∈ N . Since T(σ) = K(σ) = 0 we have

g(T, Y ) = g(T, Z) = g(K, Y ) = g(K, Z) = 0.

In addition, using (3.26), (3.18), and (6.4)

g(Y, Y ) ≥ C̃−1, g(Z,Z) ≥ C̃−1, |g(Y, Z)| ≤ C̃ε1/5 in N, (6.5)

for some constant C̃ = C̃(A). Since the metric g is Lorentzian, it follows that the vectors
T,K, Y, Z cannot be linearly independent at any point p ∈ N (if they were linearly inde-
pendent then the determinant of the matrix formed by the coefficients g(T,T), g(T,K),
g(K,K) would have to be negative, in contradiction with p ∈ N). Since the triplets
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T, Y, Z and K, Y, Z are linearly independent it must follows that K,T are linearly depen-
dent at points of N . Thus

for any p ∈ N there is a ∈ R such that Kp = aTp and g(T,T)|p ≥ 0. (6.6)

We prove now that N = ∅. Assume that N 6= ∅ and let p0 denote a point in N such
that y(p0) = infp∈N y(p). Such a point exists since N ∩ Σ1 ⊆ Σ1+(4 eC1

eC2)−1/2 (see (5.2)) is

compact (observe that T is timelike in ΣR for large R). We may assume that p0 ∈ N ∩Σ1.
In view of (6.6), there is a0 ∈ R such that Kp0 − a0Tp0 = 0. We look at the integral
curve {γp0(t) : |t| � 1} of the vector field Y passing through p0. Since [Y,K− a0T] = 0
and Yp0 6= 0, it follows that K = a0T in the set γp0(t), |t| � 1. Since Y (y) = g(Y, Y ) is

strictly positive at p0 (see (6.5)), it follows that y(γp0(t)) < y(p0) if t ∈ (−C̃−1, 0). Since
y(p0) = infp∈N y(p) (the definition of p0), it follows that

N ∩ {γp0(t) : t ∈ (−C̃−1, 0)} = ∅.

Since K = a0T in {γp0(t) : t ∈ (−C̃−1, 0)} it follows that g(T,T) < 0 in {γp0(t) : t ∈
(−C̃−1, 0)}. Using the formula g(T,T) = y/(y2 + z2) − 1, it follows that the function

y − y2 − z2 vanishes at p0 and is strictly negative on {γp0(t) : t ∈ (−C̃−1, 0)}. Thus

Y (y − y2 − z2) ≥ 0 at p0.

On the other hand, using (6.5) and (6.4),

DαyDα(y − y2 − z2) = (1− 2y)DαyDαy − 2zDαyDαz < 0 at p0,

provided that ε is sufficiently small. This provides a contradiction. �

Appendix A. Asymptotic identities

Recall, see assumption GR, that we assumed the existence of an open subset M(end)

of M which is diffeomorphic to R × ({x ∈ R3 : |x| > R}) for some R sufficiently large.
In local coordinates {t, xi} defined by this diffeomorphism, we assume that T = ∂t and,

with r =
√

(x1)2 + (x2)2 + (x3)2,

g00 = −1 +
2M

r
+O(r−2), gij = δij +O(r−1), g0i = −εijk

2Sjxk

r3
+O(r−3), (A.1)

for some M > 0, S1, S2, S3 ∈ R. Clearly,

g00 = −1 +O(r−1), gij = δij +O(r−1), g0i = O(r−2). (A.2)

We compute

Fαβ = DαTβ = ∂α(g0β)− g(∂0,D∂α∂β) =
1

2
(∂αg0β − ∂βg0α). (A.3)

Thus, using (A.1), for j = 1, 2, 3,

F0j = −(1/2)∂jg00 = Mxjr−3 +O(r−3). (A.4)
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We have

g01 = 2r−3(S3x2 − S2x3) +O(r−3)

g02 = 2r−3(S1x3 − S3x1) +O(r−3)

g03 = 2r−3(S2x1 − S1x2) +O(r−3).

(A.5)

Thus

F12 = (1/2)(∂1g02 − ∂2g01) = S3r−3 − 3r−5x3(S1x1 + S2x2 + S3x3) +O(r−4),

F23 = (1/2)(∂2g03 − ∂3g02) = S1r−3 − 3r−5x1(S1x1 + S2x2 + S3x3) +O(r−4),

F31 = (1/2)(∂3g01 − ∂1g03) = S2r−3 − 3r−5x2(S1x1 + S2x2 + S3x3) +O(r−4).

(A.6)

We have
∗Fαβ = (1/2) ∈αβµν Fρσgµρgνσ.

Thus, using (A.2), (A.4), (A.6),

∗F 01 = F23 +O(r−4) = S1r−3 − 3r−5x1(S1x1 + S2x2 + S3x3) +O(r−4),
∗F 02 = F31 +O(r−4) = S2r−3 − 3r−5x2(S1x1 + S2x2 + S3x3) +O(r−4),
∗F 03 = F12 +O(r−4) = S3r−3 − 3r−5x3(S1x1 + S2x2 + S3x3) +O(r−4),
∗F 12 = −F03 +O(r−3) = −Mx3r−3 +O(r−3),
∗F 23 = −F01 +O(r−3) = −Mx1r−3 +O(r−3),
∗F 31 = −F02 +O(r−3) = −Mx2r−3 +O(r−3).

(A.7)

As a consequence,

F2 = (Fαβ + i ∗Fαβ)(Fαβ + i ∗Fαβ) = −4M2r−4 +O(r−5). (A.8)

By definition,

σµ = 2Tα(Fαµ + i ∗Fαµ).

Thus

σ0 = 0;

σ1 = 2Mx1r−3 +O(r−3) + 2i[S1r−3 − 3r−5x1(S1x1 + S2x2 + S3x3) +O(r−4)];

σ2 = 2Mx2r−3 +O(r−3) + 2i[S2r−3 − 3r−5x2(S1x1 + S2x2 + S3x3) +O(r−4)];

σ3 = 2Mx3r−3 +O(r−3) + 2i[S3r−3 − 3r−5x3(S1x1 + S2x2 + S3x3) +O(r−4)].

(A.9)

Thus

σ = 1− 2Mr−1 +O(r−2) + i[2r−3(S1x1 + S2x2 + S3x3) +O(r−3)]. (A.10)

Thus

y + iz = (1− σ)−1 =
r

2M
+O(1) + i

[S1x1 + S2x2 + S3x3

2M2r
+O(r−1)

]
,
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which gives

y =
r

2M
+O(1), z =

S1x1 + S2x2 + S3x3

2M2r
+O(r−1). (A.11)

Thus, with J = [(S1)2 + (S2)2 + (S3)2]1/2,

DµzD
µz =

3∑
j=1

(∂jz)2 +O(r−3)

=
1

4M4

3∑
j=1

[Sjr−1 − xjr−3(S1x1 + S2x2 + S3x3)]2 +O(r−3)

=
1

4M4
[J2r−2 − r−4(S1x1 + S2x2 + S3x3)2] +O(r−3).

It follows that

z2 + 4M2(y2 + z2)DµzD
µz =

1

4M4
(S1x1 + S2x2 + S3x3)2r−2 + r2DµzD

µz +O(r−1)

=
J2

4M4
+O(r−1).

(A.12)
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[20] H. Friedrich, I. Rácz, R. Wald, On the rigidity theorem for spacetimes with a stationary event horizon

or a compact Cauchy horizon, Commun. Math. Phys. 204, 691–707 (1999).
[21] S.W. Hawking and G.F.R. Ellis, The large scale structure of space-time, Cambridge Univ. Press,

1973.
[22] M. Heusler, Black Hole Uniqueness Theorems, Cambridge Lect. Notes in Phys, 1996.
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