
UNIVERSALITY AND SHARP MATRIX CONCENTRATION
INEQUALITIES

TATIANA BRAILOVSKAYA AND RAMON VAN HANDEL

Abstract. We show that, under mild assumptions, the spectrum of a sum of
independent random matrices is close to that of the Gaussian random matrix
whose entries have the same mean and covariance. This nonasymptotic univer-
sality principle yields sharp matrix concentration inequalities for general sums
of independent random matrices when combined with the Gaussian theory of
Bandeira, Boedihardjo, and Van Handel. A key feature of the resulting theory
is that it is applicable to a broad class of random matrix models that may
have highly nonhomogeneous and dependent entries, which can be far outside
the mean-field situation considered in classical random matrix theory. We il-
lustrate the theory in applications to random graphs, matrix concentration
inequalities for smallest singular values, sample covariance matrices, strong
asymptotic freeness, and phase transitions in spiked models.
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1. Introduction

1.1. Matrix concentration inequalities. Let Z1, . . . , Zn be independent d × d
random matrices with zero mean, and let

X :=

n∑
i=1

Zi. (1.1)

Random matrices of this form arise in numerous applications. As guiding examples,
the reader may keep in mind the following very special cases:

• Any random matrix X with centered jointly Gaussian entries may be represented
in this form by setting X =

∑n
i=1 giAi for suitable deterministic matrices Ai,

where g1, . . . , gn are i.i.d. standard Gaussian variables.

• Any random matrix X with centered independent entries may be represented
in this form as X =

∑d
i,j=1 ηijeie

∗
j , where ηij are independent centered random

variables and e1, . . . , ed denotes the standard basis of Cd.

Many other kinds of summands Zi arise naturally in a diverse range of pure and
applied mathematical problems; cf. [77] and the references therein, and the appli-
cations that are discussed in sections 1.3 and 3 below.

Already in the special cases highlighted above, it is clear that random matrices
of the form (1.1) can possess a nearly arbitrary structure: the model allows for
essentially any pattern of entry variances, dependencies, and distributions. Such
general models are outside the reach of classical random matrix theory, which is
primarily concerned with the asymptotic behavior of highly symmetric models such
as matrices with i.i.d. entries or invariant ensembles [5, 75].

Rather surprisingly, one of the most fruitful ideas that has been developed in the
present setting is that one can treat the model (1.1) essentially as though it is a sum
of independent scalar random variables. This approach results in a somewhat crude
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but extremely versatile family of nonasymptotic matrix concentration inequalities.
Two important examples of such inequalities are:1

• For a self-adjoint random matrix X with centered jointly Gaussian entries, the
noncommutative Khintchine inequality of Lust-Piquard and Pisier [66, §9.8] yields

E‖X‖ . ‖EX2‖ 1
2

√
log d. (1.2)

• For a self-adjoint random matrix X of the form (1.1) with ‖Zi‖ ≤ R a.s., the
matrix Bernstein inequality of Oliveira and Tropp [62, 77] yields

E‖X‖ . ‖EX2‖ 1
2

√
log d+R log d. (1.3)

To understand the significance of these inequalities, note that (E‖X‖2)
1
2 ≥ ‖EX2‖ 1

2

by Jensen’s inequality. The above bounds can therefore capture the norm of very
general random matrices up to a logarithmic dimensional factor. The dimensional
factor proves to be suboptimal, however, even for the simplest random matrix
models (such as those with i.i.d. entries).

The inefficiency of classical matrix concentration inequalities stems from the
fact that by mimicking the proofs of scalar concentration inequalities, these bounds
ignore noncommutativity of the summands Zi in (1.1). In the setting of Gaussian
random matrices, a significant step toward addressing this inefficiency was recently
made by Bandeira, Boedihardjo, and the second author [9], who developed a new
class of sharp matrix concentration inequalities that capture noncommutativity.
For example, if X is a self-adjoint random matrix with centered jointly Gaussian
entries, [9, Corollary 2.2] yields

E‖X‖ ≤ ‖Xfree‖+ C‖EX2‖ 1
4 ‖Cov(X)‖ 1

4 (log d)
3
4 (1.4)

for a universal constant C. Here Cov(X) denotes the d2×d2 covariance matrix of the
entries of X, while Xfree is a certain noncommutative model of X that arises from
free probability theory. As ‖Xfree‖ ≤ 2‖EX2‖ 1

2 , the inequality (1.4) shows that the
dimensional factor in (1.2) can be removed as soon as ‖Cov(X)‖ � (log d)−3‖EX2‖,
which is a mild assumption in many applications. The theory of [9] yields much
more, however: both the support and the empirical distribution of the spectrum of
X is close to that of Xfree, and similar results hold for polynomials of such matrices.
Such results open the door to developing a nonasymptotic random matrix theory
for nearly arbitrarily structured random matrices.

In view of these developments, it is of considerable interest to extend the Gauss-
ian theory of [9] to the much more general setting (1.1) of sums of independent
random matrices. For classical matrix concentration inequalities, this extension
has been achieved in two distinct ways: one may either derive both (1.2) and (1.3)
by a common method of proof [62, 77], or deduce (1.3) from (1.2) by a symmetriza-
tion argument as in [71, 78]. Unfortunately, neither of these approaches appears to
give rise to a satisfactory extension of the theory of [9]. The methods of [9] rely
heavily on Gaussian analysis, and it is unclear how to adapt them to non-Gaussian
situations. On the other hand, sharp inequalities are fundamentally inaccessible by
symmetrization, as is explained in [9, §8.2.2].

1Here and in the sequel, ‖M‖ denotes the operator norm (i.e., the largest singular value) of a
matrix M , and a . b denotes a ≤ Cb for a universal constant C.
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1.2. Universality. In this paper, we take an entirely different viewpoint on such
problems. To motivate the form of our main results, let us note that if the last
term in the inequality (1.3) is negligible, then (1.3) has exactly the same form as the
Gaussian inequality (1.2). The main theme of this paper is that this phenomenon
has nothing to do with matrix concentration inequalities themselves, but is rather
a consequence of a general universality principle:

If max1≤i≤n ‖Zi‖ � ‖EX2‖ 1
2 (log d)−β (for an appropriate β > 0),

then the spectrum of a self-adjoint random matrix X =
∑n
i=1 Zi as

in (1.1) nearly coincides with that of the Gaussian random matrix
G whose entries have the same mean and covariance as X.

This principle directly reduces the study of the spectrum of sums of independent
random matrices to that of Gaussian matrices, regardless of what theory is applied
to the Gaussian matrices. In particular, it simultaneously explains the phenomenon
behind (1.2)—(1.3), and enables us to fully extend the sharp matrix concentration
theory of [9] to the model (1.1).

The universality principle was stated above in an informal manner. A detailed
formulation of our results will be given in section 2 below. In particular, we will
obtain nonasymptotic inequalities that establish closeness both of the spectral dis-
tributions of X and G, and of the spectra themselves in Hausdorff distance. (These
results apply in a more general setting than (1.1), where the random matrices may
have an arbitrary mean.) We further formulate resulting sharp matrix concentra-
tion inequalities that arise from the theory of [9].

Universality phenomena have been widely investigated in classical randommatrix
theory. As in many previous works on this topic, the starting point for our analysis
is the cumulant expansion of Barbour [14] and Lytova and Pastur [55], which has
been primarily applied to classical random matrix models with independent entries.
A rather complicated extension of the cumulant expansion to dependent models
appears in [41], where it is used to study random matrices whose entries exhibit
decay of correlations. A straightforward extension of Barbour’s method to the
dependent setting will be formulated in section 4; such an extension does not in
itself require any new idea as compared to [14, 55].

The core contribution of this paper lies in the mechanism that gives rise to
universality. To the best of our knowledge, prior universality results are essentially
limited to the “classical random matrix regime” where the entry variances are of
order d−

1
2 and the entries are independent or nearly independent (in the sense

that they exhibit decay of correlations). In other words, these results rely on
restrictive mean-field assumptions. In contrast, the independent sum models (1.1)
of the present paper can lie far outside the mean-field regime: they can be highly
nonhomogeneous, sparse, and exhibit strong dependence among the entries, and
are not assumed to possess any special structure or symmetries. The properties
of these models therefore cannot be explained by previous universality results that
rely heavily on the special structure of the underlying models.

The central idea of this paper is that universality arises in these models in a
different manner through an operator-theoretic mechanism: a key ingredient of
our approach are high-order trace inequalities (section 5) that enable us to control
the contributions of the terms in the cumulant expansion without imposing any
correlation decay or mean-field assumptions. This operator-theoretic viewpoint on
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universality, together with a number of other new tools (such as nonstandard con-
centration inequalities for spectral statistics), provides access to many applications
that are not captured by classical random matrix models.

Remark 1.1. Much of the literature on universality of classical random matrix mod-
els has focused on establishing universality at or near the scale of the fluctuations
of the eigenvalues; see, e.g., [41] and the references therein. It should be empha-
sized that the results of this paper do not provide any information at the scale of
the fluctuations, but rather only at scales at which the spectral statistics exhibit
concentration. At the level of generality considered in this paper, the scale of the
fluctuations is strongly model-dependent (see, e.g., [73, 28]), so that it is unclear
how a meaningful result for generally structured models could be formulated. Even
a plausible conjecture in this direction would be of considerable interest.

1.3. Applications. To illustrate the main results of this paper, we will develop sev-
eral applications that we briefly describe here (see section 3 for detailed statements).
Beyond their independent interest, we emphasize that the completely general uni-
versality phenomenon described by our main results is the common mechanism
underlying all these rather diverse applications.

Random graphs and expanders. The expansion properties of random regular graphs
have been extensively studied for graphs of bounded degree k. In particular, such
graphs are nearly Ramanujan, i.e., they have the smallest possible (by [61]) second
eigenvalue λ2 = (1+o(1))2

√
k − 1 to leading order [43]. While the strong expansion

properties of such graphs are expected to persist when the degree is allowed to
diverge, this situation remains much more poorly understood; see, e.g., the survey
[84]. The universality principles of this paper enable us to address this question
both in classical and in new situations:

• The permutation model of random regular graphs with n vertices of degree k
is nearly Ramanujan when k � (log n)4, addressing a well known question [15,
§1.4]. To date, the best known bound in this setting was λ2 = O(

√
k) [44, 39, 36].

• A classical result of Alon and Roichman [2] states that if Γ is any finite group
and k � log |Γ| generators are chosen uniformly at random, the resulting Cayley
graph is an expander. This result cannot be improved for abelian groups. Here we
show that under mild assumptions that hold, e.g., for all nonabelian finite simple
groups, the Cayley graph defined by choosing k � (log |Γ|)4 random generators
is nearly Ramanujan. This appears to be the first result of its kind.

• A fundamental result of Bordenave and Collins [20] states that for any fixed base
graph H, the new eigenvalues of its random n-lift are bounded as n → ∞ by
the spectral radius of the universal cover of H. Here we show that this conclu-
sion remains valid for any sequence of base graphs Hn whose maximal degrees
grow at least polylogarithmically in the number of vertices of their random lifts.
Moreover, in this setting we uncover a new phenomenon: when the base graphs
are simple, random 2-lifts already achieve the optimal bound.

Matrix concentration inequalities for smallest singular values. By their nature, clas-
sical matrix concentration inequalities can only control the largest singular value of
nonhomogeneous random matrices. In contrast, the universality principles of this
paper apply not only to the largest singular value but also to the entire spectrum.
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By combining our results with the Gaussian theory of [9], we are therefore able
to obtain sharp matrix concentration inequalities for the smallest singular value of
random matrices of the form (1.1) that may be viewed as a nonasymptotic, nonho-
mogeneous form of the classical Bai-Yin law [7]. Let us emphasize that even if one
is interested in suboptimal bounds on the smallest singular value, such informa-
tion is fundamentally inacceassible by the methods used to prove classical matrix
concentration inequalities for general models of the form (1.1).

A direct application yields bounds for the smallest singular value of sparse non-
homogeneous bipartite Erdős-Rényi graphs that are sharp to leading order. To
date, the best known bounds [40] were suboptimal for nonhomogeneous graphs.

Sample covariance matrices. Let Y1, . . . , Yn be independent, centered random vec-
tors in Rd. The d × d random matrix defined by S :=

∑n
i=1 YiY

∗
i is called the

(nonhomogeneous) sample covariance matrix. Equivalently, S = Y Y ∗, where
Y :=

∑n
i=1 Yie

∗
i is the d× n matrix whose columns are Y1, . . . , Yn.

A central problem in this setting is to control the deviation of the sample co-
variance matrix from its mean ‖S −ES‖. A curious feature of this problem is that
we may express S in terms of a model of the form (1.1) in two different ways: we
may either consider S itself as a model of the form (1.1), or we may consider Y
as a model of the form (1.1). These two representations give rise to distinct uni-
versality principles: roughly speaking, applying our universality principles to S is
efficient when n is sufficiently large compared to d, while applying universality to
Y is efficient when d is sufficiently large compared to n.

We will illustrate this phenomenon in the setting of nonhomogeneous Gaussian
sample covariance matrices with arbitrary covariance matrices of Y1, . . . , Yn, for
which we obtain nonasymptotic bounds on ‖S − ES‖ that are sharp for a wide
range of parameters. No sharp bounds appear to be known in the literature at
this level of generality. We also discuss non-Gaussian sample covariance matrices,
which will be developed further in forthcoming work [63].

Strong asymptotic freeness. A celebrated result of Voiculescu [83] states that the
traces of polynomials of independent N ×N Wigner matrices converge as N →∞
to the traces of polynomials of certain limiting objects that arise in free probability
theory. In an important breakthrough, Haagerup and Thorbjørnsen [47] showed
that this convergence holds not only for the trace but also for the norm:

lim
N→∞

‖p(XN
1 , . . . , X

N
m )‖ = ‖p(s1, . . . , sm)‖ a.s. (1.5)

for every noncommutative polynomial p, whereXN
1 , . . . , X

N
m are independentN×N

complex Gaussian Wigner matrices and s1, . . . , sm is a free semicircular family. This
property, called strong asymptotic freeness, is of fundamental importance both to
random matrices and in the theory of operator algebras.

Whether (1.5) holds for more general models of random matrices XN
i is far from

clear from the original rather delicate proofs. Previously, the state-of-the-art [4]
was that (1.5) holds for matrices with i.i.d. centered entries with unit variance and
bounded fourth moment. Very recently, however, the sharp matrix concentration
theory of [9] made it possible to establish (1.5) for an extremely general class of
Gaussian random matrices, showing that this phenomenon is much more ubiquitous
than was previously understood. Our universality principles extend this conclusion
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even further to general non-Gaussian random matrices of the form (1.1) under mild
assumptions that allow for significant sparsity and dependence.

Phase transitions in spiked models. The behavior of low-rank perturbations of ran-
dom matrices (so-called “spiked” models) has attracted much attention in pure and
applied random matrix theory since the work of Baik, Ben Arous and Péché [8].
The characteristic feature of such models is that they exhibit a phase transition
depending on the size of the perturbation: there is a threshold above which one or
more isolated eigenvalues detach from the bulk of the spectrum. Most of the liter-
ature on this topic is concerned with Wigner matrices or with unitarily invariant
models; see, e.g., the survey [27]. The universality principles of this paper enable us
to investigate such phenomena in much more general situations, including models
that exhibit significant sparsity and dependence. Little appears to be known in
this direction: previous work on a special type of low-rank perturbations of sparse
random matrices appeared only very recently in [74].

As our primary aim here is to illustrate the main results of this paper, we will
focus our attention on sparse and dependent models whose behavior can be reduced
by universality to the classical spiked Wigner model. In this setting, we will show
how our universality principles enable us to capture the number and locations of
the outlier eigenvalues, as well as the overlaps of the associated eigenvectors with
those of the low-rank perturbation. However, much more general situations become
amenable to analysis in combination with the Gaussian theory of [9], which makes it
possible to investigate analogous phase transition phenomena in nonhomogeneous
models. The computations involved in the nonhomogenous setting are unrelated to
universality, and are treated in detail in [10].

1.4. Organization of this paper. The remainder of this paper is organized as
follows. In section 2, we formulate the main results of this paper. Section 3 is
devoted to a detailed formulation of the applications described above.

In section 4, we provide a brief self-contained treatment of the multivariate cu-
mulant expansion. Section 5 develops some key tools that are used in the proofs
of our main results: high-order trace inequalities that provide the main mechanism
for controlling the terms in the cumulant expansion, and certain nonstandard con-
centration of measure inequalities. The following three sections are devoted to the
proofs of our main results. Section 6 proves the universality principles for spectral
statistics, while section 7 proves the universality principle for the support of the
spectrum. Section 8 is devoted to a truncation argument that extends our main
results to models that satisfy minimal moment assumptions. Finally, section 9 is
devoted to the proofs of the various applications discussed in section 3.

1.5. Notation. The following notation will be used throughout the paper. We
write [n] := {1, . . . , n} for n ∈ N. The algebra of d× d matrices with values in a *-
algebra A is denoted as Md(A), and its subspace of self-adjoint matrices is denoted
as Md(A)sa. For a matrix or operator X, we denote by ‖X‖ its operator norm, by
sp(X) its spectrum, and by |X| := (X∗X)

1
2 . For self-adjoint X,Y , we denote by

X ≤ Y the positive semidefinite order. The identity matrix or operator is denoted
as 1. ForM ∈ Md(C), we denote by TrM :=

∑d
i=1Mii the unnormalized trace and

by trM := 1
d TrM the normalized trace. We denote by W k,1(R) the Sobolev space

of f : R → C so that ‖f‖Wk,1(R) :=
∑k
i=0

∫∞
−∞

∣∣ di
dxi f(x)

∣∣ dx < ∞. Finally, we use
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the convention that when a functional is followed by square brackets, it is applied
before any other operations; for example, E[X]α := (EX)α and tr[M ]α := (trM)α.

2. Main results

2.1. Random matrix models and matrix parameters.

2.1.1. The general model. The basic random matrix model of this paper is defined
as follows. Fix d ≥ 2 and n ∈ N, let Z0 ∈ Md(C)sa be any deterministic d× d self-
adjoint matrix, and let Z1, . . . , Zn be any independent d × d self-adjoint random
matrices with zero mean E[Zi] = 0 and complex-valued entries. We define

X := Z0 +

n∑
i=1

Zi. (2.1)

Note that this model is slightly more general than the model (1.1) discussed in the
introduction, in that we allow for an arbitrary mean.

Remark 2.1. The assumption that X is self-adjoint is made primarily for nota-
tional convenience. Our main results extend directly to non-self-adjoint matrices
as follows. For any matrix M ∈ Md(C), define its dilation M̆ ∈ M2d(C)sa as

M̆ :=

[
0 M
M∗ 0

]
.

If we denote by M = U |M | the polar decomposition of M , it follows that

M̆ = V

[
−|M | 0

0 |M |

]
V ∗ with V :=

1√
2

[
U U
−1 1

]
,

where |M | := (M∗M)
1
2 . As V is unitary, this shows that the eigenvalues of M̆

coincide precisely (including multiplicities) with {±σi : i ∈ [d]}, where σ1, . . . , σd
are the singular values of M . Consequently, by applying our results to X̆, we
can immediately extend their conclusions on the eigenvalues of self-adjoint random
matrices to the singular values of non-self-adjoint random matrices.

Singular values of rectangular random matrices are readily reduced to those of
square matrices by adding additional zero rows or columns. On the other hand,
we emphasize that the results of this paper do not provide bounds on the complex
eigenvalues of non-self-adjoint matrices. For further comments on the non-self-
adjoint case, see [9, Remark 2.6] and Corollary 2.17.

Associated with the random matrix X are two models that capture its structure
in an idealized manner. We introduce these models presently.

2.1.2. The Gaussian model. Throughout this paper, we denote by G the Gaussian
model that has the same mean and covariance structure as X. More precisely,
denote by Cov(X) the d2 × d2 covariance matrix of the entries of X, that is,

Cov(X)ij,kl := E[(X −EX)ij(X −EX)kl]. (2.2)

We define G to be the d× d self-adjoint random matrix such that:
1. {ReGij , ImGij : i, j ∈ [d]} are jointly Gaussian;

2. E[G] = E[X] and Cov(G) = Cov(X).
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Note that as G is a self-adjoint matrix Glk = Gkl, the covariance matrix of the
real-valued Gaussian vector {ReGij , ImGij : i, j ∈ [d]} is fully specified by Cov(G).
Thus the above properties uniquely define the distribution of G.

2.1.3. The noncommutative model. We now introduce a noncommutative model
Xfree that has the same mean and covariance structure as X. To this end, we must
recall some basic notions from free probability theory; we refer to [60] for precise
definitions and a comprehensive treatment.

Fix a C∗-probability space (A, τ), that is, a unital C∗-algebra A endowed with
a faithful trace τ . The following may be viewed as a noncommutative analogue of
jointly Gaussian variables with mean µ and covariance C, cf. [60, p. 128].

Definition 2.2. A family of self-adjoint elements s1, . . . , sm ∈ A is said to be a
semicircular family with mean µ and covariance C if

τ(sk) = µk, τ((sk1 − µk11) · · · (skp − µkp1)) =
∑

π∈NC2([p])

∏
{i,j}∈π

Ckikj

for all p ≥ 1 and k, k1, . . . , kp ∈ [m], where NC2([p]) denotes the collection of
noncrossing pair partitions of [p].

A d× d matrix Y ∈ Md(A) with A-valued entries is naturally identified with an
element of the C∗-algebra Md(C)⊗A, which we endow with the normalized trace
tr⊗ τ , cf. [58, Chapter 9]. Define the entry covariance matrix Cov(Y ) as

Cov(Y )ij,kl := τ((Yij − τ(Yij)1)(Ykl − τ(Ykl)1)∗).

With these definitions in place, we can now define Xfree ∈ Md(A)sa as follows:

1. {Re (Xfree)ij , Im (Xfree)ij : i, j ∈ [d]} is a semicircular family;

2. (id⊗ τ)(Xfree) = E[X] and Cov(Xfree) = Cov(X).

Here we write Re a := 1
2 (a+ a∗) and Im a := 1

2i (a− a
∗) for a ∈ A.

Remark 2.3. As jointly Gaussian variables can always be written as linear combi-
nations of independent standard Gaussian variables, G may be expressed as

G = Z0 +

N∑
i=1

Aigi

for some deterministic matrices A1, . . . , AN ∈ Md(C)sa and i.i.d. (real) standard
Gaussians g1, . . . , gN (note that this representation is not unique). Given any such
a representation, it is readily verified that one may express Xfree as

Xfree = Z0 ⊗ 1 +

N∑
i=1

Ai ⊗ si,

where s1, . . . , sN is a free semicircular family, that is, with zero mean and identity
covariance matrix. Thus the present definition of Xfree agrees with the one in [9].
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2.1.4. Matrix parameters. Let X be a self-adjoint random matrix as in (2.1). The
following basic parameters will appear in our main results:

σ(X) :=
∥∥E[(X −EX)2]

∥∥ 1
2 , (2.3)

σ∗(X) := sup
‖v‖=‖w‖=1

E
[
|〈v, (X −EX)w〉|2

] 1
2 , (2.4)

v(X) := ‖Cov(X)‖ 1
2 , (2.5)

R(X) :=
∥∥∥ max

1≤i≤n
‖Zi‖

∥∥∥
∞
, (2.6)

where ‖Y ‖∞ denotes the essential supremum of the random variable |Y |.
The significance of these parameters may be summarized as follows. The param-

eter σ(X) roughly captures the spread of the spectrum of X−EX, as was explained
in the introduction. The parameter σ∗(X) controls the fluctuations of the spectral
statistics of X and G, see, e.g., section 5.2 below. The parameter v(X) quantifies
the degree to which the spectral properties of G are captured by those of Xfree:
this is the main outcome of the theory of [9]. Finally, the universality principles of
this paper will show that the parameter R(X) quantifies the degree to which the
spectral properties of X are captured by those of G.

The parameter R(X) is meaningful only when the random matrices Zi are uni-
formly bounded. We will also prove versions of our main results that apply to
unbounded summands under minimal moment assumptions. The formulation of
these results requires the following modified matrix parameters:

σq(X) :=
(

trE[(X −EX)2]
q
2

) 1
q , (2.7)

Rq(X) :=
(∑n

i=1 E[tr |Zi|q]
) 1
q , (2.8)

R̄(X) := E
[

max
1≤i≤n

‖Zi‖2
] 1

2

(2.9)

for q <∞, and σ∞(X) := σ(X), R∞(X) := R(X).

Remark 2.4. Let us emphasize the following basic facts.

• All these parameters depend only on X −EX, i.e., they do not depend on Z0.

• σ(X), σq(X), σ∗(X), v(X) only depend on the covariance of the entries of X, and
therefore capture the universal behavior that is shared between X, G, and Xfree.

• In contrast, R(X), Rq(X), R̄(X) are specific to the non-Gaussian model. While
denote these as parameters of X for notational simplicity, we emphasize that
these parameters depend on how X is represented as a sum of Zi as in (2.1).

• Recall the basic inequalities σ∗(X) ≤ σ(X) and σ∗(X) ≤ v(X) [9, §2.1].

Remark 2.5. In most applications of our theory v(X), R̄(X) � σ(X) (up to a
logarithmic factor in dimension): in this case, our results will show that the spec-
tral edges of X agree with those of Xfree to leading order, and that the spectral
distributions of X and Xfree agree at a mesoscopic scale.

To help the reader gain some insight into these parameters, we list their order of
magnitude for some classical random matrix models in Table 2.1. In all these mod-
els, the condition v(X), R̄(X) � σ(X) is essentially optimal for universality. For



UNIVERSALITY AND MATRIX CONCENTRATION 11

Model σ(X) v(X) R(X) R̄(X)

(a) Erdős-Rényi graph G(d, q) (section 3.1)
√
dq

√
q 1 O(1)

(b) Random k-regular graph (section 3.2.2)
√
k

√
k
d

1 1

(c) Wigner matrix: p moments (section 3.1)
√
d 1 ∞ O

(
d

2
p
)

(d) Band matrix: width k, p moments (section 3.5)
√
k 1 ∞ O

(
(kd)

1
p
)

Table 2.1. Order of magnitude of the matrix parameters for some classical models:
(a) adjacency matrix of Erdős-Rényi G(d, q) graph; (b) adjacency matrix of random
k-regular graph with d vertices; (c) Wigner matrix X of dimension d with E[Xij ] = 0,
E[X2

ij ] = 1, ‖Xij‖p = O(1); (d) Band matrix X̄ defined by X̄ij = Xij1|i−j|≤ k−1
2

.

random graphs, this requires that the (average) degree diverges; this is necessary,
as the spectral distribution of both Erdős-Rényi and random regular graphs of con-
stant (average) degree does not match the semicircle distribution of the associated
Gaussian model. For Wigner matrices whose entries have p bounded moments, we
need p > 4; this is nearly optimal for the spectral edges, as it is well known that
the spectrum has outliers when p < 4. The analogous condition for random band
matrices is also nearly optimal (cf. Corollary 3.32).

For these classical models, much more precise results have been achieved at the
scale of the fluctuations of the eigenvalues using problem-specific methods. Our
results do not provide any information at this scale, but are instead able to establish
universality for the leading order behavior of the bulk and edges of the spectrum
in far more general situations; see section 3 for a diverse range of applications.

2.2. Universality. We now provide precise formulations of the universality prin-
ciple. We prove several results that capture different aspects of the spectrum.

2.2.1. Universality of the spectrum. In this section, we formulate the universality
principle for the spectrum sp(X) of X. Recall that the Hausdorff distance between
two subsets A,B ⊆ R of the real line is defined as

dH(A,B) := inf{ε > 0 : A ⊆ B + [−ε, ε] and B ⊆ A+ [−ε, ε]}.
Our main result is the following.

Theorem 2.6 (Spectrum universality). For any t ≥ 0, we have

P
[
dH(sp(X), sp(G)) > Cε(t)

]
≤ de−t,

where C is a universal constant and

ε(t) = σ∗(X) t
1
2 +R(X)

1
3σ(X)

2
3 t

2
3 +R(X) t.

Moreover,

E
[
dH(sp(X), sp(G))

]
. σ∗(X) (log d)

1
2 +R(X)

1
3σ(X)

2
3 (log d)

2
3 +R(X) log d.

Note that while we defined the distributions of X and G in section 2.1, we did
not specify their joint distribution. However, the conclusion of Theorem 2.6 is valid
regardless of how X and G are defined on the same probability space due to the
strong concentration properties of random matrices.

Theorem 2.6 readily yields a universality principle for the spectral edge. In the
following, we denote by λmax(X) := sup sp(X) the upper edge of the spectrum.
(Inequalities for the lower edge follow readily as inf sp(X) = −λmax(−X).)
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Corollary 2.7 (Edge universality). For any t ≥ 0, we have

P
[
|λmax(X)− λmax(G)| > Cε(t)

]
≤ de−t,

as well as
P
[
|λmax(X)−Eλmax(G)| > Cε(t)

]
≤ de−t,

where C is a universal constant and ε(t) is as in Theorem 2.6. Moreover,

|Eλmax(X)−Eλmax(G)| . σ∗(X) (log d)
1
2 +R(X)

1
3σ(X)

2
3 (log d)

2
3 +R(X) log d.

The same bounds hold if λmax(X), λmax(G) are replaced by ‖X‖, ‖G‖, respectively.

The proofs of Theorem 2.6 and Corollary 2.7 are given in section 7.
The above results are meaningful only when R(X) < ∞, which requires that

the matrices Zi are uniformly bounded. However, this restriction is almost entirely
removed by the following result that is proved in section 8.

Theorem 2.8 (Spectrum universality: unbounded case). We have

P
[
dH(sp(X), sp(G)) > CεR(t), max

1≤i≤n
‖Zi‖ ≤ R

]
≤ de−t

for all t ≥ 0 and R ≥ R̄(X)
1
2σ(X)

1
2 + 2

1
2 R̄(X), where

εR(t) = σ∗(X) t
1
2 +R

1
3σ(X)

2
3 t

2
3 +Rt

and C is a universal constant. Moreover,

E
[
dH(sp(X), sp(G))

]
. σ∗(X) (log d)

1
2 + R̄(X)

1
6σ(X)

5
6 log d

whenever R̄(X) (log d)3 . σ(X).

2.2.2. Universality of spectral statistics. We now complement the above results by
formulating universality principles for various spectral statistics.

We begin by establishing universality of even moments.

Theorem 2.9 (Moment universality). For any p ∈ N and 2p ≤ q ≤ ∞, we have∣∣E[trX2p]
1
2p −E[trG2p]

1
2p

∣∣ . Rq(X)
1
3σq(X)

2
3 p

2
3 +Rq(X) p

as well as ∣∣E[trX2p]
1
2p −E[trG2p]

1
2p

∣∣ . Rq(X) p2.

The first inequality has a better dependence on p, while the second inequality
yields a sharper estimate when Rq(X) p2 � σq(X). Both inequalities are variations
of the same proof, which is given in section 6.

Moment bounds provide limited information on the spectrum of a random ma-
trix. Complementary information can be extracted from the resolvent.

Theorem 2.10 (Resolvent universality). We have∥∥E[(z1−X)−1]−E[(z1−G)−1]
∥∥ . R(X)σ(X)2 +R(X)3 log d

(Im z)4

for every z ∈ C with Im z > 0. Consequently,∥∥E[ϕ(X)]−E[ϕ(G)]
∥∥ . (R(X)σ(X)2 +R(X)3 log d

)
‖ϕ‖W 5,1(R)

for every ϕ ∈W 5,1(R).

We can also generalize Theorem 2.10 to unbounded random matrices, at the
expense of somewhat worse quantitative error bounds.
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Theorem 2.11 (Resolvent universality: unbounded case). We have∥∥E[(z1−X)−1]−E[(z1−G)−1]
∥∥ . σ∗(X) + R̄(X)

1
10σ(X)

9
10

(Im z)2

for every z ∈ C with Im z > 0 and∥∥E[ϕ(X)]−E[ϕ(G)]
∥∥ . (σ∗(X) + R̄(X)

1
10σ(X)

9
10

)
‖ϕ‖W 3,1(R)

for every ϕ ∈W 3,1(R), provided that R̄(X)(log d)
5
3 . σ(X).

The proofs of Theorems 2.10 and 2.11 are given in sections 6 and 8.
While the above universality principles suffice for many applications, our proofs

can be readily adapted to the study of other spectral statistics. In particular, a
universality principle for moments of the resolvent E[tr |z1−X|−2p] (Theorem 6.8)
will play a central role in the proof of Theorem 2.6. Let us also note that the
quantitative bounds of Theorems 2.10 and 2.11 can be considerably improved if
one is interested only in the trace of the resolvent, cf. Remark 6.13. However, the
norm bounds given here are particularly useful as they contain information on the
eigenvectors of the random matrices, as will be explained in section 3.6.

Remark 2.12. For simplicity, we formulated the results of this section only for ex-
pected spectral statistics. However, corresponding tail bounds follow by combining
these bounds with concentration inequalities for the relevant spectral statistics; cf.
Lemma 9.20 for moments, and Proposition 5.10 for general spectral statistics.

Remark 2.13. Theorems 2.10 and 2.11 provide access to the mesoscopic distribution
of the random matrices (at a scale determined by R(X) or R̄(X)). Their proofs
are much simpler than our universality results for the spectral edges, and could
also be approached by more traditional methods [32, 33]; they are included here for
completeness. While these results apply in principle to arbitrary spectral statistics
ϕ, they do not provide useful bounds on pth moments for large p (and thus for the
spectral edges) as this would give rise to analogues of Theorems 2.9 and 6.8 with
constants growing exponentially rather than polynomially in p.

2.3. Matrix concentration inequalities. Universality principles show that a
non-Gaussian random matrix X behaves as a Gaussian random matrix G, but
do not explain in themselves what the spectra of these matrices look like. To apply
these results to specific models, our universality principles must be combined with
suitable bounds for Gaussian random matrices. We will presently show that both
classical matrix concentration inequalities, and new sharp matrix concentration
inequalities, arise directly from our main results.

2.3.1. Classical matrix concentration inequalities. We begin by briefly illustrating
how two classical matrix concentration inequalities can be recovered from our main
results. While direct proofs of these inequalities [77, 56] are considerably simpler
(and yield better numerical constants), this provides a new explanation for the form
of these inqualities and serves as the simplest illustration of our results.

Example 2.14 (Matrix Bernstein). As σ∗(X) ≤ σ(X) and as R(X)
1
3σ(X)

2
3 t

2
3 .

σ(X) t
1
2 +R(X) t by Young’s inequality, Corollary 2.7 implies

E‖X‖ . E‖G‖+ σ(X)
√

log d+R(X) log d.
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We may therefore view the matrix Bernstein inequality (1.3) as a direct consequence
of the Gaussian bound (1.2) and Corollary 2.7. The tail bound of [77, Theorem
6.1.1] can also easily be recovered up to universal constants from Corollary 2.7.

Example 2.15 (Matrix Rosenthal). Suppose that E[X] = 0. Then the noncommu-
tative Khintchine inequality [66, §9.8] states that for every p ∈ N, we have

E[trG2p]
1
2p . σ2p(X)

√
p

(the norm bound (1.2) follows directly from this estimate by choosing p ∼ log d).
Combining the noncommutative Khintchine inequality with Theorem 2.9 yields

E[trX2p]
1
2p . σ2p(X)

√
p+R2p(X) p,

where we used that R2p(X)
1
3σ2p(X)

2
3 p

2
3 . σ2p(X)

√
p + R2p(X) p by Young’s in-

equality. This matrix Rosenthal inequality [56, Corollary 7.4] may therefore be
viewed as another consequence of the universality principle.

2.3.2. Sharp matrix concentration inequalities. A primary motivation behind our
universality principles is that they may be combined with the Gaussian theory of
[9] to obtain a powerful new family of sharp matrix concentration inequalities for
sums of independent random matrices. These inequalities reduce the study of a
very large family of nonhomogeneous random matrices to explicit computations.
Let us state a prototypical inequality of this kind for sake of illustration.

Theorem 2.16 (Sharp matrix concentration). For any t ≥ 0, we have

P
[
sp(X) ⊆ sp(Xfree) + C

{
v(X)

1
2σ(X)

1
2 (log d)

3
4 + ε(t)

}
[−1, 1]

]
≥ 1− 2de−t,

where C is a universal constant and ε(t) is as in Theorem 2.6. In particular,

P
[
λmax(X) ≥ λmax(Xfree) + Cv(X)

1
2σ(X)

1
2 (log d)

3
4 + Cε(t)

]
≤ 2de−t

and

Eλmax(X) ≤ λmax(Xfree)+

C
{
v(X)

1
2σ(X)

1
2 (log d)

3
4 +R(X)

1
3σ(X)

2
3 (log d)

2
3 +R(X) log d

}
.

The same bounds hold if λmax(X), λmax(Xfree) are replaced by ‖X‖, ‖Xfree‖.

Proof. This follows immediately by the union bound from Theorem 2.6 and an
application of [9, Theorem 2.1] to the Gaussian matrix G. �

Theorem 2.16 shows that when v(X) and R(X) are sufficiently small, the spec-
trum of X is controlled by that of its noncommutative model Xfree. The latter
admits explicit computations using tools of free probability. For example, it was
shown by Lehner [54, Corollary 1.5] (cf. [9, §4.1]) that

λmax(Xfree) = inf
B>0

λmax

(
B−1 + EX + E[(X −EX)B(X −EX)]

)
,

where the infimum is over positive definite B ∈ Md(C)sa (the infimum may be fur-
ther restricted to B for which the matrix in λmax(· · · ) is a multiple of the identity).
On the other hand, one may also easily deduce “user-friendly” bounds in the spirit
of [77] whose statements make no reference to free probability.
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Corollary 2.17 (“User-friendly” bound). Let Y =
∑n
i=1 Zi, where Z1, . . . , Zn are

independent (possibly non-self-adjoint) d×d random matrices with E[Zi] = 0. Then

P
[
‖Y ‖ ≥ ‖EY ∗Y ‖ 1

2 + ‖EY Y ∗‖ 1
2 +

C
{
v(Y )

1
2σ(Y )

1
2 (log d)

3
4 + σ∗(Y ) t

1
2 +R(Y )

1
3σ(Y )

2
3 t

2
3 +R(Y ) t

}]
≤ 4de−t

for a universal constant C and all t ≥ 0, and

E‖Y ‖ ≤ ‖EY ∗Y ‖ 1
2 + ‖EY Y ∗‖ 1

2 +

C
{
v(Y )

1
2σ(Y )

1
2 (log d)

3
4 +R(Y )

1
3σ(Y )

2
3 (log d)

2
3 +R(Y ) log d

}
.

Here we define σ(Y ) := max(‖EY ∗Y ‖ 1
2 , ‖EY Y ∗‖ 1

2 ) in the non-self-adjoint case,
while σ∗(Y ), v(Y ), R(Y ) are defined as in section 2.1.4.

Proof. Combine Theorem 2.16, Remark 2.1, and [9, Lemmas 2.5 and 4.10]. �

There are many other possible combinations of the results of [9] and in section 2.2
above. For example, unbounded variants of Theorem 2.16 and Corollary 2.17 that
involve the parameter R̄(X) instead of R(X) are readily deduced from Theorem 2.8,
and we obtain two-sided bounds for the moments and other spectral statistics of X
in terms of those of Xfree by combining the results of section 2.2.2 with those of [9,
§2.2]. In the interest of space we do not spell out further combinations of this kind
here; the appropriate results are easily applied directly in any given application.

3. Applications

In this section, we provide precise formulations of the applications that were
introduced in section 1.3 above, and discuss how they arise from our main results.
Some technical proofs are postponed until section 9.

3.1. Independent entries. Before we turn to the main applications of this paper,
we begin in this short section by bounding the matrix parameters that appear in
our main results in the special case of random matrices with independent entries.
While much stronger results and more complicated models will be considered in the
sequel, our aim here is to help the reader gain some insight into the magnitudes of
the parameters that appear in our bounds in the simplest setting.

Let X be a d × d self-adjoint random matrix so that (Xij)i≥j are independent
real random variables. Then we may write X in the form (2.1) as

X = E[X] +
∑
i≥j

ξijEij (3.1)

where ξij := Xij −EXij , Eij := eie
∗
j + eje

∗
i for i > j, and Eii := eie

∗
i .

Lemma 3.1. For the model (3.1), we have

σ(X)2 = max
i

∑
j

Var(Xij), σ∗(X)2 ≤ v(X)2 ≤ 2 max
i,j

Var(Xij),

and for any p ≥ 1

R(X) ≤ max
ij
‖ξij‖∞, R̄(X) ≤

(∑
i,j

E
[
ξ2p
ij

])1/2p

.
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Proof. As σ(X), σ∗(X), v(X) are unchanged if we replace X by its Gaussian model,
the first equation display follows from [9, Lemma 3.1]. The bound on R(X) follows
immediately from the definition using ‖Eij‖ ≤ 1. To bound R̄(X), we note that

R̄(X)2p ≤ E

[
max
i,j
‖ξijEij‖2p

]
≤
∑
i,j

E
[
‖ξij‖2p

]
,

where we used Jensen in the first and ‖Eij‖ ≤ 1 in the second inequality. �

The parameter R(X) is finite when the entries of X are uniformly bounded, as
is often the case for discrete random matrices; otherwise, R̄(X) must be used. Let
us illustrate these parameters in two classical examples.

Example 3.2 (Erdős-Rényi). Let Xij ∼ Bern(q) for all i, j, i.e., X is the adjacency
matrix of an Erdős-Rényi graph with d vertices and edge probability q. Then

σ(X) =
√
dq(1− q), σ∗(X) ≤ v(X) .

√
q(1− q), R(X) . 1.

The Gaussian model G−EG associated to X −EX is a Wigner matrix with entry
variance q(1−q), for which it is well known that E‖G−EG‖ = (1+o(1))2

√
dq(1− q)

(see, e.g., [5]). Thus Corollary 2.7 yields

E‖X −EX‖ = (1 + o(1))2
√
dq(1− q) when dq(1− q)� (log d)4.

The latter condition is optimal up to the power of the logarithm [16]. Note that it
is readily verified in this example that R̄(X) & 1 as along as min(q, 1− q) & 1

d2 , so
that the application of Theorem 2.8 does not yield any improvement here.

Example 3.3 (Wigner matrix with p moments). Suppose that (Xij)i≥j are i.i.d.
with zero mean, unit variance, and ‖Xij‖p ≤ C for some p ≥ 2. Then

σ(X) =
√
d, σ∗(X) ≤ v(X) . 1, R̄(X) . Cd

2
p .

As the Gaussian model G is a Wigner matrix with entry variance 1, it is classical
that E‖G‖ = (1 + o(1))2

√
d as above. Thus Theorem 2.8 yields

E‖X‖ = (1 + o(1))2
√
d when d� C2d

4
p (log d)12.

In particular, the latter condition holds as soon as p > 4. This is again optimal up
to the power of the logarithm, cf. Corollary 3.32 below.

We emphasize that the results of this paper do not provide any new information
on the classical Examples 3.2 and 3.3, whose spectral properties have been studied
in stunning detail in the random matrix theory literature down to microscopic scales
inaccessible by our bounds. However, for nonhomogeneous random matrices with
independent entries, the theory of this paper provides new results that were not
accessible by prior methods; see, e.g., Corollary 3.32 below.

Remark 3.4. Combining Lemma 3.1 with Corollary 2.17 yields “user-friendly” in-
equalities for random matrices with independent entries. Similar inequalities were
obtained in [52, §4.3] by different methods that are specific to the independent entry
case. The latter yield slightly better quantitative results in some examples (such
as for the Erdős-Rényi model, cf. [52, Example 4.1]), but cannot capture the sharp
leading-order term ‖Xfree‖ as in Theorem 2.16. For this reason, the bounds of this
paper are often sharper than those of [52] even for independent entry models.
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3.2. Random graphs and expanders. While random regular graphs, random
Cayley graphs, and random n-lifts appear at first sight to be rather different models,
our analysis of all these models will ultimately be based on a basic observation
regarding random matrices defined by group representations. We first introduce
some general facts, and then consider each of the above models in turn.

3.2.1. Random matrices defined by group representations. Let Γ be a finite group,
let ρ : Γ → U(d) be a nontrivial unitary representation of dimension d, and let
g1, . . . , gk be i.i.d. random variables drawn uniformly from Γ. Then

X =
k∑
i=1

(ρ(gi) + ρ(gi)
∗) (3.2)

defines a random matrix of the form (2.1). As ρ(gi) are unitary, it is easy to see
that σ(X) �

√
k and R(X) � 1. Therefore, our universality principles show that

the spectrum of such matrices behaves as the associated Gaussian model when
k � (log d)β for a suitable β > 0. The random regular graph, Cayley graph, and
n-lift models will all arise as variations on this theme.

To understand the behavior of such matrices, it then remains to understand the
behavior of the Gaussian model associated to X. The following standard group-
theoretic facts will suffice for this purpose.

Lemma 3.5. Suppose that ρ is irreducible. Then there exists s ∈ {−1, 0, 1} so that

E[ρ(gi)] = 0, Cov(ρ(gi)) =
1

d
1, E[ρ(gi)

2] =
s

d
1.

Proof. The first two statements are standard facts about nontrivial irreducible rep-
resentations [51, Proposition 4.3.1 and Corollary 4.3.9]. To prove the last statement,
we first observe that TrE[ρ(gi)

2] =: s ∈ {−1, 0, 1} by a theorem of Frobenius and
Schur [51, Theorem 6.2.3]. On the other hand, for any h ∈ Γ, the random variables
gi, h

−1gi, gih
−1 are uniformly distributed on Γ. Therefore,

ρ(h)E[ρ(gi)
2] ρ(h−1) = E[ρ(gih

−1gi)] ρ(h−1) = E[ρ(gi)
2]

for every h ∈ Γ, and the conclusion follows by [51, Proposition 4.3.4]. �

Remark 3.6. Let us emphasize that as ρ(gi) is not self-adjoint, the entry covariance
matrix Cov(ρ(gi)) as defined in (2.2) does not fully determine the covariance of
the real and imaginary parts of the entries of ρ(gi). In fact, by the Frobenius-
Schur theorem used in the proof, it is the value s that determines whether the
representation is real (s = 1), complex (s = 0), or quaternionic (s = −1).

3.2.2. Random regular graphs. In this subsection, let Π1, . . . ,Πk be i.i.d. uniformly
distributed random d× d permutation matrices. Then

X =

k∑
i=1

(Πi + Π∗i )

is the adjacency matrix of a (not necessarily simple) 2k-regular graph with d ver-
tices. This is the permutation model of random regular graphs. Before we proceed,
let us recall a basic fact about the adjacency matrix of any regular graph.
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Lemma 3.7 (Alon-Boppana). Let A be the adjacency matrix of an m-regular graph
with d vertices. Then the largest and second largest eigenvalue of A satisfy

λ1(A) = m, λ2(A) ≥
(

1− C logm

log d

)
2
√
m− 1

for a universal constant C. Moreover, 1 ∈ Rd (the vector all of whose entries are
one) is an eigenvector of A with eigenvalue m.

Proof. The statement about the largest eigenvalue and eigenvector follow immedi-
ately from the Perron-Frobenius theorem and A1 = m1. The bound on the second
eigenvalue is a classical result of Alon-Boppana (in this form, see [61]). �

In the seminal paper [43], Friedman shows that when k is fixed and d → ∞,
the second largest eigenvalue of the adjacency matrix X of the permutation model
satisfies λ2(X) ≤ (1 + o(1))2

√
2k − 1 with high probability. Thus, by Lemma 3.7,

such graphs have the largest possible spectral gap to leading order, that is, they are
“nearly Ramanujan”. It is an old question whether this conclusion persists when
both k, d → ∞; see, e.g., [15, §1.4], and [84] for further questions of this kind.
While some quantitative information can be extracted from proofs of Friedman’s
theorem (for example, a special case of [21, Theorem 1.4] shows that Friedman’s
result remains valid when k � log d

(log log d)2 ), all known proofs appear to break down
for larger k. In the latter regime, it is known [44, 39, 36] that λ2(X) = O(

√
k), but

these results cannot recover the optimal constant.
We presently settle this question for k � (log d)4. This leaves only a narrow

range of parameters log d
(log log d)2 . k . (log d)4 open.2

Theorem 3.8. Denote by X⊥ the restriction of X to 1⊥. Then for every a > 0,
there is a constant C > 0 depending only on a so that

‖X⊥‖ ≤
(

1 + C
(log d)

3
4

d
1
4

+ C
(log d)

2
3

k
1
6

+ C
log d

k
1
2

)
2
√

2k

with probability at least 1 − d−a. In particular, λ2(X) ≤ (1 + o(1))2
√

2k − 1 with
probability 1− o(1) whenever d, k →∞ with (log d)4 = o(k).

Proof. The random matrix X is a special case of the model of the previous section,
where we choose ρ to be the permutation representation of the symmetric group
Sd. Moreover, ρ⊥ = ρ|1⊥ is an irreducible representation of Sd of dimension d− 1.
We can therefore compute using Lemma 3.5

E[X⊥] = 0, ‖E[(X⊥)2]‖ = 2k

(
1 +

s

d− 1

)
with |s| ≤ 1, as well as (using that v(A+B) ≤ v(A) + v(B))

σ∗(X
⊥) ≤ v(X⊥) ≤ 2 v

( k∑
i=1

ρ⊥(gi)

)
= 2

√
k

d− 1
, R(X⊥) ≤ 2.

The bound on ‖X⊥‖ follows directly by applying the tail bound of Corollary 2.17
with t = (a+3) log d. As 1 is an eigenvector of X with eigenvalue λ1(X), we clearly
have λ2(X) ≤ ‖X⊥‖ and the proof is complete. �

2This remaining range of parameters was recently settled in the subsequent work [34].
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Remark 3.9. Theorem 3.8 yields an upper bound on λ2(X) for the permutation
model, which agrees with the Alon-Boppana lower bound that holds for any reg-
ular graph. Note, however, that the Alon-Boppana bound (Lemma 3.7) is only
meaningful when log k � log d. A variant of Theorem 3.8 readily shows that for
the permutation model, the lower bound λ2(X) ≥ (1 + o(1))2

√
2k − 1 remains

valid for any k � (log d)4, even when the Alon-Boppana bound fails (e.g., combine
Corollary 2.7 with [9, Corollary 2.11]). However, when the Alon-Boppana bound
fails it need not be the case that random regular graphs are optimal expanders.

3.2.3. Random Cayley graphs. In this subsection we let Γ be a finite group, and let
g1, . . . , gk be i.i.d. variables drawn uniformly from Γ. We consider the Cayley graph
defined by the generating set {g1, . . . , gk, g

−1
1 , . . . , g−1

k }, and denote its adjacency
matrix by X. This model is a special case of (3.2) where ρ : Γ → U(`2(Γ)) is the
right-regular representation of Γ, that is, (ρ(g)f)h = fhg.

A classical result of Alon and Roichman [2] states that if we choose k � log |Γ|
generators, then the random Cayley graph is an expander, that is, λ2(X) = o(k)
(see also [59] and the references therein for alternative proofs and extensions).3 The
remarkable feature of this result is that it holds for any finite group Γ. Here we
exhibit a new phenomenon: for many groups, choosing k � (log |Γ|)4 generators
suffices to ensure that the random Cayley graph is nearly Ramanujan, that is, that
λ2(X) ≤ (1 + o(1))2

√
2k − 1. This cannot happen for an arbitrary group, as the

weaker estimates of [2] are essentially optimal for abelian groups. Rather, we show
that this is the case for general nonabelian groups as soon as the dimensions of the
nontrivial irreducible representations are not too small.

Theorem 3.10. Denote by d0 ≤ d1 ≤ . . . ≤ dm the dimensions of the isomorphism
classes of irreducible representations of Γ, where d0 = 1 corresponds to the trivial
representation. Define the parameter

α(Γ) := max
1≤i≤m

√
log(i+ 1)

di
.

Then for every a > 0, there is a constant C > 0 depending only on a so that

‖X⊥‖ ≤
(

1 + Cα(Γ) + C
(log d1)

3
4

d
1
4
1

+ C
(log |Γ|) 2

3

k
1
6

+ C
log |Γ|
k

1
2

)
2
√

2k

with probability at least 1 − d−a1 . In particular, λ2(X) ≤ (1 + o(1))2
√

2k − 1 with
probability 1− o(1) whenever α(Γ) = o(1) and (log |Γ|)4 = o(k).

Proof. The Peter-Weyl theorem [51, Theorem 5.4.1] states that the right-regular
representation decomposes as a direct sum ρ =

⊕m
i=0(ρi ⊗ 1di) of non-isomorphic

irreducible representations ρi of Γ, each of which appears with multiplicity di (here
1d is the identity matrix of dimension d). In other words, there is a choice of basis
in which X is block-diagonal with blocks Xi ⊗ 1di , where each Xi is of the form
(3.2) for a distinct irreducible representation of Γ. As the trivial representation
accounts for the action on the eigenvector 1, we obtain X⊥ =

⊕
1≤i≤mXi ⊗ 1di .

3The asymptotic notation used here implicity assumes a family of groups Γn and degrees
kn with n → ∞; we dropped the indexing for simplicity. Note, however, that our results are
nonasymptotic; asymptotic statements are given only to clarify their qualitative features.
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As in the proof of Theorem 3.8, we can compute using Lemma 3.5

E[Xi] = 0, σ(Xi)
2 ≤ 2k

(
1 +

1

di

)
, σ∗(Xi)

2 ≤ v(Xi)
2 ≤ 4k

di
, R(Xi) ≤ 2

for 1 ≤ i ≤ m. Thus Corollary 2.17 yields

P

[
‖Xi‖ ≥

(
1 + C

(log di)
3
4

d
1
4
i

+ C
t
1
2

d
1
2
i

+ C
t
2
3

k
1
6

+ C
t

k
1
2

)
2
√

2k

]
≤ 4die

−t

for all 1 ≤ i ≤ m and t ≥ 0. Choosing t = 2 log(i+ 1) + (a+ 3) log di yields

P

[
‖Xi‖ ≥

(
1 + Cα(Γ) + C

(log d1)
3
4

d
1
4
1

+ C
(log |Γ|) 2

3

k
1
6

+ C
log |Γ|
k

1
2

)
2
√

2k

]
≤ d−a1

(i+ 1)2

for all 1 ≤ i ≤ m, where C depends only on a. (Here we used that t ≤ (a+5) log |Γ|
as di ≤ |Γ| and m + 1 ≤ |Γ|.) Using ‖X⊥‖ = max1≤i≤m ‖Xi‖, applying a union
bound, and noting that

∑∞
i=1(i+ 1)−2 < 1 concludes the proof. �

The parameter α(Γ) in Theorem 3.10 controls the growth rate of the dimensions
of the irreducible representations of Γ. The condition α(Γ) = o(1) holds as soon as
the irreducible representations are sufficiently high-dimensional. This condition is
satisfied in many examples. For example, the following result is a slightly stronger
form of [12, Lemma 9]; we include the proof for completeness.

Lemma 3.11. For any sequence Γn of nonabelian finite simple groups such that
|Γn| → ∞, we have α(Γn)→ 0.

Proof. The nonabelian finite simple groups are classified [50, §5.1] into 6 families
of classical simple groups, 10 families of exceptional simple groups, the alternating
groups, and a finite number of sporadic groups. As |Γn| → ∞, the sporadic groups
are irrelevant. In the following, we fix a non-sporadic finite simple group with
d1 ≤ . . . ≤ dm (m+ 1 ≤ |Γ|) defined as in Theorem 3.10.

If Γ is a classical or exceptional simple group, [50, Tables 5.1.A–B and 5.3.A]
yield log |Γ| � r2 log q and d1 & qcr for some r ∈ N and prime power q, where c is
a universal constant. Thus α(Γ)2 ≤ log |Γ|

d1
. (log qcr)2

qcr = o(1) as |Γ| → ∞.
Now let Γ = Alt(r) be an alternating group with r ≥ 9; then log |Γ| � r log r,

and it follows from [45, §5.1] and [69, Result 2] that d1 = r − 1 and d2 ≥ cr2 for a
universal constant c. Thus α(Γ)2 ≤ max( log 2

d1
, log |Γ|

d2
) = o(1) as |Γ| → ∞. �

Theorem 3.10 therefore implies that for nonabelian finite simple groups, the
Cayley graph defined by choosing k � (log |Γ|)4 random generators is nearly Ra-
manujan with high probability. When we are in addition in the domain of validity
of the Alon-Boppana theorem, that is, when log k � log |Γ| (cf. Lemma 3.7), it
follows that these random Cayley graphs are optimal expanders.

The formulation of Theorem 3.10 was inspired by [12], where a variant of the
Gaussian model G associated to X was introduced on an ad-hoc basis to illustrate
certain subtleties in the formulation of matrix concentration inequalities [9, §8.1].
The key point here, however, is that the universality principles of this paper make
random matrices of this kind appear in a fundamental manner in the study of the
expansion properties of random Cayley graphs.
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Remark 3.12. To achieve a sharp bound, Theorem 3.10 requires at least that the
smallest dimension d1 of a nontrivial irreducible representation diverges; that is,
Theorem 3.10 is concerned with quasirandom groups in the sense of [46]. This
condition also plays a key role in deep results on expansion in finite simple groups
of Lie type that were pioneered by Bourgain and Gamburd [23, 24]. In contrast
to Theorem 3.10, the latter results require only a bounded number of random gen-
erators but do not achieve the near-Ramanujan property of the associated Cayley
graphs. Whether both properties can be achieved simultaneously is a long-standing
question, see [70] for further discussion and numerical evidence.

It is clear that d1 →∞ is also necessary to obtain an optimal expander with high
probability. For example, if Γ = Sd is the symmetric group, d1 = 1 corresponds to
the sign representation, and the 1×1 block X1 in the proof of Theorem 3.10 equals
twice the sum of k i.i.d. symmetric Bernoulli variables. Thus λ2(X) ≥ ‖X1‖ already
exceeds, say, 3

√
2k − 1 with constant probability. A similar argument applies to

any sequence of groups for which d1 6→ ∞. However, in this situation it is still
possible to obtain λ2(X) ≤ (1+o(1))2

√
2k − 1 with constant probability as long as

the number of low-dimensional irreducible representations is bounded. Conditions
for this to hold follow along the same lines as in Theorem 3.10.

3.2.4. Random lifts. For an m-regular graph, the Alon-Boppana lower bound on
the second eigenvalue arises from the fact that 2

√
m− 1 is the spectral radius of

the infinite m-regular tree. This suggests that an analogue of Lemma 3.7 for a non-
regular graph H should lower bound its second eigenvalue by the spectral radius
%(Ĥ) of its universal covering tree Ĥ. This is captured, at least qualitatively, by [48,
Theorem 6.6]. A non-regular graph H may thus be viewed as an optimal expander
if its second eigenvalue is bounded by (1 + o(1))%(Ĥ) [48, §6].

Amit and Linial [3] and Friedman [42] proposed a model of random graphs
that is designed to achieve such optimal expansion properties. Given any base
graph H = ([d], EH) with d vertices, its random n-lift H(n) = ([d] × [n], EH(n))
is obtained by duplicating each vertex and edge of the base graph n times, and
randomly scrambling the duplicate edges among the duplicate vertices. That is,
for each e ∈ EH with e = (i, j), i ≤ j, we construct ek ∈ EH(n) , k = 1, . . . , n
with ek = ((i, k), (j, σe(k))), where σe is a random permutation that is chosen
independently for each e ∈ EH . The adjacency matrix X(n) of H(n) is

X(n) =
∑
e∈EH

(Ae ⊗Π(n)
e +A∗e ⊗Π(n)∗

e ),

where Π
(n)
e are i.i.d. uniformly distributed n×n random permutation matrices and

Ae are the d× d matrices Ae = eie
∗
j for e = (i, j), i ≤ j.

It is important to note that for every n, the restriction of X(n) to Cd ⊗ C1
coincides with the adjacency matrix X(1) of H. Thus every eigenvalue of H is also
an eigenvalue of H(n). The new eigenvalues that are introduced by the random lift
are the eigenvalues of X(n)⊥, the restriction of X(n) to Cd⊗1⊥. The long-standing
conjecture that ‖X(n)⊥‖ ≤ (1 + o(1))%(Ĥ) as n → ∞ for fixed H was proved by
Bordenave and Collins in [20]. This shows that random n-lifts are optimal expanders
provided the base graph is an optimal expander.

As in the case of random regular graphs, however, it is far from clear whether this
phenomenon persists if one considers random n-lifts of an unbounded sequence of
base graphs Hn. The best bound to date [21, Theorem 1.4] is restricted to n-lifts of
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graphs H with |EH | � logn
(log logn)2 edges. The following result addresses the comple-

mentary regime where the maximal degree of H grows at least polylogarithmically
in the number of vertices nd of its n-lift H(n).

Theorem 3.13. Let H = ([d], EH) be an (undirected, not necessarily simple) graph
without self-loops. Denote by D(H) the maximal degree of a vertex of H and by
M(H) the maximal multiplicity of an edge of H. Then for every a > 0, there is a
constant C > 0 depending only on a so that the new eigenvalues of H(n) satisfy

‖X(n)⊥‖ ≤
(

1 + C
M(H)

1
4

n
1
4

(log nd)
3
4

D(H)
1
4

+ C
(log nd)

2
3

D(H)
1
6

+ C
log nd

D(H)
1
2

)
%(Ĥ)

with probability at least 1− (nd)−a. In particular, ‖X(n)⊥‖ ≤ (1 + o(1))%(Ĥ) with
probability 1− o(1) whenever (log nd)4 = o(D(H)) and M(H) = O(n).

A surprising aspect of Theorem 3.13 is that when H is a simple graph and
D(H) � (log d)4, the conclusion holds already for n = 2, that is, for random 2-
lifts. This is stark contrast to the bounded degree case, where one must in general
let n → ∞ to achieve an (1 + o(1))%(Ĥ) upper bound. On the other hand, when
n → ∞, a quantitative Alon-Boppana type theorem of [21, Theorem 1.7] shows
that there is a broad range of parameters where Theorem 3.13 yields the smallest
possible new eigenvalues among all (not necessarily random) n-lifts.

Remark 3.14. The assumption that H has no self-loops was made for simplicity.
The proof of Theorem 3.13 will allow for self-loops, but in this case we must let
n→∞ to achieve a (1 + o(1))%(Ĥ) bound. We already discussed a special case of
this setting: when H is the graph with 1 vertex and k self-loops, H(n) coincides
with the permutation model of random regular graphs of section 3.2.2.

Remark 3.15. When H is a simple m-regular graph (for which %(Ĥ) = 2
√
m− 1),

a result along the lines of Theorem 3.13 can be obtained in a much simpler manner
by comparing the norm of X⊥ to that of a Wigner matrix [13, 11]. The primary
interest of Theorem 3.13 is that it yields the correct upper bound for general H.

The proof of Theorem 3.13 is given in section 9.1. Let however briefly outline
the argument. It is a basic fact (see, e.g., [20]) that %(Ĥ) may be computed as

%(Ĥ) =

∥∥∥∥∥ ∑
e∈EH

(Ae ⊗ λ(ge) +A∗e ⊗ λ(ge)
∗)

∥∥∥∥∥, (3.3)

where (ge)e∈EH are the free generators of the free group F|EH | and λ denotes the
left-regular representation. On the other hand, Theorem 2.16 enables us to bound
the norm of X(n)⊥ by that of X(n)⊥

free . This almost yields the desired conclusion,
except that in X

(n)⊥
free the free generators λ(gi) are replaced by certain deformed

circular variables. While in general ‖X(n)⊥
free ‖ > %(Ĥ), we will show these quantities

coincide to leading order when D(H)→∞, concluding the proof.

3.3. Matrix concentration inequalities for smallest singular values. The
theory behind classical matrix concentration inequalities [77] is inherently limited
to the extreme eigenvalues of random matrices. In contrast, our results control the
entire spectrum. This makes it possible, for example, to obtain matrix concentra-
tion inequalities for the smallest singular value of non-self-adjoint random matrices.
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Such results are fundamentally outside the scope of classical matrix concentration
inequalities for general models of the form (2.1) (unless one imposes special struc-
ture, see, e.g., [77, §5.2.1] for an example).

We presently state a general result of this kind. In the following, we define the
smallest singular value of Y as smin(Y ) := inf sp(|Y |).

Theorem 3.16. Let Y = Z0 +
∑n
i=1 Zi, where Z0 is a nonrandom d ×m matrix

and Z1, . . . , Zn are independent centered d×m random matrices, with d ≥ m. Then

P
[
smin(Y ) ≤ smin(Yfree)− C

{
v(Y )

1
2σ(Y )

1
2 (log d)

3
4

− σ∗(Y )t−R(Y )
1
3σ(Y )

2
3 t

2
3 −R(Y )t

}]
≤ de−t

for all t ≥ 0, where C is universal constant. Here σ(Y ), σ∗(Y ), v(Y ), R(Y ) are
defined as in Corollary 2.17, and Yfree is the d × m matrix so that the real and
imaginary parts of its entries is a semicircular family with the same mean and
covariance as the real and imaginary parts of the entries of Y .

The proof of Theorem 3.16 will be given in section 9.2 below. A variant of
Theorem 3.16 for unbounded random matrices can also be deduced along the same
lines, by using Theorem 2.8 instead of Theorem 2.6 in the proof.

In the case that E[Y ] = 0, a simple “user-friendly” bound

smin(Yfree) ≥ smin(EY ∗Y )
1
2 − ‖EY Y ∗‖ 1

2 (3.4)

was obtained in [9, Lemma 3.15]. This bound gives rise to very simple explicit
estimates, but may be far from sharp for nonhomogeneous random matrices. In
this case, the quantity smin(Yfree) can also be computed exactly using an explicit
variational formula (in the spirit of [54]) that is obtained in [64].

Example 3.17 (Bipartite random graphs). Consider a bipartite random graph with
vertex set [d]t [m] (d ≥ m) in which each edge (i, j) with i ∈ [d], j ∈ [m] is included
independently with probability pij . This is a nonhomogeneous and bipartite ana-
logue of the classical Erdős-Rényi model. The adjacency matrix A of this graph is
the d×m matrix with independent entries Aij ∼ Bern(pij).

A basic question of interest in this setting (cf. [40] and the references therein) is
to bound the largest and smallest singular values of A−EA.

Corollary 3.18. Denote by ρ := minj
∑
i pij(1 − pij), γ := maxi

∑
j pij(1 − pij),

and k := max
{

maxi
∑
j pij(1− pij),maxj

∑
i pij(1− pij)

}
. Then for every a > 0,

there is a constant C > 0 that depends only on a so that

‖A−EA‖ ≤ √ρ+
√
γ + Ck

1
3 (log d)

2
3 ,

smin(A−EA) ≥ √ρ−√γ − Ck 1
3 (log d)

2
3

with probability at least 1− d−a, provided that k ≥ log d.

Proof. We can express Y := A − EA as Y =
∑
ij Zij where Zij = Yijeie

∗
j are

independent centered random matrices. Then we readily compute smin(EY ∗Y ) = ρ,
‖EY Y ∗‖ = γ, σ2(X) ≤ k, σ∗(Y )2 ≤ v(Y )2 ≤ maxij pij(1−pij), and R(Y ) ≤ 1. The
conclusion now follows directly from Corollary 2.17, Theorem 3.16, and (3.4). �
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The simplest example of this result is the homogeneous case where pij = p < 1.
In this case, the above bounds reduce to

1−
√
m

d
− C(log d)

2
3

(dp)
1
6

≤ smin(A−EA)√
dp(1− p)

≤ ‖A−EA‖√
dp(1− p)

≤ 1 +

√
m

d
+
C(log d)

2
3

(dp)
1
6

.

This shows that the classical Bai-Yin law [7], which applies to dense graphs with
constant 0 < p, md < 1 as d → ∞, remains valid for sparse graphs with average
degree dp� (log d)4. In this homogeneous setting, the results of [40] establish the
same conclusion in the slightly larger range dp � log d. However, for nonhomoge-
neous graphs, the best known bounds due to [40] are already weaker than those of
Corollary 3.18 to leading order, cf. [40, Remark 2.6].

On the other hand, we have formulated the simple bounds of Corollary 3.18
for sake of illustration only: the same proof yields bounds in which √ρ +

√
γ and√

ρ − √γ are replaced by the optimal leading-order terms ‖Yfree‖ and smin(Yfree),
respectively (where Y = A − EA), which can be computed in terms of explicit
variational principles [54, 64]. In other words, in contrast to previous results, we
obtain sharp Bai-Yin laws for sparse nonohomogeneous random matrices.

Remark 3.19. More generally, Theorem 3.16 may be viewed as a nonasymptotic,
nonhomogeneous Bai-Yin law that is sharp to leading order. It should be empha-
sized, however, that it can only locate the smallest singular value of Y near that
of its noncommutative model Yfree. In particular, Theorem 3.16 sheds no light on
the invertibility of Y when smin(Yfree) = 0, as is the case, e.g., for square matrices
with i.i.d. entries. The latter question is of a fundamentally different nature, which
is presently understood for nonhomogeneous models only under restrictive assump-
tions [72, 35] (see, however, [76] for significant recent progress in this direction).

3.4. Sample covariance matrices. Let Y1, . . . , Yn be independent, centered ran-
dom vectors in Rd. The d× d random matrix

S =

n∑
i=1

YiY
∗
i (3.5)

is called the (nonhomogeneous) sample covariance matrix associated to the data
Y1, . . . , Yn. Equivalently, we may express S = Y Y ∗, where

Y =

n∑
i=1

Yie
∗
i (3.6)

is the d × n random matrix with independent columns Y1, . . . , Yn. In the classical
setting where Y1, . . . , Yn are identically distributed, 1

nES is the covariance matrix
of Yi, and 1

nS may be viewed as a statistical estimator of this covariance matrix.
A central problem is then to bound the deviation 1

n‖S − ES‖ of the estimated
covariance matrix from the actual covariance matrix. Here we allow for a more
general nonhomogeneous situation where the data Y1, . . . , Yn need not be identically
distributed, which is of independent interest (see, e.g., [25]).

From the viewpoint of this paper, sample covariance matrices may approached
in two different ways: we may either view S itself as a model of the form (2.1), or
we may view Y as a model of the form (2.1). These two interpretations give rise to
distinct universality principles. As we will see below, neither approach subsumes
the other: they control the behavior of S in complementary regimes.
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For simplicity, we focus in this section on “user-friendly” explicit bounds on the
expected deviation E‖S −ES‖; sharp bounds in terms of Sfree and Yfree, as well as
high-probability bounds, may be obtained analogously.

3.4.1. Gaussian sample covariance matrices. In this section we consider Gaussian
sample covariance matrices, that is, (3.5) where Y1, . . . , Yn are independent Gauss-
ian random vectors Yi ∼ N(0,Σi). In this case, Y is a Gaussian random matrix, to
which the Gaussian theory of [9] can be applied.

Theorem 3.20 (Gaussian bound). Let Yi ∼ N(0,Σi). Then we have

E‖S −ES‖ ≤ 2

∥∥∥∥ n∑
i=1

Tr[Σi]Σi

∥∥∥∥ 1
2

+ max
i≤n

Tr Σi

+ C

(∥∥∥∥ n∑
i=1

Σi

∥∥∥∥∥+ max
i≤n

Tr Σi

) 3
4

max
i≤n
‖Σi‖

1
4 log

3
2 (d+ n).

Proof. By [9, Lemma 3.8], we have σ(Y )2 = ‖
∑
i Σi‖ ∨ maxi Tr Σi and v(Y )2 =

maxi ‖Σi‖. As v(Y ) ≤ σ(Y ), [9, Theorem 3.11 and Proposition 3.12] yield

E‖S −ES‖ ≤ 2‖E[Y E[Y ∗Y ]Y ∗‖ 1
2 + ‖EY ∗Y ‖+ Cσ(Y )

3
2 v(Y )

1
2 log

3
2 (d+ n)

for a universal constant C. The leading terms are readily computed. �

On the other hand, even when Y is Gaussian, we may view S as a non-Gaussian
random matrix of the form (2.1) with Zi = YiY

∗
i , to which the universality princi-

ples of this paper may be applied. For example, applying Theorem 2.9 yields the
following bound, whose proof is given in section 9.3.1.

Theorem 3.21 (S-universality bound). Let Yi ∼ N(0,Σi). Then for any ε ∈ (0, 1]

E‖S−ES‖ ≤ (1 + ε) 2

∥∥∥∥ n∑
i=1

Tr[Σi]Σi

∥∥∥∥ 1
2

+
C

ε3

(∥∥∥∥ n∑
i=1

Σ2
i

∥∥∥∥ 1
2

+ max
i≤n

Tr Σi

)
log3(d+n).

The fundamental distinction between these bounds is that Theorem 3.21 models
S by the noncommutative model Sfree, while Theorem 3.20 models S = Y Y ∗ by
the noncommutative model YfreeY

∗
free. Somewhat surprisingly, these distinct inter-

pretations have complementary (partially overlapping) domains of validity, which
is already illustrated by the simplest possible example.

Example 3.22. Suppose that Y1, . . . , Yn are i.i.d. standard Gaussian vectors in Rd,
that is, Σi = 1 for all i. In this setting, the classical Bai-Yin law [7] implies that
E‖S −ES‖ = (1 + o(1))(2

√
nd+ d) when n, d→∞ with n

d fixed.
Let us now verify what Theorems 3.20 and 3.21 yield for this model.

• First, note that the Gaussian bound of Theorem 3.20 yields

E‖S −ES‖ ≤ 2
√
nd+ d+ C(n+ d)

3
4 log

3
2 (d+ n).

Here the leading terms agree with the Bai-Yin law, but the error term is of smaller
order if and only if n→∞ and d� n

1
2 (log n)3. This includes the n ∝ d setting

of the classical Bai-Yin law, but excludes cases where n is much larger than d.
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• On the other hand, the universality bound of Theorem 3.21 yields

E‖S −ES‖ ≤ (1 + ε) 2
√
nd+ Cε−3(

√
n+ d) log3(d+ n).

In this bound, the leading term agrees with the Bai-Yin law only when n � d,
and the error term is of smaller order if and only if (log n)6 � d� n

(logn)6 . This
regime excludes the setting of the classical Bai-Yin law, but covers precisely the
situation that the Gaussian bound fails to capture.

Combining the above bounds yields E‖S −ES‖ ≤ (1 + o(1))(2
√
nd+ d) whenever

n → ∞ and d � (log n)6. This very general conclusion hides the fact that two
complementary approaches were used to capture the large d and large n regimes.

The homogeneous setting of Example 3.22 is special in that Σi = 1 implies
‖S − ES‖ = ‖Y Y ∗ − n1‖ = max{‖Y ‖2 − n, n − smin(Y ∗)2}, so that this case
can also be approached using the methods of section 3.3. Such a reduction fails,
however, for nonhomogeneous sample covariance matrices. In the general setting,
Theorems 3.20 and 3.21 control the behavior of Gaussian sample covariance matri-
ces in complementary regimes that together span a wide range of parameters.

Remark 3.23. Let us note for completeness that Gaussian sample covariance matri-
ces always satisfyE‖S−ES‖ & ‖

∑
i Tr[Σi]Σi‖

1
2 +maxi Tr Σi, cf. section 9.3.2. Thus

the leading terms in Theorems 3.20 and 3.21 are also lower bounds on E‖S −ES‖
up to a universal constant. On the other hand, the proofs of these results can even
capture the sharp leading term predicted by free probability.

3.4.2. Non-Gaussian models. We now consider more general models where the data
Y1, . . . , Yn may be non-Gaussian. This makes little difference in the setting of Theo-
rem 3.21: here we already interpreted S itself as a non-Gaussian matrix, and applied
the universality principle to compare it with its Gaussian model (the assumption
that Y is Gaussian was not used in a fundamental way in the proof).

On the other hand, in order to extend Theorem 3.20 to the non-Gaussian setting,
we must compare S = Y Y ∗ with HH∗, where H is the Gaussian model associated
to Y . Such a comparison can be deduced from our universality principles by means
of a linearization argument as in [9, §3.3]. Note that the setting of the following
result is far more general than that of the model (3.5).

Theorem 3.24 (Y -universality). Let Y = Z0 +
∑n
i=1 Zi be a d×m random matrix

defined as in Theorem 3.16, and let H be the d×m random matrix so that the real
and imaginary parts of its entries are jointly Gaussian with the same mean and
covariance as the real and imaginary parts of the entries of Y . Then∣∣E‖Y Y ∗ −EY Y ∗‖ −E‖HH∗ −EHH∗‖

∣∣ . δE‖H‖+ δ2

with

δ = σ∗(Y ) log
1
2 (d+m) +R(Y )

1
3σ(Y )

2
3 log

2
3 (d+m) +R(Y ) log(d+m).

The proof of Theorem 3.24 is in section 9.3.3. We state the result for bounded
random matrices for simplicity; similar results for unbounded matrices are obtained
by using Theorem 2.8 rather than Theorem 2.6 in the proof.

As Y is already expressed as a sum of independent random matrices in (3.6),
it is tempting to attempt to apply Theorem 3.24 with Zi = Yie

∗
i . Unfortunately,

as is illustrated in the following example, such a straightforward application of the
universality principle fails to yield meaningful results. The reason is simple: (3.6)
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captures only the independence of the data Y1, . . . , Yn, but independent data alone
does not suffice to ensure universality of sample covariance matrices.

Example 3.25. Let us revisit the Bai-Yin setting of Example 3.22 in the non-
Gaussian case, that is, we now assume only that Y1, . . . , Yn are i.i.d. centered
random vectors with unit covariance matrix Σi = 1 for all i.

In this setting, the Gaussian model H associated to Y in Theorem 3.24 is pre-
cisely the d×n random matrix with i.i.d. standard Gaussian entries. In particular,
the classical Bai-Yin law [7] implies that E‖HH∗−EHH∗‖ = (1+o(1))(2

√
γ+1)d

when n, d → ∞ with n
d = γ fixed. On the other hand, if we write Y =

∑n
i=1 Zi

with Zi = Yie
∗
i , we clearly have R(Y )2 ≥ maxiE‖Zi‖2 = d, so that

δE‖H‖+ δ2 &
(log d)2

2
√
γ + 1

E‖HH∗ −EHH∗‖.

Thus Theorem 3.24 cannot yield universality of the Bai-Yin law in this manner, as
its error term is always of larger order than the Gaussian quantity of interest.

The problem that arises here is not an inefficiency of our universality principles,
however, but is a genuine phenomenon: at the present level of generality, univer-
sality of the Bai-Yin law is simply false. For example, let Yi =

√
d εieIi , where

ε1, . . . , εn are i.i.d. random signs and I1, . . . , In are i.i.d. uniformly distributed vari-
ables on [d]. Then Y1, . . . , Yn are i.i.d. with zero mean and unit covariance. However,
as Y Y ∗ is diagonal with multinomially distributed diagonal entries, we have [68]

E‖Y Y ∗ −EY Y ∗‖ = (1 + o(1))
d log d

log(γ−1 log d)
� E‖HH∗ −EHH∗‖

when n, d→∞ with n
d = γ fixed. Thus universality of the Bai-Yin law fails.

Example 3.25 illustrates that even in the classical setting of Bai-Yin law, some
additional assumption on the distribution of the vectors Yi is needed to achieve uni-
versality. The additional assumption that would enable us to apply Theorem 3.24
is that each Yi is itself a sum of independent random vectors of sufficiently small
norm. This situation arises naturally in random matrix theory: we presently pro-
vide one example of such a model, where the above results yield a considerable
improvement on the best known nonasymptotic bounds.

Example 3.26 (Product of random and deterministic matrices). Let A be a N × n
random matrix with independent real entries that have zero mean and unit variance,
and let B be a d×N nonrandom matrix. We are interested in the sample covariance
matrix S = Y Y ∗ where Y = BA. The difficulty of analyzing such models is
that even though A has independent entries, the matrix Y generally has highly
dependent entries which renders many standard tools of nonasymptotic random
matrix theory inapplicable. Here we obtain the following.

Theorem 3.27. Let S = Y Y ∗ with Y = BA, where A is a N × n random matrix
with E[Aij ] = 0, Var(Aij) = 1, and ‖Aij‖∞ ≤ α, and let B be a d×N nonrandom
matrix. Assume that α ≤

√
n and ‖B‖HS ≥ α‖B‖. Then we have

E‖S −ES‖ ≤(
1 + C

{(
α√
n

) 1
15

+

(
α‖B‖
‖B‖HS

) 1
4
}

log3(d+ n)

)(
2‖B‖HS‖B‖

√
n+ ‖B‖2HS

)
,

where C is a universal constant, ES = nBB∗, and ‖M‖2HS := Tr |M |2.
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The proof is given in section 9.3.4. While we have formulated a single bound,
it should be emphasized that the proof is once again a combination of two distinct
universality principles. (We have made no effort to optimize the exponents in the
lower-order terms, which are not expected to be optimal.)

It is instructive to compare Theorem 3.27 with previous nonasymptotic results in
this setting, which establish bounds analogous to Theorem 3.27 up to a multiplica-
tive factor that depends on the moments of Aij : see [85] and the references therein
for subgaussian or subexponential entries, and [82] for a slightly weaker result for
entries with bounded fourth moment. The advantage of Theorem 3.27 is twofold.
First, Theorem 3.27 reproduces the correct leading-order behavior in the Bai-Yin
law (i.e., the case N = d,B = 1), while previous results lose at least a multiplica-
tive factor. Second, Theorem 3.27 is applicable to sparse random matrices, while
previous bounds are fundamentally inefficient in the sparse setting.

To illustrate this point, suppose that Aij are symmetric Bernoulli variables with
P[Aij = 0] = 1− p and P[Aij = p−

1
2 ] = p

2 . Then Theorem 3.27 yields

E‖S −ES‖ ≤ (1 + o(1))
(
2‖B‖HS‖B‖

√
n+ ‖B‖2HS

)
for p� logβ(d+ n)

n ∧ r
for a suitable β, where r = ‖B‖2HS‖B‖−2 is the effective rank of B. On the other
hand, as E|Aij |4 = 1

p diverges as soon as p→ 0, the results of [82, 85] fail to achieve
even the correct order of magnitude of the norm in the sparse setting.

Remark 3.28. We have formulated Theorem 3.27 for the case that the entries Aij
are uniformly bounded, while prior results [82, 85] also consider unbounded entries.
However, our restriction to bounded entries was made for simplicity of exposition
only, and is not a fundamental restriction of the proof of Theorem 3.27. A related
inequality for the unbounded case may be found in Remark 9.16.

While Example 3.26 provides a natural model where each Yi is itself a sum
of independent random vectors, such an assumption can be restrictive for more
general models of sample covariance matrices. On the other hand, in the special
(homogeneous) setting of the Bai-Yin law, it was shown in [31] that a much weaker
assumption suffices to achieve universal behavior: in this case one need only assume
that each Yi satsifies certain concentration of measure properties, which rules out
the counterexample of Example 3.25. In forthcoming work [63], the universality
principles of this paper are further refined to capture such concentration assump-
tions for general (nonhomogeneous) sample covariance matrices.

More generally, the above considerations highlight the broader question whether
the universality principles of this paper extend to random matrices that admit
more general dependence structures than can be captured by the model (2.1); such
principles could enable the analysis of natural models that are outside the scope of
this paper. Progress in this direction may be found in [63, 81].

3.5. Strong asymptotic freeness. The celebrated asymptotic freeness theorem
of Voiculescu [83] states that if XN

1 , . . . , X
N
m are independent N × N Wigner ma-

trices and s1, . . . , sm is a free semicircular family (i.e., a semicircular family as in
Definition 2.2 with zero mean and unit covariance), then

lim
N→∞

tr p(XN
1 , . . . , X

N
m ) = τ(p(s1, . . . , sm)) a.s.
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for every noncommutative polynomial p. This makes it possible to compute the
limiting spectral distributions of polynomials Wigner matrices using tools of free
probabilty; see, e.g., [5, Chapter 5]. That the convergence holds also in norm

lim
N→∞

‖p(XN
1 , . . . , X

N
m )‖ = ‖p(s1, . . . , sm)‖ a.s.

is a deep result of Haagerup and Thorbjørnsen [47], who proved it for GUE matrices.
The latter strong asymptotic freeness property is of fundamental importance both
to random matrices and in the theory of operator algebras.

The methods of [47] are rather delicate, and their extension even to random ma-
trices with i.i.d. entries with bounded fourth moment requires considerable effort [4].
It was therefore long unclear whether the strong asymptotic freeness pheonomenon
could be expected to hold in the absence of strong symmetry assumptions. That
this is indeed the case is a notable application of the sharp matrix concentration
theory of [9], which made it possible to establish strong asymptotic freeness of an
extremely general class of Gaussian random matrix models.

Here we extend the latter results to an even more general family of non-Gaussian
random matrices. To this end, we must show that our universality principles for
random matrices of the form (2.1) imply universality for polynomials of such ma-
trices. In the following (asymptotic) result, whose proof is given in section 9.4, this
is accomplished by a direct application of known linearization arguments [47, 38]
that we use as a black box. However, while we do not develop this direction sys-
tematically in this paper, our methods can also be used to obtain nonasymptotic
bounds for polynomials of random matrices: for example, Theorem 3.24 may be
viewed as a result of this kind for a certain quadratic polynomial.

Theorem 3.29 (Strong asymptotic freeness). Let s1, . . . , sm be a free semicircular
family. For each N ≥ 1, let Let HN

1 , . . . ,H
N
m be independent self-adjoint random

matrices of dimension dN ≥ N defined by

HN
k = ZNk0 +

MN∑
i=1

ZNki ,

where ZNk0 is a deterministic self-adjoint matrix and ZNk1, . . . , Z
N
kMN

are independent
self-adjoint random matrices with zero mean. Suppose that

lim
N→∞

‖E[HN
k ]‖ = lim

N→∞
‖E[(HN

k )2]− 1‖ = lim
N→∞

R̄(HN
k ) = 0

and that

lim
N→∞

(log dN )
3
2 v(HN

k ) = 0, lim
N→∞

(log dN )2 max
1≤i≤MN

‖ZNki‖ = 0 a.s.

for every 1 ≤ k ≤ m. Then

lim
N→∞

tr p(HN
1 , . . . ,H

N
m ) = τ(p(s1, . . . , sm)) a.s.,

lim
N→∞

‖p(HN
1 , . . . ,H

N
m )‖ = ‖p(s1, . . . , sm)‖ a.s.

for every noncommutative polynomial p. Moreover, the analogous result holds if
a.s. convergence is replaced by convergence in probability.

Theorem 3.29 applies to a large family of random matrices with non-Gaussian,
nonhomogeneous, and dependent entries. In order to illustrate some characteristic
features of this result, let us develop one example in more detail.
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Example 3.30 (Sparse Wigner matrices). We consider matrices with a deterministic
sparsity pattern, where all nonzero entries of the matrix are i.i.d. We emphasize
that such random matrices may be highly nonhomogeneous.

Definition 3.31. Let (ηij)1≤i≤j<∞ be i.i.d. real-valued random variables with zero
mean and unit variance, and let G = ([d], E) be a k-regular graph with d vertices.
Then the (G, η)-sparse Wigner matrix is the d × d self-adjoint random matrix X
with entries Xij = k−

1
2 ηij1{i,j}∈E for 1 ≤ i ≤ j ≤ d.

The proof of of the following result is given in section 9.4.3.

Corollary 3.32. Let (ηrij)1≤r≤m,1≤i≤j<∞ be i.i.d. centered random variables with
unit variance and E[|ηkij |p] <∞ for some p > 2, and let GN be a kN -regular graph
with dN ≥ N vertices. Let HN

r be the (GN , ηr)-sparse Wigner matrix.

a. If kN � d
2
p−2

N (log dN )
4p
p−2 , then

lim
N→∞

tr p(HN
1 , . . . ,H

N
m ) = τ(p(s1, . . . , sm)) in probability,

lim
N→∞

‖p(HN
1 , . . . ,H

N
m )‖ = ‖p(s1, . . . , sm)‖ in probability

for every noncommutative polynomial p. If the graphs GN = ([dN ], EN ) are
increasing (i.e., EN ⊆ EN+1 for all N), the convergence also holds a.s.

b. If kN � d
2
p−2

N (log dN )−
2p
p−2 , then the conclusion of part a. must fail for some

entry distribution satisfying the assumptions.

A fundamental phenomenon that is captured by this result is that strong asymp-
totic freeness requires a tradeoff between sparsity and integrability of the entries.
For dense Wigner matrices kN = dN , we obtain strong asymptotic freeness as soon
as the entries have 4 + ε moments for some ε > 0, as was previously shown in [4].
On the other hand, as we bound more moments, increasingly sparse random ma-
trices can still achieve strong asymptotic freeness. This tradeoff is captured nearly
optimally by Corollary 3.32, up to logarithmic factors.

In the opposite extreme, when the entries ηrij are uniformly bounded, it follows
directly from Theorem 3.29 that strong asymptotic freeness holds (in the a.s. sense)
as soon as kN � (log dN )4. By taking ηrij to be symmetric Bernoulli variables,
this shows that one can construct d× d random matrices with independent entries
that achieve strong asymptotic freeness using only O(d log5 d) bits of randomness.

Remark 3.33. The sparse Wigner model of Example 3.30 is only one special case
of the very general setting captured by Theorem 3.29, which also includes several
of the examples that were discussed in the previous sections: e.g., random matrices
defined by group representations as in section 3.2, or centered adjacency matrices of
sparse Erdős-Rényi graphs. Such examples further extend the scope of the strong
asymptotic freeness phenomenon beyond what was previously known.

3.6. Phase transitions in spiked models. A widely studied phenomenon in ran-
dom matrix theory, which dates back to the work of Baik, Ben Arous and Péché [8],
is that low-rank perturbations of random matrices (known as “spiked” models) give
rise to phase transitions: small perturbations do not affect the limiting eigenvalue
statistics, while large perturbations give rise to the appearance of outlier eigenval-
ues. Several closely related forms of this phenomenon have been investigated by
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many authors; see, e.g., the survey [27]. For sake of illustration, we focus here on
the following prototypical phenomenon of this kind.4

Theorem 3.34 (BBP transition for spiked GOE [17]). Let Gd be a d×d self-adjoint
random matrix whose entries (Gdij)i≥j are independent real Gaussian variables with
mean 0 and variance 1+1i=j

d . Let Ad be a nonrandom d × d positive semidefinite
matrix of rank r whose eigenvalues θ1 ≥ · · · ≥ θr > 0 are independent of d.
a. We have for 1 ≤ i ≤ r

λi(Ad +Gd)
d→∞−−−→
a.s.

{
θi + 1

θi
for θi > 1,

2 for θi ≤ 1,
, λr+1(Ad +Gd)

d→∞−−−→
a.s.

2,

where λ1(M) ≥ · · · ≥ λd(M) are the eigenvalues of M .

b. For every 1 ≤ i, j ≤ r such that θi > 1 and θj 6= θi, we have

‖Pi(Ad)vi(Ad +Gd)‖2
d→∞−−−→
a.s.

1− 1

θ2
i

, ‖Pj(Ad)vi(Ad +Gd)‖2
d→∞−−−→
a.s.

0,

where Pi(M) is the projection on the eigenspace ofM associated to the eigenvalue
λi(M), and vi(M) is any unit norm eigenvector of M with eigenvalue λi(M).

We aim to understand whether the phenomena described in Theorem 3.34 are
universal: do the conclusions remain valid if the GOE matrix Gn is replaced by
another random matrix Hd whose entries have the same mean and covariance?
Previous results have extended Theorem 3.34 to the setting where Hd has i.i.d. en-
tries above the diagonal under distributional assumptions that require at least some
bounded moments of higher order, cf. [27] and the references therein. (Analogues of
Theorem 3.34 are also known to hold for non-Gaussian homogeneous models where
Hd is invariant under a symmetry group; such models are rather different in spirit
from the kind of universality phenomena considered here.)

When applied to this setting, our universality principles can capture many new
situations, including sparse and dependent models.

Theorem 3.35. Let Gd, Ad be as in Theorem 3.34, and let Hd be any d × d self-
adjoint real random matrix of the form (2.1) whose entries have the same mean
and covariance as those of Gd. Suppose that (log d)2R(Hd) → 0 as d → ∞. Then
all the conclusions of Theorem 3.34 remain valid if Gd is replaced by Hd.

The proof of this result is given in section 9.5. Let us however briefly outline
the main ingredients of the proof. On the one hand, Theorem 2.6 shows that the
eigenvalues of Ad+Hd concentrate at the locations predicted by Theorem 3.34. On
the other hand, for θi > 1, let ϕi be a mollification of the indicator function of a
small interval around θi+ 1

θi
. Then ϕi(Ad+Hd) coincides with high probability with

the projection onto the linear span of the eigenvectors of Ad+Hd whose eigenvalues
concentrate at θi + 1

θi
. We can therefore apply the second part of Theorem 2.10 to

establish universality of these eigenprojections.
To illustrate Theorem 3.35, we briefly discuss one simple example.

Example 3.36 (Planted clique in the permutation model). Let Xd be the adjacency
matrix of a random 2kd-regular graph with d vertices in the permutation model

4The assumption that Ad is positive semidefinite is made here exclusively to simplify the
notation; any negative eigenvalues of Ad exhibit a completely analogous transition at θi = −1.
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defined in section 3.2.2, where (log d)4 � kd � d2. Choose a subset Ed ⊂ [d] of
vertices so that |Ed| = (1+o(1))θ

√
2kd. Then 1Ed1∗Ed +Xd is the adjacency matrix

of the random graph in which we planted a clique with vertices Ed.
By Lemma 3.5, the random matrix (2kd)

− 1
2X⊥d , where X

⊥
d is the restriction of

Xd to 1⊥, has the same mean and covariance as a GOE matrix of dimension d− 1.
Furthermore, the assumptions on kd and Ed imply that there exist unit vectors
vd ∈ 1⊥ so that ‖(2kd)−

1
2 1Ed1∗Ed − θvdv

∗
d‖ → 0. Thus applying Theorem 3.35 with

Hd−1 = (2kd)
− 1

2X⊥d and Ad−1 = θvdv
∗
d shows that the adjacency matrix of the

planted model has an outlier eigenvalue (beside its Perron-Frobenius eigenvalue) if
and only if θ > 1. In other words, the detectability of a planted clique by an outlier
in the spectrum exhibits a phase transition at |Ed| =

√
2kd.

Let us emphasize that the random matrices that arise in this example are both
dependent and may be highly sparse. (For the classical study of spectral detection
of planted cliques in dense Erdős-Rényi graphs, see [1].)

Remark 3.37. Even if we consider Hd with i.i.d. entries, sparse matrices are not
captured by previous extensions of Theorem 3.34 as their entries have unbounded
moments of order p > 2 (cf. Example 3.26). Some results for sparse matrices were
obtained very recently in [74], but rely on a special choice of Ad.

In this section we have used the classical Gaussian result of Theorem 3.34 as input
for the universality theory of this paper. However, much more general results can
be obtained in the Gaussian setting by applying the sharp matrix concentration
theory of [9]. This approach has two key advantages: it is nonasymptotic, and
it yields analogous phenomena in nonhomogeneous situations. The latter are of
particular interest in many applications, but are much less well understood than
the homogeneous setting [19, 53, 74, 6]. A detailed study of phase transitions in
nonhomogeneous models using the methods of [9] and of this paper appears in [10].

4. The cumulant method

The aim of this section is to introduce the basic device that we will use to prove
universality throughout this paper. The general setting that will be considered in
this section is the following. Let Y1, . . . , Yn be independent random vectors in RN ,
and let U1, . . . , Un be independent Gaussian random vectors such that Yi and Ui
have the same mean and covariance. Given a function f : RNn → C, we aim to
bound the deviation from the Gaussian model

∆ := E[f(Y1, . . . , Yn)]−E[f(U1, . . . , Un)].

There are various classical approaches to such problems. For example, the Linde-
berg method replaces Yi by Ui one term at a time, and then uses Taylor expansion
to third order to control the error of each term; similar bounds arise from Stein’s
method [33, §5]. Unfortunately, in the setting of this paper such methods appear to
give rise to very poor bounds. For example, in the context of Theorem 2.9, classical
methods yield bounds where the parameter σq(X)2 ≤ σ(X)2 := ‖

∑n
i=1 EZ

2
i ‖ is

replaced by at least
∑n
i=1 E‖Zi‖2, which is typically much larger.

The reason for the inefficiency of classical approaches to universality is that they
require the independent variables to be bounded term by term. In the present
setting, bounding the contribution of each summand Zi in (2.1) separately ignores
the noncommutativity of the summands. To surmount this problem, we will work
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instead with an exact formula for the deviation ∆ in terms of a series expansion
in the cumulants of the underlying variables. For our purposes, the advantage of
this exact formula is that it will enable us to keep the summands Zi together, and
estimate the resulting terms efficiently using trace inequalities without destroying
their noncommutativity. The price we pay for this is that we must expand the
deviation ∆ to high order in order to obtain efficient estimates.

In the univariate case N = 1, the cumulant expansion dates back to the work of
Barbour [14], and has been routinely applied to the study of random matrices with
independent entries since the work of Lytova and Pastur [55]. In the remainder
of this section, we recall the relevant arguments of [14, 55] and spell out their
immediate extension to the multivariate case N > 1.

4.1. Cumulants. LetW1, . . . ,Wm be bounded real-valued random variables. Then
their log-moment generating function is analytic with power series expansion

logE[e
∑m
i=1 tiWi ] =

∞∑
k=1

m∑
j1,...,jk=1

1

k!
κ(Wj1 , . . . ,Wjk) tj1 · · · tjk .

The coefficient κ(W1, . . . ,Wk) is called the joint cumulant of the random variables
W1, . . . ,Wk. Joint cumulants are multilinear in their arguments and invariant under
permutation of their arguments. Moreover, for jointly Gaussian random variables,
all joint cumulants of order k ≥ 3 vanish.

For any subset J ⊆ [m] := {1, . . . ,m}, denote by WJ := (Wj)j∈J the associated
subset of random variables. Moreover, denote by P([m]) the collection of all parti-
tions of [m]. The following fundamental result [65, Proposition 3.2.1] expresses the
relation between joint cumulants and moments.

Lemma 4.1 (Leonov-Shiryaev). We can write

E[W1 · · ·Wm] =
∑

π∈P([m])

∏
J∈π

κ(WJ).

Conversely, we have

κ(W1, . . . ,Wm) =
∑

π∈P([m])

(−1)|π|−1(|π| − 1)!
∏
J∈π

E

[∏
j∈J

Wj

]
.

The significance of cumulants for our purposes is the following identity. The
univariate (m = 1) case was proved in [14, Lemma 1] and [55, Proposition 3.1]; the
multivariate case follows precisely in the same manner.

Lemma 4.2. For any polynomial f : Rm → C and i ∈ [m], we have

E[Wif(W1, . . . ,Wm)] =
∞∑
k=0

m∑
j1,...,jk=1

1

k!
κ(Wi,Wj1 , . . . ,Wjk)E

[
∂kf

∂xj1 · · · ∂xjk
(W1, . . . ,Wk)

]
.
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Proof. Let ϕ(x1, . . . , xm) := e
∑m
j=1 tjxj . Then

E[Wiϕ(W1, . . . ,Wm)] = E[ϕ(W1, . . . ,Wm)]
∂

∂ti
logE[e

∑m
j=1 tjWj ]

=

∞∑
k=0

m∑
j1,...,jk=1

1

k!
κ(Wi,Wj1 , . . . ,Wjk) tj1 · · · tjk E[ϕ(W1, . . . ,Wm)]

=

∞∑
k=0

m∑
j1,...,jk=1

1

k!
κ(Wi,Wj1 , . . . ,Wjk)E

[
∂kϕ

∂xj1 · · · ∂xjk
(W1, . . . ,Wk)

]
.

As any monomial is given by Wi1 · · ·Wil = ∂l

∂ti1 ···∂til
ϕ(W1, . . . ,Wm)

∣∣
t1,...,tm=0

, the
conclusion follows readily by differentiating the above identity. �

Note that the first two cumulants are given by κ(W ) = E[W ] and κ(W1,W2) =
Cov(W1,W2). Thus if W1, . . . ,Wm are centered and jointly Gaussian (so that the
cumulants of order k ≥ 3 vanish), the identities of Lemmas 4.1 and 4.2 reduce to

E[W1 · · ·Wm] =
∑

π∈P2([m])

∏
{i,j}∈π

Cov(Wi,Wj) (4.1)

(where P2([m]) is the collection of pair partitions of [m]) and

E[Wif(W1, . . . ,Wm)] =

m∑
j=1

Cov(Wi,Wj)E

[
∂f

∂xj
(W1, . . . ,Wm)

]
. (4.2)

These are none other than the well-known Wick formula and integration by parts
formula for centered Gaussian measures.

4.2. Cumulant expansion. We can now express the basic principle that will be
used to prove universality. This principle is a direct extension of the method of
[14, 55] to the multivariate case; see, e.g., [55, Corollary 3.1].

Theorem 4.3. Let Y1, . . . , Yn be independent centered and bounded random vectors
in RN , and let U1, . . . , Un be independent centered Gaussian random vectors in RN
such that Yi and Ui have the same covariance. Assume that Y = (Y1, . . . , Yn) and
U = (U1, . . . , Un) are independent of each other, and define

Y (t) :=
√
t Y +

√
1− t U.

Then we have

d

dt
E[f(Y (t))] =

1

2

∞∑
k=3

n∑
i=1

N∑
j1,...,jk=1

t
k
2−1

(k − 1)!
κ(Yij1 , . . . , Yijk)E

[
∂kf

∂yij1 · · · yijk
(Y (t))

]
for any polynomial f : RNn → C and t ∈ [0, 1].

Proof. We readily compute

d

dt
E[f(Y (t))] =

1

2

n∑
i=1

N∑
j=1

{
1√
t
E

[
Yij

∂f

∂yij
(Y (t))

]
− 1√

1− t
E

[
Uij

∂f

∂yij
(Y (t))

]}
.

The conclusion follows by applying Lemma 4.2 conditionally on {U, (Yk)k 6=i} to
compute the first term in the sum, and applying (4.2) conditionally on {Y, (Uk)k 6=i}
to compute the second term in the sum. �
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The model Y (t) should be viewed as an interpolation between the original model
Y and the associated Gaussian model U . In particular, Theorem 4.3 yields a bound
on the Gaussian deviation by the fundamental theorem of calculus

E[f(Y )]−E[f(U)] =

∫ 1

0

d

dt
E[f(Y (t))] dt.

We will however often find it necessary to perform a change of variables before
applying the fundamental theorem of calculus.

When the function f is not a polynomial, it must be approximated by a poly-
nomial before we can apply Theorem 4.3. The following result is a straightforward
combination of Theorem 4.3 with Taylor expansion to order p− 1.

Theorem 4.4. Let Y1, . . . , Yn be independent centered and bounded random vectors
in RN , and let U1, . . . , Un be independent centered Gaussian random vectors in RN
such that Yi and Ui have the same covariance. Assume that Y = (Y1, . . . , Yn) and
U = (U1, . . . , Un) are independent of each other, and define

Y (t) :=
√
t Y +

√
1− t U.

Let p ≥ 3 and f : RNn → C be a smooth function. Then we have

d

dt
E[f(Y (t))] =

1

2

p−1∑
k=3

n∑
i=1

N∑
j1,...,jk=1

t
k
2−1

(k − 1)!
κ(Yij1 , . . . , Yijk)E

[
∂kf

∂yij1 · · · yijk
(Y (t))

]
+R

for any t ∈ [0, 1], where the reminder term satisfies

|R| . sup
s,t∈[0,1]

{∣∣∣∣ n∑
i=1

N∑
j1,...,jp=1

E

[
Yij1 · · ·Yijp

∂pf

∂yij1 · · · yijp
(Y (t, i, s))

]∣∣∣∣+
max

2≤k≤p−1

∣∣∣∣ n∑
i=1

N∑
j1,...,jp=1

κ(Yij1 , . . . , Yijk)

(k − 1)!
E

[
Yijk+1

· · ·Yijp
∂pf

∂yij1 · · · yijp
(Y (t, i, s))

]∣∣∣∣
}

with Yj(t, i, s) := s1i=j
√
t Yj +

√
1− t Uj.

Proof. Let g : RNn → C be a smooth function, and let gi be the Taylor expansion
of t 7→ g(y1, . . . , yi−1, tyi, yi+1, . . . , yn) to order p− 1 around 0 (evaluated at t = 1):

gi(y) :=

p−1∑
l=0

N∑
j1,...,jl=1

1

l!
yij1 · · · yijl

∂lg

∂yij1 · · · ∂yijl
(y1, . . . , yi−1, 0, yi+1, . . . , yn).

Then

∂kg

∂yij1 · · · ∂yijk
(y) =

∂kgi
∂yij1 · · · ∂yijk

(y) +

∫ 1

0

(1− s)p−k−1

(p− k − 1)!
·

N∑
jk+1,...,jp=1

yijk+1
· · · yijp

∂pg

∂yij1 · · · ∂yijp
(y1, . . . , yi−1, syi, yi+1, . . . , yn) ds
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for all 0 ≤ k ≤ p− 1 and j1, . . . , jk. Choosing g(Y ) := f(
√
t Y +

√
1− t U) yields

1

2
√
t

n∑
i=1

N∑
j=1

E

[
Yij

∂f

∂yij
(Y (t))

]
=

1

2t

n∑
i=1

N∑
j=1

E

[
Yij

∂g

∂yij
(Y )

]

=
1

2t

n∑
i=1

N∑
j=1

E

[
Yij

∂gi
∂yij

(Y )

]
+R1,

where

R1 =
t
p
2−1

2

∫ 1

0

(1− s)p−2

(p− 2)!

n∑
i=1

N∑
j1,...,jp=1

E

[
Yij1 · · ·Yijp

∂pf

∂uij1 · · · ∂yijp
(Y (t, i, s))

]
ds.

As yi 7→ gi(y) is a polynomial of degree p− 1 and κ(Yij) = E[Yij ] = 0, we can now
apply Lemma 4.2 conditionally on {U, (Yk)k 6=i} to compute

1

2t

n∑
i=1

N∑
j=1

E

[
Yij

∂gi
∂yij

(Y )

]

=
1

2t

p−1∑
k=2

n∑
i=1

N∑
j1,...,jk=1

1

(k − 1)!
κ(Yij1 , . . . , Yijk)E

[
∂gi

∂yij1 · · · ∂yijk
(Y )

]

=
1

2

p−1∑
k=2

n∑
i=1

N∑
j1,...,jk=1

t
k
2−1

(k − 1)!
κ(Yij1 , . . . , Yijk)E

[
∂f

∂yij1 · · · ∂yijk
(Y (t))

]
−R2,

where

R2 =
t
p
2−1

2

p−1∑
k=2

∫ 1

0

(1− s)p−k−1

(p− k − 1)!
·

n∑
i=1

N∑
j1,...,jp=1

κ(Yij1 , . . . , Yijk)

(k − 1)!
E

[
Yijk+1

· · ·Yijp
∂pf

∂yij1 · · · ∂yijp
(Y (t, i, s))

]
ds.

Thus the identity in the statement follows precisely as in the proof of Theorem 4.3
with R = R1 −R2. The estimate on |R| now follows readily by noting that

p−1∑
k=1

∫ 1

0

(1− s)p−k−1

(p− k − 1)!
ds =

p−1∑
k=1

1

(p− k)!
≤ e− 1,

concluding the proof. �

5. Basic tools

The aim of this section is to develop two important tools that will be needed in
the proofs of our main results. In section 5.1, we prove a trace inequality that will
enable us to control the derivatives that arise in the cumulant expansion of various
spectral statistics. In section 5.2, we develop concentration of measure inequalities
for the resolvent and for more general spectral statistics.
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5.1. A trace inequality. Let Lp(Sdp) be the Banach space of d×d random matrices
M (that is, Md(C)-valued random variables on an underlying probability space that
we consider fixed throughout the paper) such that ‖M‖p <∞. Here

‖M‖p :=

{(
E[tr |M |p]

) 1
p if 1 ≤ p <∞,

‖‖M‖‖∞ if p =∞,

where we recall that tr denotes the normalized trace. In particular, when M ∈
Md(C) is a deterministic matrix, ‖M‖p is the (normalized) Schatten-p norm. In
this notation, we can write

σq(X) :=

∥∥∥∥∥
(

n∑
i=1

EZ2
i

) 1
2
∥∥∥∥∥
q

, Rq(X) :=

(
n∑
i=1

‖Zi‖qq

) 1
q

for q <∞ (cf. section 2.1.4).
The following trace inequality will play a key role throughout this paper.

Proposition 5.1. Fix k ≥ 2. Let (Zij)i∈[n],j∈[k] be a collection of (possibly depen-
dent) d× d self-adjoint random matrices such that Zij has the same distribution as
Zi for each i, j. Let 1 ≤ p1, . . . , pk, q ≤ ∞ satisfy

∑k
j=1

1
pj

= 1− k
q . Then∣∣∣∣∣

n∑
i=1

E[trZi1Y1Zi2Y2 · · ·ZikYk]

∣∣∣∣∣ ≤ Rq(X)
(k−2)q
q−2 σq(X)

2(q−k)
q−2

k∏
j=1

‖Yj‖pj

for any (possibly dependent) d×d random matrices Y1, . . . , Yk that are independent
of the random matrices (Zij)i∈[n],j∈[k].

In preparation for the proof of this result, we recall some fundamental tools that
will be needed below. We first state a variant of the Riesz-Thorin interpolation
theorem for Schatten classes. (The application of complex interpolation in this
context was inspired by [79], and was previously used in [9, Lemma 4.5].)

Lemma 5.2. Let F : (L∞(Sd∞))k → C be a multilinear functional. Then the map(
1

p1
, . . . ,

1

pk

)
7→ log sup

M1,...,Mk

|F (M1, . . . ,Mk)|
‖M1‖p1 · · · ‖Mk‖pk

is convex on [0, 1]k.

Proof. This follows immediately from the classical complex interpolation theorem
for multilinear maps [26, §10.1] and the fact that the spaces Lp(Sdp) form a complex
interpolation scale Lr(Sdr ) = (Lp(S

d
p), Lq(S

d
q ))θ with 1

r = 1−θ
p + θ

q [67, §2]. �

Next, we recall a Hölder inequality for Schatten classes. We include a proof in
order to illustrate Lemma 5.2; the same method will be used again below.

Lemma 5.3. Let 1 ≤ p1, . . . , pk ≤ ∞ satisfy
∑k
i=1

1
pi

= 1. Then

|E[trY1 · · ·Yk]| ≤ ‖Y1‖p1 · · · ‖Yk‖pk

for any d× d random matrices Y1, . . . , Yk.
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Proof. It suffices to prove the inequality for any Y1, . . . , Yk ∈ L∞(Sd∞), that is, we
must show that the multilinear functional F (Y1, . . . , Yk) := E[trY1 · · ·Yk] satisfies

sup
Y1,...,Yk∈L∞(Sd∞)

|F (Y1, . . . , Yk)|
‖Y1‖p1 · · · ‖Yk‖pk

≤ 1 for all
(

1

p1
, . . . ,

1

pk

)
∈ ∆,

where ∆ :=
{
x ∈ [0, 1] :

∑k
i=1 xi = 1

}
. By Lemma 5.2, it suffices to prove the

claim only for the extreme points of ∆, that is, when pi = 1 and pj =∞, j 6= i for
some i. But the latter case is elementary, as |XY |2 = Y ∗X∗XY ≤ ‖X‖2|Y |2 and
thus |F (Y1, . . . , Yk)| ≤ ‖Yi+1 · · ·YkY1 · · ·Yi−1‖∞‖Yi‖1 ≤ ‖Yi‖1

∏
j 6=i ‖Yj‖∞. �

Finally, we recall without proof the Lieb-Thirring inequality [29, Theorem 7.4].

Lemma 5.4. Let Y,Z be d× d positive semidefinite random matrices. Then

E[tr (ZY Z)r] ≤ E[trZrY rZr]

for every 1 ≤ r <∞.

We can now proceed to the proof of Proposition 5.1.

Proof of Proposition 5.1. Throughout the proof we will assume without loss of gen-
erality that Rq(X) < ∞, as the conclusion is trivial otherwise. Thus Lemma 5.3
implies that the multilinear functional F̃ : (Md(C))k → C defined by

F̃ (M1, . . . ,Mk) :=

n∑
i=1

E[trZi1M1Zi2M2 · · ·ZikMk]

satisfies |F̃ (M1, . . . ,Mk)| ≤
∏k
j=1 ‖Mj‖∞ for all M1, . . . ,Mk ∈ Md(C). Therefore

F (Y1, . . . , Yk) := E[F̃ (Y1, . . . , Yk)]

defines a multilinear functional F : (L∞(Sd∞))k → C. Throughout the proof, it is
implicit in the notation that (Y1, . . . , Yk) are taken to be independent of (Zij)i,j .

Step 1. Our aim is to show that

sup
Y1,...,Yk∈L∞(Sd∞)

|F (Y1, . . . , Yk)|
‖Y1‖p1 · · · ‖Yk‖pk

≤ Rq(X)
(k−2)q
q−2 σq(X)

2(q−k)
q−2

for all ( 1
p1
, . . . , 1

pk
) ∈ ∆ :=

{
x ∈ [0, 1]k :

∑k
i=1 xi = 1 − k

q

}
. By Lemma 5.2,

it suffices to prove the claim only for ( 1
p1
, . . . , 1

pk
) that are extreme points of the

simplex ∆, that is, when pi = q
q−k and pj =∞, j 6= i holds for some i.

By cyclic permutation of the trace, it suffices to consider the case p1, . . . , pk−1 =
∞ and pk = q

q−k . To further simplify the statement to be proved, let I be a random
variable that is uniformly distributed on [n] and is independent of (Yj , Zij)i,j , and
define the random matrices Zj := ZIj . Then it suffices to show that

n|E[trZ1Y1Z2Y2 · · ·ZkYk]| ≤ Rq(X)
(k−2)q
q−2 σq(X)

2(q−k)
q−2

whenever ‖Y1‖∞ = · · · = ‖Yk−1‖∞ = 1 and ‖Yk‖ q
q−k

= 1. In the remainder of the
proof, we fix Y1, . . . , Yk satisfying the latter assumptions.

Step 2. The assumptions on k, p1, . . . , pk, q imply that q ≥ k ≥ 2. In the case
that q = k, we can estimate using Lemma 5.3

n|E[trZ1Y1Z2Y2 · · ·ZkYk]| ≤ n‖Z1‖k‖Y1‖∞ · · · ‖Zk‖k‖Yk‖∞ = Rk(X)k,



UNIVERSALITY AND MATRIX CONCENTRATION 39

completing the proof. We therefore assume in the rest of the proof that q > k.

Step 3. Suppose k is even. Denote by Zj = Uj |Zj | and Yk = Vk|Yk| the polar
decompositions of Zj and Yk, respectively. Then we can estimate for r ≥ 1

|E[trZ1Y1Z2Y2 · · ·ZkYk]| = |E[tr |Yk|
1
2Z1Y1Z2Y2 · · ·ZkVk|Yk|

1
2 ]|

≤ E[trZ1Y1 · · ·Z k
2
Y k

2
Y ∗k

2
Z k

2
· · ·Y ∗1 Z1|Yk|]

1
2 ·

E[trZkY
∗
k−1Zk−1 · · ·Y ∗k

2 +1
Z k

2 +1Z k
2 +1Y k2 +1 · · ·Zk−1Yk−1ZkVk|Yk|V ∗k ]

1
2

= E[tr |Z1|1−
1
rU∗1Y1Z2 · · ·Y k

2−1Z k
2
Y k

2
·

Y ∗k
2
Z k

2
Y ∗k

2−1
· · ·Z2Y

∗
1 U1|Z1|1−

1
r |Z1|

1
r |Yk||Z1|

1
r ]

1
2 ·

E[tr |Zk|1−
1
rU∗kY

∗
k−1Zk−1 · · ·Y ∗k

2 +1
Z k

2 +1·

Z k
2 +1Y k2 +1 · · ·Zk−1Yk−1Uk|Zk|1−

1
r |Zk|

1
r Vk|Yk|V ∗k |Zk|

1
r ]

1
2

by Cauchy-Schwarz. Now let

r =
q − 2

q − k
∈ [1,∞).

Then we have 2
1− 1

r

q + (k − 2) 1
q + 1

r = 1. We can therefore estimate

|E[trZ1Y1Z2Y2 · · ·ZkYk]|

≤ ‖Z1‖
1− 1

r
q ‖Z2‖q · · · ‖Z k

2
‖q ‖|Z1|

1
r |Yk||Z1|

1
r ‖

1
2
r ·

‖Zk‖
1− 1

r
q ‖Z k

2 +1‖q · · · ‖Zk−1‖q ‖|Zk|
1
r Vk|Yk|V ∗k |Zk|

1
r ‖

1
2
r

= n−
k−2
q−2Rq(X)

(k−2)q
q−2 ‖|Z1|

1
r |Yk||Z1|

1
r ‖

1
2
r ‖|Zk|

1
r Vk|Yk|V ∗k |Zk|

1
r ‖

1
2
r

by Lemma 5.3, where we used that ‖Zj‖q = n−
1
qRq(X) and that k − 2

r = (k−2)q
q−2 .

On the other hand, using Lemma 5.4 we obtain

‖|Z1|
1
r |Yk||Z1|

1
r ‖rr ≤ E[tr |Yk|rZ2

1] = E[tr |Yk|rE[Z2
1]] ≤ ‖E[Z2

1]‖ q
2
,

where we used that Yk and Z1 are independent and ‖|Yk|r‖ q
q−2

= ‖Yk‖r q
q−k

= 1.
The analogous term involving Zk is estimated identically. We therefore obtain

|E[trZ1Y1Z2Y2 · · ·ZkYk]| ≤ n−1Rq(X)
(k−2)q
q−2 σq(X)

2(q−k)
q−2 ,

where we used that ‖E[Z2
j ]‖ q2 = n−1σq(X)2 for all j. This concludes the proof of

the inequality for the case that k is even.

Step 4. Finally, suppose k is odd. Then we apply Cauchy-Schwarz as follows:

|E[trZ1Y1Z2Y2 · · ·ZkYk]|

= |E[tr |Yk|
1
2Z1Y1 · · ·Z k−1

2
Y k−1

2
U k+1

2
|Z k+1

2
| 12 ·

|Z k+1
2
| 12Y k+1

2
Z k+3

2
· · ·Yk−1ZkVk|Yk|

1
2 ]|

≤ E[trZ1Y1 · · ·Z k−1
2
Y k−1

2
U k+1

2
|Z k+1

2
|U∗k+1

2

Y ∗k−1
2

Z k−1
2
· · ·Y ∗1 Z1|Yk|]

1
2 ·

E[trZkY
∗
k−1 · · ·Z k+3

2
Y ∗k+1

2

|Z k+1
2
|Y k+1

2
Z k+3

2
· · ·Yk−1ZkVk|Yk|V ∗k ]

1
2 .

The rest of the proof proceeds exactly as in the case that k is even. �
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5.2. Concentration of measure. In the proof of our main results, it will be
necessary to control the norms of the resolvents ‖(z1 − X)−1‖ and ‖(z1 − G)−1‖
simultaneously over many points z ∈ C. To this end, we will exploit the fact that
these quantities are strongly concentrated around their means.

For the Gaussian model G, such concentration inequalities follow from a rou-
tine application of Gaussian concentration, as we recall in section 5.2.1. However,
the non-Gaussian model X does not appear to be amenable to off-the-shelf con-
centration inequalities: while convex Lipschitz functions of sums of independent
random matrices (such as the norm ‖X‖) can be treated using concentration in-
equalities due to Talagrand, such methods do not apply to the non-convex function
(Z1, . . . , Zn) 7→ ‖(z1−X)−1‖. In section 5.2.2, we develop a specialized concentra-
tion inequality that will play a key role in the proofs of our main results.

Finally, in section 5.2.3, we obtain concentration inequalities for the spectral sta-
tistics 〈v, ϕ(X)w〉 both in the Gaussian and non-Gaussian situations, which may
be used in conjunction with Theorem 2.10 to obtain high probability universality
bounds for spectral statistics. The proofs of these concentration inequalities rely
on concentration of the resolvent as derived in the previous sections. An analo-
gous concentration inequality for moments, which may be used in conjunction with
Theorem 2.9, is much simpler and follows from a routine application of Talagrand’s
concentration inequality; such an inequality is given in Lemma 9.20.

5.2.1. Resolvent norm: the Gaussian case. The Gaussian random matrix G is
amenable to a routine application of Gaussian concentration [22, Theorem 5.6]
as in [9, Lemma 6.5]. For completeness, we spell out the argument.

Lemma 5.5. Fix z ∈ C with Im z > 0. Then we have for any x ≥ 0

P

[∣∣‖(z1−G)−1‖ −E‖(z1−G)−1‖
∣∣ ≥ σ∗(G)

(Im z)2
x

]
≤ 2e−x

2/2.

Proof. Without loss of generality, we may express

G = A0 +

N∑
i=1

giAi

for some deterministic A0, . . . , AN ∈ Md(C)sa and i.i.d. standard Gaussian variables
g1, . . . , gN (cf. Remark 2.3). Now consider the function f : RN → R defined by

f(x) :=

∥∥∥∥∥
(
z1−A0 −

N∑
i=1

xiAi

)−1
∥∥∥∥∥.

As A−1−B−1 = A−1(B−A)B−1 for invertible matrices A,B, and as ‖(z1−Y )−1‖ ≤
(Im z)−1 for any self-adjoint matrix Y , we obtain

|f(x)− f(y)| ≤

∥∥∥∥∥
(
z1−A0 −

N∑
i=1

xiAi

)−1

−
(
z1−A0 −

N∑
i=1

yiAi

)−1
∥∥∥∥∥

≤ 1

(Im z)2

∥∥∥∥∥
N∑
i=1

(xi − yi)Ai

∥∥∥∥∥ ≤ σ∗(G)

(Im z)2
‖x− y‖,
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where we used that∥∥∥∥∥
N∑
i=1

(xi − yi)Ai

∥∥∥∥∥ = sup
‖v‖=‖w‖=1

∣∣∣∣∣
N∑
i=1

(xi − yi)〈v,Aiw〉

∣∣∣∣∣
≤ sup
‖v‖=‖w‖=1

(
N∑
i=1

|〈v,Aiw〉|2
) 1

2

‖x− y‖

= sup
‖v‖=‖w‖=1

E
[
|〈v, (G−EG)w〉|2

] 1
2 ‖x− y‖

= σ∗(G) ‖x− y‖.

Thus ‖(z1 − G)−1‖ = f(g1, . . . , gN ) is a σ∗(G)
(Im z)2 -Lipschitz function of a standard

Gaussian vector. The conclusion is therefore immediate from the Gaussian concen-
tration inequality [22, Theorem 5.6], which states than an L-Lipschitz function of
a standard Gaussian vector is L2-subgaussian. �

5.2.2. Resolvent norm: the non-Gaussian case. We now aim to prove an analogue
of Lemma 5.5 for the non-Gaussian model X. To this end, we exploit the resolvent
identity to prove a specialized concentration inequality using the entropy method
[22, Chapter 6]. The result takes a more complicated form than Lemma 5.5, but
will nonetheless suffice for the purposes of this paper.

Proposition 5.6. Fix z ∈ C with Im z > 0. Then we have

P

[∣∣‖(z1−X)−1‖ −E‖(z1−X)−1‖
∣∣ ≥ σ∗(X)

(Im z)2

√
x+

{
R(X)

(Im z)2
+
R(X)2

(Im z)3

}
x

+

{
R(X)

1
2 (E‖X −EX‖) 1

2

(Im z)2
+
R(X)(E‖X −EX‖2)

1
2

(Im z)3

}√
x

]
≤ 2e−Cx

for any x ≥ 0, where C is a universal constant.

In preparation for the proof, we begin by estimating a type of discrete gradient
of the function (Z1, . . . , Zn) 7→ ‖(z1−X)−1‖.

Lemma 5.7. Let (Z ′1, . . . , Z
′
n) be an independent copy of (Z1, . . . , Zn). Let X be

as in (2.1) and let X∼i := Z0 +
∑
j 6=i Zj + Z ′i. Then

‖(z1−X)−1‖ − ‖(z1−X∼i)−1‖ ≤ 2R(X)

(Im z)2

for all i, and
n∑
i=1

(‖(z1−X)−1‖ − ‖(z1−X∼i)−1‖)2
+ ≤W

with

W :=
2

(Im z)4
sup

‖v‖=‖w‖=1

n∑
i=1

|〈v, (Zi − Z ′i)w〉|2 +
8

(Im z)6
R(X)2

∥∥∥∥∥
n∑
i=1

(Zi − Z ′i)2

∥∥∥∥∥.
Proof. The first part of the statement follows as

‖(z1−X)−1‖− ‖(z1−X∼i)−1‖ ≤ ‖(z1−X)−1(Zi −Z ′i)(z1−X∼i)−1‖ ≤ 2R(X)

(Im z)2
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using the reverse triangle inequality and A−1−B−1 = A−1(B−A)B−1 in the first
inequality, and ‖(z1−A)−1‖ ≤ (Im z)−1 in the second inequality.

To prove the second part of the statement, we must estimate more carefully. Let
v∗, w∗ be (random) vectors in the unit sphere such that

‖(z1−X)−1‖ = sup
‖v‖=‖w‖=1

|〈v, (z1−X)−1w〉| = |〈v∗, (z1−X)−1w∗〉|.

Then

‖(z1−X)−1‖ − ‖(z1−X∼i)−1‖
≤ |〈v∗, (z1−X)−1w∗〉| − |〈v∗, (z1−X∼i)−1w∗〉|
≤ |〈v∗, (z1−X)−1(Zi − Z ′i)(z1−X∼i)−1w∗〉|
≤ |〈v∗, (z1−X)−1(Zi − Z ′i)(z1−X)−1w∗〉|

+ |〈v∗, (z1−X)−1(Zi − Z ′i)(z1−X∼i)−1(Zi − Z ′i)(z1−X)−1w∗〉|,

where we used twice the identity A−1 − B−1 = A−1(B − A)B−1. But as we have
‖(z1−X)−1w∗‖ ≤ (Im z)−1 and ‖(z̄1−X)−1v∗‖ ≤ (Im z)−1, we can estimate

n∑
i=1

|〈v∗, (z1−X)−1(Zi − Z ′i)(z1−X)−1w∗〉|2

≤ 1

(Im z)4
sup

‖v‖=‖w‖=1

n∑
i=1

|〈v, (Zi − Z ′i)w〉|2.

On the other hand, we have
n∑
i=1

|〈v∗, (z1−X)−1(Zi − Z ′i)(z1−X∼i)−1(Zi − Z ′i)(z1−X)−1w∗〉|2

≤
n∑
i=1

‖(Zi − Z ′i)(z̄1−X)−1v∗‖2‖(z1−X∼i)−1(Zi − Z ′i)(z1−X)−1w∗‖2

≤ 4R(X)2

(Im z)4

n∑
i=1

〈(z1−X)−1w∗, (Zi − Z ′i)2(z1−X)−1w∗〉

≤ 4R(X)2

(Im z)6

∥∥∥∥∥
n∑
i=1

(Zi − Z ′i)2

∥∥∥∥∥.
The conclusion follows readily using (a+ b)2 ≤ 2a2 + 2b2. �

Next, we bound the expectation of the random variable W .

Lemma 5.8. Let W be defined as in Lemma 5.7. Then

E[W ] .
σ∗(X)2

(Im z)4
+
R(X)E‖X −EX‖

(Im z)4
+
R(X)2E‖X −EX‖2

(Im z)6
.

Proof. First note that as (a− b)2 ≤ 2a2 + 2b2 and as (Z1, . . . , Zn) and (Z ′1, . . . , Z
′
n)

have the same distribution, we can estimate

E[W ] ≤ 8

(Im z)4
E

[
sup

‖v‖=‖w‖=1

n∑
i=1

|〈v, Ziw〉|2
]

+
8

(Im z)6
R(X)2E

∥∥∥∥∥
n∑
i=1

(Zi − Z ′i)2

∥∥∥∥∥.
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To estimate the first term, we apply [22, Theorem 11.8] to obtain

E

[
sup

‖v‖=‖w‖=1

n∑
i=1

(Re 〈v, Ziw〉)2

]

≤ 8R(X)E

[
sup

‖v‖=‖w‖=1

n∑
i=1

Re 〈v, Ziw〉

]
+ sup
‖v‖=‖w‖=1

n∑
i=1

E[(Re 〈v, Ziw〉)2],

≤ 8R(X)E‖X −EX‖+ σ∗(X)2,

and analogously when the real part is replaced by the imaginary part. Thus

E

[
sup

‖v‖=‖w‖=1

n∑
i=1

|〈v, Ziw〉|2
]
≤ 2σ∗(X)2 + 16R(X)E‖X −EX‖.

To estimate the second term, note that

E

∥∥∥∥∥
n∑
i=1

(Zi − Z ′i)2

∥∥∥∥∥ = E

∥∥∥∥∥Eε
[(

n∑
i=1

εi(Zi − Z ′i)

)2]∥∥∥∥∥ ≤ E

∥∥∥∥∥
n∑
i=1

εi(Zi − Z ′i)

∥∥∥∥∥
2

= E

∥∥∥∥∥
n∑
i=1

(Zi − Z ′i)

∥∥∥∥∥
2

≤ 4E‖X −EX‖2,

where ε1, . . . , εn are i.i.d. random signs independent of Z,Z ′ and Eε denotes the
expectation with respect to the variables εi only. The first equality is trivial, the first
inequality is by Jensen, the second equality holds by the exchangeability of (Zi, Z

′
i),

and the second inequality follows by the triangle inequality and (a+b)2 ≤ 2a2 +2b2.
Combining the above estimates completes the proof. �

Finally, we show that W has a self-bounding property.

Lemma 5.9. Let W be defined as in Lemma 5.7, and define

W∼i :=
2

(Im z)4
sup

‖v‖=‖w‖=1

∑
j 6=i

|〈v, (Zj − Z ′j)w〉|2 +
8

(Im z)6
R(X)2

∥∥∥∥∥∑
j 6=i

(Zj − Z ′j)2

∥∥∥∥∥.
Then W∼i ≤W and

n∑
i=1

(W −W∼i)2 ≤
{

16R(X)2

(Im z)4
+

64R(X)4

(Im z)6

}
W.

Proof. That W∼i ≤ W is obvious. To prove the self-bounding inequality, let
u∗, v∗, w∗ be (random) vectors in the unit sphere such that

sup
‖v‖=‖w‖=1

n∑
i=1

|〈v, (Zi − Z ′i)w〉|2 =

n∑
i=1

|〈v∗, (Zi − Z ′i)w∗〉|2

and ∥∥∥∥∥
n∑
i=1

(Zi − Z ′i)2

∥∥∥∥∥ = sup
‖u‖=1

n∑
i=1

‖(Zi − Z ′i)u‖2 =

n∑
i=1

‖(Zi − Z ′i)u∗‖2.

Then

W −W∼i ≤ 2

(Im z)4
|〈v∗, (Zi − Z ′i)w∗〉|2 +

8

(Im z)6
R(X)2‖(Zi − Z ′i)u∗‖2.
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Therefore,
n∑
i=1

(W −W∼i)2

≤ 8

(Im z)8

n∑
i=1

|〈v∗, (Zi − Z ′i)w∗〉|4 +
128

(Im z)12
R(X)4

n∑
i=1

‖(Zi − Z ′i)u∗‖4

≤ 32

(Im z)8
R(X)2

n∑
i=1

|〈v∗, (Zi − Z ′i)w∗〉|2 +
512

(Im z)12
R(X)6

n∑
i=1

‖(Zi − Z ′i)u∗‖2

≤ 16R(X)2

(Im z)4
· 2

(Im z)4
sup

‖v‖=‖w‖=1

n∑
i=1

|〈v, (Zi − Z ′i)w〉|2

+
64R(X)4

(Im z)6
· 8

(Im z)6
R(X)2

∥∥∥∥∥
n∑
i=1

(Zi − Z ′i)2

∥∥∥∥∥.
The conclusion follows from the definition of W . �

We can now complete the proof of Proposition 5.6.

Proof of Proposition 5.6. We begin by noting that the self-bounding property es-
tablished in Lemma 5.9 implies, by [22, Theorem 6.19], that

logE[eW/a] ≤ 2

a
E[W ], a =

16R(X)2

(Im z)4
+

64R(X)4

(Im z)6
. (5.1)

On the other hand, the estimate of Lemma 5.7 implies, by the exponential Poincaré
inequality [22, Theorem 6.16], that for 0 ≤ λ < a−

1
2

logE[eλ{‖(z1−X)−1‖−E‖(z1−X)−1‖}] ≤ λ2a

1− λ2a
logE[eW/a].

Combining these estimates with a Chernoff bound [22, p. 29] yields

P
[
‖(z1−X)−1‖ ≥ E‖(z1−X)−1‖+

√
8E[W ]x+

√
a x
]
≤ e−x

for all x ≥ 0. This yields a tail bound for deviation above the mean.
We must now prove a tail bound for deviation below the mean. This requires a

variant of the second inequality of [22, Theorem 6.16], whose proof we spell out for
completeness. The last inequality of [22, Theorem 6.15] and Lemma 5.7 imply

Ent
[
e−λ‖(z1−X)−1‖] ≤ λ2ϑ(λb)E

[
We−λ‖(z1−X)−1‖], b =

2R(X)

(Im z)2

for λ ≥ 0, where Ent(Z) := E[Z logZ] − E[Z] logE[Z] and we used that ϑ(x) :=
ex−1
x is a positive increasing function. In particular, as b2 ≤ a and ϑ(1) ≤ 2,

Ent
[
e−λ‖(z1−X)−1‖] ≤ 2λ2 E

[
We−λ‖(z1−X)−1‖]

for 0 ≤ λ ≤ a− 1
2 . Applying the duality formula of entropy as in [22, p. 187] yields

Ent
[
e−λ‖(z1−X)−1‖] ≤ 2λ2a

1− 2λ2a
logE[eW/a]E

[
e−λ‖(z1−X)−1‖]

for 0 ≤ λ ≤ (2a)−
1
2 . Therefore

d

dλ

(
1

λ
logE

[
e−λ‖(z1−X)−1‖]) =

Ent
[
e−λ‖(z1−X)−1‖]

λ2 E
[
e−λ‖(z1−X)−1‖

] ≤ 2a

1− 2λ2a
logE[eW/a]
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for 0 ≤ λ ≤ (2a)−
1
2 . Integrating both sides yields

logE
[
e−λ{‖(z1−X)−1‖−E‖(z1−X)−1‖}] ≤ λ√2a arctanh(λ

√
2a) logE[eW/a]

≤ 2λ2a

1− λ
√

2a
logE[eW/a] ≤ 4E[W ]λ2

1− λ
√

2a
,

where we used arctanh(x) ≤ x
1−x in the second inequality and (5.1) in the last

inequality. We can now apply a Chernoff bound [22, p. 29] to obtain

P
[
‖(z1−X)−1‖ ≤ E‖(z1−X)−1‖ − 4

√
E[W ]x−

√
2a x

]
≤ e−x

for all x ≥ 0. This yields a tail bound for deviation below the mean.
To conclude the proof, it remains to combine the upper and lower tail bounds

by the union bound, and to use Lemma 5.8 to estimate E[W ]. �

5.2.3. Spectral statistics. Theorem 2.10 establishes universality of the expectations
of spectral statistics of the form 〈v, ϕ(X)w〉. A corresponding tail bound would
follow if we can prove a concentration inequality for such spectral statistics. This
problem turns out to be subtle even in the Gaussian case: even when ϕ is Lipschitz,
the Lipschitz property of (g1, . . . , gN ) 7→ 〈v, ϕ(G)w〉 is not obvious. Deep results on
the latter problem [30] could be applied in the Gaussian setting, but do not appear
to be sufficiently powerful to handle the non-Gaussian case.

Here we take a different approach. Using functional calculus [37, §2.2], ϕ(X)
can be expressed as an integral of the resolvent of X. (We will use an essentially
equivalent formulation that appears in the proof of [47, Theorem 6.2].) With this
representation in hand, we can readily repeat the proof of Proposition 5.6 to obtain
a concentration inequality. The main result of this section is the following.

Proposition 5.10. For ϕ ∈W 4,1(R) and v, w ∈ Rd with ‖v‖ = ‖w‖ = 1, we have

P
[
|〈v, ϕ(G)w〉 −E[〈v, ϕ(G)w〉]| ≥ ‖ϕ‖W 3,1σ∗(X)

√
x
]
≤ 4e−Cx

and

P
[
|〈v, ϕ(X)w〉 −E[〈v, ϕ(X)w〉]| ≥ ‖ϕ‖W 4,1

{
(R(X) +R(X)2)x

+ (σ∗(X) +R(X)
1
2 (E‖X −EX‖) 1

2 +R(X)(E‖X −EX‖2)
1
2 )
√
x
}]
≤ 4e−Cx

for all x ≥ 0, where C is a universal constant.

The basis for the proof is the following identity.

Lemma 5.11. For any M ∈ Md(C)sa, p ∈ N, and ϕ ∈ C∞c (R), we have

ϕ(M) = − 1

π
lim
ε↓0

Im

∫ ∞
−∞

(
1 +

d

dx

)p
ϕ(x)×

(1 + i)p

(p− 1)!

∫ ∞
0

((x+ t+ i(ε+ t))1−M)−1 tp−1e−(1+i)t dt dx.

Proof. The identity follows by following verbatim the proof of [47, Theorem 6.2],
noting that we can express 〈v, ϕ(M)v〉 =

∫
ϕ(x)µv(dx) for some measure µv (the

spectral distribution of M with respect to the state τv(M) := 〈v,Mv〉). �

We can now use the above representation to establish discrete (and continuous)
gradient bounds of 〈v, ϕ(X)w〉 along the lines of Lemma 5.7.
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Lemma 5.12. Let X = Z0 +
∑n
j=1 Zj as in (2.1), define X∼i as in Lemma 5.7,

let G = A0 +
∑N
i=1 giAi as in the proof of Lemma 5.5, and let ‖v‖ = ‖w‖ = 1.

a. The function (g1, . . . , gN ) 7→ 〈v, ϕ(G)w〉 is C‖ϕ‖W 3,1σ∗(X)-Lipschitz.

b. |〈v, ϕ(X)w〉 − 〈v, ϕ(X∼i)w〉| . ‖ϕ‖W 3,1R(X).

c.
∑n
i=1 |〈v, ϕ(X)w〉 − 〈v, ϕ(X∼i)w〉|2 . ‖ϕ‖2W 4,1V .

Here C is a universal constant, and V is defined as W in Lemma 5.7 with Im z = 1.

Proof. By a routine approximation argument, we may assume that ϕ ∈ C∞c (R).
Now note that 〈v, (z1 −G)−1w〉 is σ∗(X)

(Im z)2 -Lipschitz as in the proof of Lemma 5.5.
Thus Lemma 5.11 with p = 3 shows that 〈v, ϕ(G)w〉 is Lipschitz with constant

1

π
· 3‖ϕ‖W 3,1 · lim

ε↓0

(
√

2)3

2!

∫ ∞
0

σ∗(X)

(ε+ t)2
t2e−t dt . ‖ϕ‖W 3,1σ∗(X),

which establishes part a. Part b. follows in precisely the same manner using that
|〈v, (z1−X)−1w〉 − 〈v, (z1−X∼i)−1w〉| ≤ 2R(X)

(Im z)2 as in the proof of Lemma 5.7.
For part c., we begin by applying Lemma 5.11 with p = 4 to estimate(

n∑
i=1

|〈v, ϕ(X)w〉 − 〈v, ϕ(X∼i)w〉|2
) 1

2

≤ 4

3!π

∫ ∞
−∞

∣∣∣∣(1 +
d

dx

)4

ϕ(x)

∣∣∣∣×
∫ ∞

0

(
n∑
i=1

|〈v, ((x+t+it)1−X)−1w〉−〈v, ((x+t+it)1−X∼i)−1w〉|2
) 1

2

t3e−t dt dx,

where we used the triangle inequality to bring the Euclidean norm with respect to
the index i inside the integral. But it follows as in the proof of Lemma 5.7 that the
quantity inside the brackets on the second line is bounded by the random variable
W of Lemma 5.7 with Im z = t. The conclusion follows readily. �

We can now complete the proof of Proposition 5.10.

Proof of Proposition 5.10. By rescaling ϕ, we may assume without loss of generality
that ‖ϕ‖W 3,1 = 1 (Gaussian case) or ‖ϕ‖W 4,1 = 1 (non-Gaussian case). By a union
bound, it suffices to consider separately the real and imaginary parts of 〈v, ϕ(G)w〉
and 〈v, ϕ(X)w〉, respectively. The conclusion now follows using Lemma 5.12 by
repeating the proofs of Lemma 5.5 and Proposition 5.6 verbatim with Im z = 1. �

6. Universality of spectral statistics

The aim of this section is to prove our main universality principles for spectral
statistics. The basic idea behind the proofs is that we will interpolate between
the non-Gaussian and Gaussian models, and estimate the rate of change along
the interpolation by means of the cumulant expansion and trace inequalities. This
program will be implemented for the moments, resolvent moments, and resolvent in
sections 6.2, 6.3, and 6.4, respectively. Before we do so, however, we first introduce
some basic constructions that are common to all the proofs.
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6.1. Preliminaries. We always fix a random matrix X as in (2.1), and let G
be its Gaussian model. Throughout this section, we will further assume that X
and G are independent of each other; this will entail no loss of generality, as the
universality results that are proved in this section—Theorems 2.9, 2.10, and 6.8—
are independent of the joint distribution of X and G. Define

X(t) := EX +
√
t (X −EX) +

√
1− t (G−EG), t ∈ [0, 1].

The random matrix X(t) interpolates between X(1) = X and X(0) = G, where
the interpolation is chosen so that EX(t) and Cov(X(t)) are independent of t.
The basic principle behind all the proofs of this section is that we aim to compute
d
dtE[f(X(t))] for the relevant spectral statistic f : Md(C)sa → C using the cumulant
expansion. To this end, we will choose the random vector Yi in the statements of
Theorems 4.3 and 4.4 to be the 2d2-dimensional vector of the real and imaginary
parts of the entries of the random matrix Zi. In the following, we will apply the
notation for partitions in section 4.1 without further comment.

For our purposes, it will be convenient to reformulate the resulting expansions
by combining them with the cumulant formula of Lemma 4.1. Before we can do
so, we must introduce a simple construction that will facilitate working with the
second identity of Lemma 4.1. For any k ∈ N and partition π ∈ P([k]), define
random matrices Zi1|π, . . . , Zik|π (i ∈ [n]) with the following properties:

1. (Zij|π)i∈[n] has the same distribution as (Zi)i∈[n].
2. (Zij|π)i∈[n] = (Zij′|π)i∈[n] for indices j, j′ that belong to the same element of π.
3. (Zij|π)i∈[n] are independent for indices j that belong to distinct elements of π.
4. (Zij|π)i∈[n],j∈[k] is independent of X and G.

This construction will be fixed in the sequel. (We do not specify the joint distribu-
tion of these matrices for different k, π as these will not arise in the analysis.) We
can now state a version of Theorem 4.3 in the present setting.

Corollary 6.1. For any f : Md(C)sa → C that is polynomial in the matrix entries,

d

dt
E[f(X(t))] =

1

2

∞∑
k=3

t
k
2−1

(k − 1)!

∑
π∈P([k])

(−1)|π|−1(|π| − 1)!E

[
n∑
i=1

∂Zi1|π · · · ∂Zik|πf(X(t))

]

where ∂Bf denotes the directional derivative of f in the direction B ∈ Md(C)sa.

Proof. We can clearly write G − EG =
∑n
i=1Gi, where Gi is the Gaussian model

associated to Zi and G1, . . . , Gn are independent.
Let ι : Md(C) → R2d2 be defined by ι(M) := (ReMuv, ImMuv)u,v∈[d], let Yi =

ι(Zi) and Ui = ι(Gi), and define Y (t) as in Theorem 4.3. Then we have

ι(X(t)) = ι(EX) +

n∑
i=1

Yi(t).
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In particular, we can equivalently view f(X(t)) = f
(
EX +

∑n
i=1 ι

−1(Yi(t))
)
as a

function of Y (t). Applying Theorem 4.3 to the latter yields

d

dt
E[f(X(t))] =

1

2

∞∑
k=3

t
k
2−1

(k − 1)!
×

n∑
i=1

∑
(uj ,vj ,αj)∈I
j=1,...,k

κ((Zi)
α1
u1v1 , . . . , (Zi)

αk
ukvk

)E

[
∂kf

∂Mα1
u1v1 · · · ∂Mαk

ukvk

(X(t))

]
,

where I := [d]×[d]×{R, I} and we denoteMR
uv := ReMuv andM I

uv := ImMuv. The
conclusion follows by applying the second identity of Lemma 4.1 to the cumulant,
and using the independence structure of Zij|π to merge the product of expectations
in the resulting identity into a single expectation. �

The following is the analogous version of Theorem 4.4.

Corollary 6.2. For any p ≥ 3 and smooth function f : Md(C)→ C we have

d

dt
E[f(X(t))] =

1

2

p−1∑
k=3

t
k
2−1

(k − 1)!

∑
π∈P([k])

(−1)|π|−1(|π| − 1)!E

[
n∑
i=1

∂Zi1|π · · · ∂Zik|πf(X(t))

]
+R,

where the remainder term satisfies

|R| . sup
s,t∈[0,1]

{∣∣∣∣∣
n∑
i=1

E[∂pZif(X(t, i, s))]

∣∣∣∣∣+
max

2≤k≤p−1

∣∣∣∣∣ ∑
π∈P([k])

(−1)|π|−1(|π| − 1)!

(k − 1)!

n∑
i=1

E[∂p−kZi
∂Zi1|π · · · ∂Zik|πf(X(t, i, s))]

∣∣∣∣∣
}

with X(t, i, s) := X(t)− (1− s)
√
tZi.

Proof. The conclusion follows from Theorem 4.4 in exactly the same manner as we
derived Corollary 6.1 from Theorem 4.3. �

6.2. Moments. The aim of this section is to show that the moments E[trX2p]
are close to their Gaussian analogues E[trG2p]. To this end, we will first com-
pute d

dtE[trX(t)2p] by means of the cumulant expansion, and then estimate the
individual terms to obtain a differential inequality.

We begin by computing the derivatives of the moment function M 7→ tr[M2p].

Lemma 6.3. Let p ∈ N and B1, . . . , Bk ∈ Md(C)sa. Then

∂B1
· · · ∂Bk tr[M2p] =∑

σ∈Sym(k)

∑
r1,...,rk+1≥0

r1+···+rk+1=2p−k

tr[Mr1Bσ(1)M
r2Bσ(2) · · ·MrkBσ(k)M

rk+1 ].

Proof. This follows by applying the product rule k times. �

We will also need the following estimate.
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Lemma 6.4. For any k ∈ N, we have∑
π∈P([k])

(|π| − 1)! ≤ 2k(k − 1)!.

Proof. We first crudely estimate∑
π∈P([k])

(|π| − 1)! ≤
∑

π∈P([k])

(|π| − 1)!
∏
J∈π
|J |!.

Now note that any partition of [k] into m parts can be generated by first choosing
r1, . . . , rm ≥ 1 such that r1+· · ·+rm = k, and then choosing disjoint sets J1, . . . , Jm
with |Ji| = ri. Moreover, each distinct partition is generated precisely m! times in
this manner, as relabeling the sets Ji does not change the partition. Therefore∑

π∈P([k])

(|π| − 1)!
∏
J∈π
|J |! =

k∑
m=1

(m− 1)!
1

m!

∑
r1,...,rm≥1
r1+···+rm=k

(
k

r1, . . . , rm

) m∏
j=1

rj !

= (k − 1)!

k∑
m=1

(
k

m

)
= (2k − 1)(k − 1)!,

where the second equality follows as the number of m-tuples of positive integers
that sum to k is

(
k−1
m−1

)
, and the last equality holds by the binomial theorem. �

We are now ready to apply the cumulant expansion.

Proposition 6.5. For any p ∈ N with p ≥ 2, 2p ≤ q ≤ ∞, and t ∈ [0, 1], we have∣∣∣∣ ddtE[trX(t)2p]

∣∣∣∣ ≤ 64p3 max{Rq(X)σq(X)2, Rq(X)3}×

max
{
E[trX(t)2p]1−

3
2p , (8pRq(X))2p−3

}
.

Proof. Combining Corollary 6.1 and Lemma 6.3 yields

d

dt
E[trX(t)2p] =

1

2

2p∑
k=3

kt
k
2−1

∑
π∈P([k])

(−1)|π|−1(|π| − 1)!×

∑
r1,...,rk+1≥0

r1+···+rk+1=2p−k

n∑
i=1

E[trX(t)r1Zi1|πX(t)r2Zi2|π · · ·X(t)rkZik|πX(t)rk+1 ].

Here we used that as (Ziσ(j)|π)i∈[n],j∈[k] and (Zij|σ−1(π))i∈[n],j∈[k] have the same
distribution for any permutation σ, we can eliminate the sum over σ in Lemma 6.3
by symmetry. Now let r = (2p−k)q

q−k , so that 2p − k ≤ r ≤ 2p. Let pj = r
rj+1

for
j < k and pk = r

rk+1+r1
. Then we can apply Proposition 5.1 to estimate∣∣∣∣∣

n∑
i=1

E[trX(t)r1Zi1|πX(t)r2Zi2|π · · ·X(t)rkZik|πX(t)rk+1 ]

∣∣∣∣∣
≤ Rq(X)

(k−2)q
q−2 σq(X)

2(q−k)
q−2 E[trX(t)r]

2p−k
r

≤ Rq(X)
(k−2)q
q−2 σq(X)

2(q−k)
q−2 E[trX(t)2p]1−

k
2p
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for any r1, . . . , rk+1 ≥ 0 with r1 + · · ·+ rk+1 = 2p− k. It follows that∣∣∣∣ ddtE[trX(t)2p]

∣∣∣∣ ≤ 1

2

2p∑
k=3

(4p)kRq(X)
(k−2)q
q−2 σq(X)

2(q−k)
q−2 E[trX(t)2p]1−

k
2p

using Lemma 6.4, t ≤ 1, and that the number of (k + 1)-tuples of nonnegative
integers that sum to 2p− k is

(
2p
k

)
≤ (2p)k

k! . To simplify the expression, we estimate∣∣∣∣ ddtE[trX(t)2p]

∣∣∣∣ ≤ 1

2

2p∑
k=3

2−k(8p)kRq(X)
(k−2)q
q−2 σq(X)

2(q−k)
q−2 E[trX(t)2p]1−

k
2p

≤ 1

8
max

3≤k≤2p
(8p)kRq(X)

(k−2)q
q−2 σq(X)

2(q−k)
q−2 E[trX(t)2p]1−

k
2p

≤ 64p3 max
{
Rq(X)

q
q−2σq(X)

2(q−3)
q−2 E[trX(t)2p]1−

3
2p ,

(8p)2p−3Rq(X)
(2p−2)q
q−2 σq(X)

2(q−2p)
q−2

}
.

Here we used that the term inside the maximum on the second line is convex as
a function of k, so that the maximum is attained at one of the endpoints k ∈
{3, 2p}. The proof is readily concluded using that R

q
q−2−1σ

2(q−3)
q−2 ≤ (max{R, σ})2

and R
(2p−2)q
q−2 −(2p−3)−1σ

2(q−2p)
q−2 ≤ (max{R, σ})2 (as q ≥ 2p ≥ 4 implies that in both

cases the exponents on the left-hand side are positive and sum to 2). �

It remains to solve the differential inequality in the statement of Proposition 6.5.
To this end we will use the following simple lemma.

Lemma 6.6. Let f : [0, 1]→ R+, C,K ≥ 0, and α ∈ [0, 1]. Suppose that∣∣∣∣ ddtf(t)

∣∣∣∣ ≤ C max{f(t)1−α,K1−α}

for all t ∈ [0, 1]. Then
|f(1)α − f(0)α| ≤ Cα+Kα.

Proof. It follows readily by the chain rule that∣∣∣∣ ddt (f(t) +K)α
∣∣∣∣ = α(f(t) +K)α−1

∣∣∣∣ ddtf(t)

∣∣∣∣ ≤ Cα,
so that

|(f(1) +K)α − (f(0) +K)α| =
∣∣∣∣ ∫ 1

0

d

dt
(f(t) +K)α dt

∣∣∣∣ ≤ Cα.
The conclusion follows as xα−yα ≤ (x+K)α− (y+K)α+Kα for any x, y ≥ 0. �

We can now conclude the proof of Theorem 2.9.

Proof of Theorem 2.9: first inequality. If p = 1, then E[trX(t)2p] = E[trX2] is
independent of t by construction, and the conclusion is trivial. If p ≥ 2, we can
apply Lemma 6.6 with α = 3

2p ∈ [0, 1] and Proposition 6.5 to obtain

|E[trX2p]
3
2p −E[trG2p]

3
2p | ≤ 96p2 max{Rq(X)σq(X)2, Rq(X)3}+ (8pRq(X))3.

The conclusion follows as |x 1
3 − y 1

3 | ≤ |x− y| 13 for x, y ≥ 0. �

The second inequality of Theorem 2.9 follows by a slight variation of the proof.
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Proof of Theorem 2.9: second inequality. Note that σ2p(X) = σ2p(X(t)) for all t,
as the definition of σ2p(X) depends only on Cov(X). We can therefore estimate

σ2p(X)2p = tr (E[X(t)2]−E[X(t)]2)p ≤ trE[X(t)2]p ≤ E[trX(t)2p]

for every t ∈ [0, 1]. Here we used that trAp ≤ trBp for B ≥ A ≥ 0, and that
A 7→ trAp is convex for A ≥ 0 [29, Theorem 2.10]. Furthermore, note that

R2p(X) ≤ R2(X)
q−2p
p(q−2)Rq(X)

(p−1)q
p(q−2) ≤ σ2p(X)

q−2p
p(q−2)Rq(X)

(p−1)q
p(q−2)

by the Riesz convexity theorem and as R2(X) = σ2(X) ≤ σ2p(X). Consequently,
we can bound the differential inequality in the proof of Proposition 6.5 as∣∣∣∣ ddtE[trX(t)2p]

∣∣∣∣ ≤ 1

2

2p∑
k=3

(4p)kR2p(X)
(k−2)p
p−1 σ2p(X)

2p−k
p−1 E[trX(t)2p]1−

k
2p

≤ 1

2

2p∑
k=3

(4p)kRq(X)
(k−2)q
q−2 E[trX(t)2p]1−

k
2p+ q−k

p(q−2)

≤ 1

8
max

3≤k≤2p
(8p)kRq(X)

(k−2)q
q−2 E[trX(t)2p]1−

k
2p+ q−k

p(q−2) .

By convexity, we may bound all terms in the maximum by their value at either
k = 2 + q−2

q ≤ 3 or k = 2 + 2p q−2
q ≥ 2p, so that∣∣∣∣ ddtE[trX(t)2p]

∣∣∣∣ ≤ (8p)2+ q−2
q Rq(X)

8
max

{
E[trX(t)2p]1−

1
2p ,
(
(8p)

q−2
q Rq(X)

)2p−1}
.

The conclusion follows from Lemma 6.6. �

Remark 6.7. That there is considerable room in the proof of Theorem 2.9 is evident
from the crude inequality in the first equation display of the proof of Lemma 6.4.
This additional room can be used to capture models whose summands Zi are not
uniformly bounded, but have subexponential tails. For the purposes of this paper,
such an extension is not needed as the truncation method that will be developed in
section 8 below yields far more general results. However, this extra room can be of
significant utility in extending the approach of this paper to random matrices that
are not captured by the independent sum model (2.1), cf. [63].

6.3. Resolvent moments. The aim of this section is to prove the following uni-
versality principle for the moments of the resolvent. This result will form the basis
for the proof of Theorem 2.6 (which is given in section 7 below).

Theorem 6.8 (Resolvent moments universality). We have∣∣E[tr |z1−X|−2p]
1
2p −E[tr |z1−G|−2p]

1
2p

∣∣ . R(X)σ(X)2p2 +R(X)3p3

(Im z)4

for any p ∈ N and z ∈ C with Im z > 0.

The proof of Theorem 6.8 is very similar in spirit to that of Theorem 2.9. How-
ever, as the resolvent is not a polynomial (and does not have a globally convergent
power series), we must truncate the cumulant expansion as in Corollary 6.2.

We begin by computing the derivatives of M 7→ tr |z1−M |−2p.
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Lemma 6.9. Let z ∈ C with Im z > 0, p ∈ N, and M,B1, . . . , Bk ∈ Md(C)sa.
Denote the resolvent of M as RM (z) := (z1−M)−1. Then

∂B1
· · · ∂Bk tr |z1−M |−2p =∑

σ∈Sym(k)

∑
l,m≥0
l+m=k

∑
r1,...,rl+1≥1

r1+···+rl+1=p+l

∑
s1,...,sm+1≥1

s1+···+sm+1=p+m

tr[RM (z)r1Bσ(1)

· · ·RM (z)rlBσ(l)RM (z)rl+1RM (z̄)s1Bσ(l+1) · · ·RM (z̄)smBσ(k)RM (z̄)sm+1 ].

In particular,∣∣∂B1 · · · ∂Bk tr |z1−M |−2p
∣∣ ≤ (2p− 1 + k)!

(2p− 1)!

‖B1‖k · · · ‖Bk‖k
(Im z)2p+k

.

Proof. The identity follows by applying the product rule k times to tr |z1−M |−2p =
tr[RM (z)pRM (z̄)p] and using that ∂BRM (z) = RM (z)BRM (z). To prove the in-
equality, note that each summand is bounded by (Im z)−2p−k‖B1‖k · · · ‖Bk‖k by
Hölder’s inequality and ‖RM (z)‖ ≤ |Im z|−1, while the sums have (2p−1+k)!

(2p−1)! terms
(the latter is most easily seen by applying the first identity with d = 1.) �

We can now apply the cumulant expansion.

Proposition 6.10. For any z ∈ C with Im z > 0, p ∈ N, and t ∈ [0, 1], we have∣∣∣∣ ddtE[tr |z1−X(t)|−2p]

∣∣∣∣
.
p3R(X)σ(X)2

(Im z)4
max

{
E[tr |z1−X(t)|−2p]1−

1
2p ,

(32pR(X))6p−3

(Im z)8p−4

}
.

Proof. Combining Corollary 6.2 with Lemma 6.9 yields

d

dt
E[tr |z1−X(t)|−2p] =

1

2

6p−1∑
k=3

kt
k
2−1

∑
π∈P([k])

(−1)|π|−1(|π| − 1)!×

∑
l,m≥0
l+m=k

∑
r1,...,rl+1≥1

r1+···+rl+1=p+l

∑
s1,...,sm+1≥1

s1+···+sm+1=p+m

n∑
i=1

E[tr RX(t)(z)
r1Zi1|π · · ·RX(t)(z)

rlZil|π ·

RX(t)(z)
rl+1RX(t)(z̄)

s1Zi(l+1)|π · · ·RX(t)(z̄)
smZik|πRX(t)(z̄)

sm+1 ] +R
with

|R| . (8p− 1)!

(2p− 1)!

26p

(Im z)8p

n∑
i=1

E[trZ6p
i ].

Here we eliminated the sum over permutations σ in the identity as in the proof of
Proposition 6.5, and we used Lemma 6.4 and Hölder’s inequality in the estimate of
the remainder. To proceed, we apply Proposition 5.1 with pj = 2p+k

rj+1
for 1 ≤ j < l,

pl = 2p+k
rl+1+s1

, pj = 2p+k
sj−l+1

for l < j < k, pk = 2p+k
sm+1+r1

, and q =∞ to estimate∣∣∣∣∣
n∑
i=1

E[tr RX(t)(z)
r1Zi1|π · · ·RX(t)(z)

rlZil|πRX(t)(z)
rl+1RX(t)(z̄)

s1Zi(l+1)|π

· · ·RX(t)(z̄)
smZik|πRX(t)(z̄)

sm+1 ]

∣∣∣∣∣ ≤ R(X)k−2σ(X)2E[tr |z1−X(t)|−2p−k].
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We can therefore estimate∣∣∣∣ ddtE[tr |z1−X(t)|−2p]

∣∣∣∣ ≤ C (8p− 1)!

(2p− 1)!

26p

(Im z)8p

n∑
i=1

E[trZ6p
i ]

+
1

2

6p−1∑
k=3

(2p− 1 + k)!

(2p− 1)!
2kR(X)k−2σ(X)2E[tr |z1−X(t)|−2p−k]

for a universal constant C, where we used Lemma 6.4 and that the sums over
l,m, rj , sj contain a total of

(
2p−1+k

2p−1

)
terms (cf. the proof of Lemma 6.9). Thus∣∣∣∣ ddtE[tr |z1−X(t)|−2p]

∣∣∣∣ ≤ C (16p)6p

(Im z)8p
R(X)6p−2σ(X)2

+
1

2

6p−1∑
k=3

(16p)kR(X)k−2σ(X)2E[tr |z1−X(t)|−2p−k],

where we used (2p−1+k)!
(2p−1)! ≤ (8p)k for k ≤ 6p and

∑n
i=1 E[trZ6p

i ] ≤ R(X)6p−2σ(X)2.
We now proceed as in the proof of Proposition 6.5. As the terms inside the sum

are convex as a function of k, we can estimate

1

2

6p−1∑
k=3

(16p)kR(X)k−2σ(X)2E[tr |z1−X(t)|−2p−k]

≤ 1

8
max

{
(32p)3R(X)σ(X)2E[tr |z1−X(t)|−2p−3],

(32p)6pR(X)6p−2σ(X)2E[tr |z1−X(t)|−8p]
}

≤ (32p)3R(X)σ(X)2

8(Im z)4
max

{
E[tr |z1−X(t)|−2p]1−

1
2p ,

(32pR(X))6p−3

(Im z)8p−4

}
,

where we used that E[tr |z1 −X(t)|−2p+1] ≤ E[tr |z1 −X(t)|−2p]1−
1
2p by Jensen’s

inequality, and that ‖(z1−X(t))−1‖ ≤ (Im z)−1. The conclusion follows readily. �

The proof of Theorem 6.8 is now immediate.

Proof of Theorem 6.8. Combine Proposition 6.10 and Lemma 6.6. �

6.4. Resolvent matrix. The aim of this section is to prove the resolvent univer-
sality principle of Theorem 2.10. In contrast to the universality principles for the
moments and resolvent moments, the present result is much more classical in na-
ture as its proof does not require the cumulant expansion; it could therefore also
be approached by means of more traditional universality methods as in [32, 33]. In
particular, we will apply Corollary 6.2 with p = 3: in this special case, the proof of
Corollary 6.2 uses only Taylor expansion and no cumulants appear.

Nonetheless, the present situation is somewhat different in nature than the pre-
vious universality results in that we bound the difference between the expected
resolvents of X and G in norm (as opposed to their traces, see Remark 6.13 below).
This introduces some additional subtleties that must be addressed in the proof.

We begin by applying Corollary 6.2 in the present setting.
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Lemma 6.11. We have∥∥E[(z1−X)−1]−E[(z1−G)−1]
∥∥ . ( R(X)

(Im z)4
+
R(X)3

(Im z)6

)
E

∥∥∥∥∥
n∑
i=1

Z2
i

∥∥∥∥∥.
Proof. We readily compute

∂B1
∂B2

∂B3
(z1−M)−1 =∑

σ∈Sym(3)

(z1−M)−1Bσ(1)(z1−M)−1Bσ(2)(z1−M)−1Bσ(3)(z1−M)−1.

Applying Corollary 6.2 to f(M) = 〈v, (z1−M)−1w〉 with p = 3 yields∥∥E[(z1−X)−1]−E[(z1−G)−1]
∥∥ = sup

‖v‖=‖w‖=1

∣∣∣∣ ∫ 1

0

d

dt
E[〈v, (z1−X(t))−1w〉] dt

∣∣∣∣
. F (Z,Z,Z) + F (Z,Z ′, Z ′) + F (Z ′, Z, Z ′) + F (Z ′, Z ′, Z),

where Z ′ = (Z ′i)1≤i≤n is an independent copy of Z = (Zi)1≤i≤n,

F (Z(1), Z(2), Z(3)) = sup
‖v‖=‖w‖=1

sup
s,t∈[0,1]

∣∣∣∣∣
n∑
i=1

E[〈v,RtisZ
(1)
i RtisZ

(2)
i RtisZ

(3)
i Rtisw〉]

∣∣∣∣∣,
and Rtis = (z1−X(t, i, s))−1 with X(t, i, s) = X(t)− (1− s)

√
tZi. (Note that the

term with |π| = 2 in the bound on |R| in Corollary 6.2 vanishes as E[Zi] = 0.)
As ‖Rtis‖ ≤ (Im z)−1 and ‖Zi‖ ≤ R(X), we have

F (Z(1), Z(2), Z(3)) ≤ R(X)

(Im z)2
sup

‖v‖=‖w‖=1

sup
s,t∈[0,1]

n∑
i=1

E[‖Z(1)
i R∗tisv‖‖Z

(3)
i Rtisw‖].

Now note that as A−1 −B−1 = A−1(B −A)B−1, we have

Rtis = Rt − (1− s)
√
tRtisZiRt,

R∗tis = R∗t − (1− s)
√
tRtisZiR

∗
t

with Rt = (z1−X(t))−1. Thus

‖Z(3)
i Rtisw‖ ≤ ‖Z(3)

i Rtw‖+
R(X)

Im z
‖ZiRtw‖,

‖Z(1)
i R∗tisv‖ ≤ ‖Z

(1)
i R∗t v‖+

R(X)

Im z
‖ZiR∗t v‖

for s, t ∈ [0, 1]. Using (a+ b)(c+ d) ≤ a2 + b2 + c2 + d2 yields

E[‖Z(1)
i R∗tisv‖‖Z

(3)
i Rtisw‖] ≤ E[〈Rtw, (Z

(3)
i )2Rtw〉] + E[〈R∗t v, (Z

(1)
i )2R∗t v〉]+

R(X)2

(Im z)2

(
E[〈Rtw,Z

2
i Rtw〉] + E[〈R∗t v, Z2

i R∗t v〉]
)
.

We can therefore estimate

F (Z(1), Z(2), Z(3)) .

(
R(X)

(Im z)4
+
R(X)3

(Im z)6

)
E

∥∥∥∥∥
n∑
i=1

Z2
i

∥∥∥∥∥
whenever Z(k) have the same distribution as Z, concluding the proof. �

We also need the following simple lemma.
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Lemma 6.12. We have

E

∥∥∥∥∥
n∑
i=1

Z2
i

∥∥∥∥∥ . σ(X)2 +R(X)2 log d.

Proof. We can estimate

E

∥∥∥∥∥
n∑
i=1

Z2
i

∥∥∥∥∥ ≤ σ(X)2 + E

∥∥∥∥∥
n∑
i=1

(Z2
i −EZ2

i )

∥∥∥∥∥
. σ(X)2 +

∥∥∥∥∥
n∑
i=1

E[(Z2
i −EZ2

i )2]

∥∥∥∥∥
1
2√

log d+R(X)2 log d

. σ(X)2 +R(X)σ(X)
√

log d+R(X)2 log d,

where the second line follows from the matrix Bernstein inequality (1.3). The
conclusion follows as R(X)σ(X)

√
log d ≤ σ(X)2 +R(X)2 log d. �

We can now complete the proof of Theorem 2.10.

Proof of Theorem 2.10. Lemmas 6.11 and 6.12 yield∥∥E[(z1−X)−1]−E[(z1−G)−1]
∥∥ . σ(X)2 +R(X)2 log d

(Im z)3

(
R(X)

Im z
+
R(X)3

(Im z)3

)
.

This yields the first inequality of Theorem 2.10 when Im z ≥ R(X). On the other
hand, when Im z < R(X), we can crudely estimate∥∥E[(z1−X)−1]−E[(z1−G)−1]

∥∥ ≤ ∥∥E[(z1−X)−1]
∥∥+

∥∥E[(z1−G)−1]
∥∥

≤ 2

Im z
≤ 2R(X)3

(Im z)4
,

concluding the proof of the first inequality.
To prove the second inequality, it suffices to consider real-valued ϕ : R → R

(as otherwise we may apply the real-valued inequality separately to the real and
imaginary parts of ϕ). Then ϕ(X) and ϕ(G) are self-adjoint, so we may express∥∥E[ϕ(X)]−E[ϕ(G)]

∥∥ = sup
‖v‖=1

∣∣〈v,E[ϕ(X)]v〉 − 〈v,E[ϕ(G)]v〉
∣∣

= sup
‖v‖=1

∣∣∣∣ ∫ ϕdµv −
∫
ϕdνv

∣∣∣∣
where we defined the probability measures µv, νv for ‖v‖ = 1 so that

∫
ϕdµv =

〈v,E[ϕ(X)]v〉 and
∫
ϕdνv = 〈v,E[ϕ(G)]v〉 for all bounded continuous ϕ. As the

first inequality of Theorem 2.10 implies that

sup
‖v‖=1

∣∣∣∣ ∫ 1

z − x
µv(dx)−

∫
1

z − x
νv(dx)

∣∣∣∣ . R(X)σ(X)2 +R(X)3 log d

(Im z)4
,

the second inequality of Theorem 2.10 follows from [9, Lemma 5.11]. �

Remark 6.13 (An improved inequality for Stieltjes transforms). The main compli-
cation in the proof of Theorem 2.10 arises from the fact that we aim to achieve a
norm estimate. If we are only interested in establishing universality of the trace
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of the resolvent (that is, of the Stieltjes transform of the empirical spectral distri-
bution), the proof simplifies greatly and yields a better bound. Indeed, the first
equation display of the proof of Lemma 6.11 and Hölder’s inequality readily yield

|E[∂Y1
∂Y2

∂Y3
tr (z1−X(t, i, s))−1]| ≤ 6‖Y1‖3‖Y2‖3‖Y3‖3

(Im z)4

for any random matrices Y1, Y2, Y3. Combining this inequality with the p = 3 case
of Corollary 6.2 immediately yields the estimate

|E[tr(z1−X)−1]−E[tr(z1−G)−1]| . 1

(Im z)4

n∑
i=1

E[tr |Zi|3].

In particular, in this case the logarithmic dimension dependence is eliminated.

7. Universality of the spectrum

The aim of this section is to prove Theorem 2.6 and Corollary 2.7. The main
idea behind the proof is that universality of the spectrum can be deduced from the
bound on the moments of the resolvent in Theorem 6.8 using a technique that was
developed for Gaussian random matrices in [9, §6.2]. The difficulty in the present
setting is that the resolvent of the non-Gaussian random matrix X exhibits more
complicated concentration properties than in the Gaussian case.

We first introduce some basic estimates in section 7.1. In sections 7.2 and 7.3,
we bound the probability that sp(X) ⊆ sp(G) + [−ε, ε] and sp(G) ⊆ sp(X) +
[−ε, ε], respectively. Combining these bounds yields the Hausdorff distance bound
of Theorem 2.6. Finally, Corollary 2.7 will be proved in section 7.4.

7.1. Preliminaries. The basic principle behind the proof is the following deter-
ministic lemma, which is a trivial modification of [9, Lemma 6.4].

Lemma 7.1. Let C,K1,K2,K3 ≥ 0, and let A,B ∈ Md(C)sa satisfy

‖(z1−A)−1‖ ≤ C‖(z1−B)−1‖+
K1

(Im z)2
+

K2

(Im z)3
+

K3

(Im z)4

for all z = λ+ iε with λ ∈ sp(A) and ε = 6K1 ∨ (6K2)
1
2 ∨ (6K3)

1
3 . Then

sp(A) ⊆ sp(B) + 2Cε[−1, 1].

Proof. Fix λ ∈ sp(A) and z = λ + iε, where ε is as defined in the statement. As
‖(z1−A)−1‖ = (dist(z, sp(A)))−1, the assumption implies that

1

ε
≤ C√

ε2 + dist(λ, sp(B))2
+
K1

ε2
+
K2

ε3
+
K3

ε4
.

If dist(λ, sp(B)) > 2Cε, we would have 1
2 <

K1

ε + K2

ε2 + K3

ε3 ≤
1
2 by the definition of

ε, which is impossible. Thus dist(λ, sp(B)) ≤ 2Cε for all λ ∈ sp(A). �

The main idea behind the proof of Theorem 2.6 is that we will engineer the
assumption of Lemma 7.1 by using Theorem 6.8 and concentration of measure.
Before we turn to the details of the argument, let us prove a crude a priori bound
on the spectrum that will be needed below.
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Lemma 7.2. We have

P
[
sp(X) ⊆ sp(EX) + C{σ∗(X)

√
d+ t+R(X)(d+ t)}[−1, 1]

]
≥ 1− e−t

and
P
[
sp(G) ⊆ sp(EG) + Cσ∗(X)

√
d+ t [−1, 1]

]
≥ 1− e−t

for all t ≥ 0, where C is a universal constant.

Proof. Let N ⊂ Sd−1 be a 1
4 -net of the unit sphere Sd−1 := {x ∈ Cd : ‖x‖ = 1},

that is, dist(x,N) ≤ 1
4 for all x ∈ Sd−1. A routine estimate [75, p. 110] yields

P[‖X −EX‖ ≥ x] ≤ P

[
max
v,w∈N

|〈v, (X −EX)w〉| ≥ x

4

]
≤ |N |2 sup

v,w∈Sd−1

P

[
|〈v, (X −EX)w〉| ≥ x

4

]
.

By viewing Cd as a 2d-dimensional real vector space, we may use a standard volume
argument [75, Lemma 2.3.4] to choose the net N so that |N | ≤ Cd for a universal
constant C. On the other hand, by Bernstein’s inequality [22, Theorem 2.10]

P
[
|〈v, (X −EX)w〉| ≥ 2σ∗(X)

√
x+
√

2R(X)x
]

≤ P

[∣∣∣∣∣
n∑
i=1

Re 〈v, Ziw〉

∣∣∣∣∣ ≥ σ∗(X)
√

2x+R(X)x

]

+ P

[∣∣∣∣∣
n∑
i=1

Im 〈v, Ziw〉

∣∣∣∣∣ ≥ σ∗(X)
√

2x+R(X)x

]
≤ 4e−x

for all x ≥ 0 and v, w ∈ Sd−1. Combining the above estimates yields

P[‖X −EX‖ ≥ 8σ∗(X)
√
cd+ t+ 4

√
2R(X)(cd+ t)] ≤ C2de−cd−t ≤ e−t

for all t ≥ 0, provided the universal constant c is chosen sufficiently large. The first
inequality in the statement now follows by noting that

sp(X) ⊆ sp(EX) + ‖X −EX‖[−1, 1]

by Weyl’s inequality maxi |λi(A)−λi(B)| ≤ ‖A−B‖ for self-adjoint matrices A,B
[18, Corollary III.2.6] (here λi(A) is the ith largest eigenvalue of A).

The inequality for the Gaussian matrix G follows in the identical fashion, except
that we replace Bernstein’s inequality by the Gaussian bound

P
[
|〈v, (G−EG)w〉| ≥ 2σ∗(X)

√
x
]
≤ 4e−x

(this follows from the Gaussian tail bound [22, p. 22] as the real and imaginary parts
of 〈v, (G−EG)w〉 are Gaussian variables with variance bounded by σ∗(X)2). �

7.2. Proof of Theorem 2.6: upper bound. The aim of the present section is
to prove that sp(X) ⊆ sp(G) + [−ε, ε] with high probability for a suitable choice
of ε. This will be accomplished by showing that the corresponding resolvent norm
inequality of Lemma 7.1 holds with with high probability.

We begin by showing that this is the case for a single choice of z. Note that the
joint distribution of X and G is irrelevant to the following proofs.
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Lemma 7.3. Let z ∈ C with Im z > 0. Then

P

[
‖(z1−X)−1‖ ≥ C

{
‖(z1−G)−1‖+

σ∗(X)

(Im z)2

√
x

+
R(X)σ(X)2x2 +R(X)3x3

(Im z)4

}]
≤ 3e−x

for all x ≥ log d, where C is a universal constant.

Proof. We begin by noting that Markov’s inequality implies

P
[
‖(z1−X)−1‖ ≥ eE[‖(z1−X)−1‖2p]

1
2p

]
≤ e−2p.

By Theorem 6.8, the expectation inside the probability satisfies

E[‖(z1−X)−1‖2p]
1
2p ≤ d

1
2pE[‖(z1−G)−1‖2p]

1
2p +Cd

1
2p
R(X)σ(X)2p2 +R(X)3p3

(Im z)4

for p ∈ N, where C is a universal constant. Here we used that 1
d‖A‖ ≤ trA ≤ ‖A‖

for any positive semidefinite matrix A ∈ Md(C)sa.
To proceed, note first that Lemma 5.5 implies

E[‖(z1−G)−1‖2p]
1
2p ≤ E‖(z1−G)−1‖+ C

√
p
σ∗(X)

(Im z)2

for p ∈ N, where C is a universal constant (this follows as the Lp-norm of a σ2-
subgaussian random variable is at most of order σ√p, cf. [22, Theorem 2.1]). An-
other application of Lemma 5.5 therefore yields

P

[
E[‖(z1−G)−1‖2p]

1
2p ≥ ‖(z1−G)−1‖+ C1

√
p
σ∗(X)

(Im z)2

]
≤ 2e−C2p

for p ∈ N and universal constants C1, C2.
Combining the above bounds yields

P

[
‖(z1−X)−1‖ ≥ ed

1
2p ‖(z1−G)−1‖+ C1ed

1
2p
√
p
σ∗(X)

(Im z)2

+ Ced
1
2p
R(X)σ(X)2p2 +R(X)3p3

(Im z)4

]
≤ e−2p + 2e−C2p

for p ∈ N. The conclusion follows readily using d
1
2p ≤ e 1

2 for p ≥ log d. �

We are now ready to prove one direction of Theorem 2.6.

Proposition 7.4. For any t ≥ 0, we have

P
[
sp(X) ⊆ sp(G) + Cε(t)[−1, 1]

]
≥ 1− de−t,

where C is a universal constant and ε(t) is as defined in Theorem 2.6.

Proof. Define the set

Ωx := sp(EX) + C ′{σ∗(X)
√
d+ x+R(X)(d+ x)}[−1, 1],

where C ′ is the universal constant of Lemma 7.2. Then Ωx is a union of d intervals
of length 2C ′{σ∗(X)

√
d+ x+R(X)(d+ x)}. We can therefore find Nx ⊂ Ωx with

|Nx| ≤ 4C′d(d+x)
x such that each λ ∈ Ωx satisfies dist(λ,Nx) ≤ σ∗

√
x+ R(X)x. In

particular, for every λ ∈ Ωx, there exists λ′ ∈ Nx so that∣∣‖((λ+ iε)1−X)−1‖ − ‖((λ′ + iε)1−X)−1‖
∣∣ ≤ σ∗

√
x+R(X)x

ε2
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as well as the analogous bound where X is replaced by G (here we used the identity
A−1 −B−1 = A−1(B −A)B−1). We can therefore estimate

P

[
‖(z1−X)−1‖ ≥ C

{
‖(z1−G)−1‖+

3σ∗(X)
√
x+ 2R(X)x

ε2

+
R(X)σ(X)2x2 +R(X)3x3

ε4

}
for some z ∈ sp(X) + iε

]
≤ P

[
‖(z1−X)−1‖ ≥ C

{
‖(z1−G)−1‖+

3σ∗(X)
√
x+ 2R(X)x

ε2

+
R(X)σ(X)2x2 +R(X)3x3

ε4

}
for some z ∈ Ωx + iε

]
+ e−x

≤ P

[
‖(z1−X)−1‖ ≥ C

{
‖(z1−G)−1‖+

σ∗(X)

ε2

√
x

+
R(X)σ(X)2x2 +R(X)3x3

ε4

}
for some z ∈ Nx + iε

]
+ e−x

≤ (3|Nx|+ 1)e−x ≤
(

1 +
12C ′d(d+ x)

x

)
e−x

for x ≥ log d, where we used Lemma 7.2 in the first inequality and a union bound
and Lemma 7.3 in the third inequality (here C > 1 is the constant of Lemma 7.3).

Now let x = Lt for a universal constant L. Recalling the standing assumption
d ≥ 2, it is readily seen that we may choose L > 1 sufficiently large so that(

1 +
12C ′d(d+ x)

x

)
e−x ≤ de−t

for all t ≥ log d. Then we have shown that

P

[
‖(z1−X)−1‖ ≤ 3L3C

{
‖(z1−G)−1‖+

σ∗(X)
√
t+R(X)t

ε2

+
R(X)σ(X)2t2 +R(X)3t3

ε4

}
for all z ∈ sp(X) + iε

]
≥ 1− de−t

for all t ≥ log d. On the other hand, the same bound holds trivially for t < log d as
then 1− de−t < 0. The proof is concluded by applying Lemma 7.1. �

7.3. Proof of Theorem 2.6: lower bound. We now turn to the complementary
inequality sp(G) ⊆ sp(X) + [−ε, ε] with high probability. The proof is similar in
spirit to that of the upper bound, but we must now work with the more complicated
concentration inequality of Proposition 5.6. As before, we begin by establishing a
resolvent norm inequality for a single choice of z.

Lemma 7.5. Let z ∈ C with Im z > 0. Then

P

[
‖(z1−G)−1‖ ≥ C

{
‖(z1−X)−1‖+

R(X)σ(X)x+R(X)2x
3
2

(Im z)3
+

R(X)σ(X)2x2 +R(X)3x3

(Im z)4
+
σ∗(X)x

1
2 +R(X)

1
2σ(X)

1
2x

3
4 +R(X)x

(Im z)2

}]
≤ 3e−x

for all x ≥ log d, where C is a universal constant.
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Proof. As in the proof of Lemma 7.3, we have

P
[
‖(z1−G)−1‖ ≥ eE[‖(z1−G)−1‖2p]

1
2p

]
≤ e−2p

and

E[‖(z1−G)−1‖2p]
1
2p ≤ d

1
2pE[‖(z1−X)−1‖2p]

1
2p +Cd

1
2p
R(X)σ(X)2p2 +R(X)3p3

(Im z)4

for p ∈ N by Markov’s inequality and Theorem 6.8.
To proceed, we use that Proposition 5.6 implies

E[‖(z1−X)−1‖2p]
1
2p ≤ E‖(z1−X)−1‖+ C

{
R(X)

(Im z)2
+
R(X)2

(Im z)3

}
p

+ C

{
σ∗(X) +R(X)

1
2 (E‖X −EX‖) 1

2

(Im z)2
+
R(X)(E‖X −EX‖2)

1
2

(Im z)3

}
√
p

for p ∈ N by [22, Theorem 2.3]. Another application of Proposition 5.6 yields

P

[
E[‖(z1−X)−1‖2p]

1
2p ≥ ‖(z1−X)−1‖+ C

{
R(X)

(Im z)2
+
R(X)2

(Im z)3

}
p+

C

{
σ∗(X) +R(X)

1
2 (E‖X −EX‖) 1

2

(Im z)2
+
R(X)(E‖X −EX‖2)

1
2

(Im z)3

}
√
p

]
≤ 2e−p

for p ∈ N, provided the universal constant C is chosen sufficiently large. Now recall
that the matrix Bernstein inequality [77, eq. (6.1.4)] implies

(E‖X −EX‖2)
1
2 . σ(X)

√
log d+R(X) log d ≤ σ(X)

√
p+R(X)p

for p ≥ log d. We can therefore further estimate

P

[
E[‖(z1−X)−1‖2p]

1
2p ≥ ‖(z1−X)−1‖+ C

{
R(X)σ(X)p+R(X)2p

3
2

(Im z)3
+

σ∗(X)
√
p+R(X)

1
2σ(X)

1
2 p

3
4 +R(X)p

(Im z)2

}]
≤ 2e−p

for p ≥ log d, provided C is chosen sufficiently large. The proof is now readily
concluded by combining the above bounds and using d

1
2p ≤ e 1

2 for p ≥ log d. �

Remark 7.6. We have emphasized in the introduction that the matrix Bernstein
inequality may be viewed as a consequence of the universality principles of this
paper. On the other hand, we have used the matrix Bernstein inequality in the
proof of Lemma 7.5 to estimate the matrix norms that appear in Proposition 5.6.
There is no circular reasoning here: the present section is only concerned with
lower bounds on the spectrum of X, while the matrix Bernstein inequality already
follows from the upper bound of Proposition 7.4 (or from Theorem 2.9 by choosing
p � log d and q =∞) and the noncommutative Khintchine inequality.

The same remark applies to the application of the matrix Bernstein inequality
in the proof of Theorem 2.10 (cf. Lemma 6.12 in section 6.4).

We are now ready to prove the converse direction of Theorem 2.6.

Proposition 7.7. For any t ≥ 0, we have

P
[
sp(G) ⊆ sp(X) + Cε(t)[−1, 1]

]
≥ 1− de−t,

where C is a universal constant and ε(t) is as defined in Theorem 2.6.
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Proof. By following exactly the same steps as in the proof of Proposition 7.4, we
can deduce using Lemmas 7.2 and Lemma 7.5 the inequality

P

[
‖(z1−G)−1‖ ≤ C

{
‖(z1−X)−1‖+

R(X)σ(X)t+R(X)2t
3
2

ε3
+

R(X)σ(X)2t2 +R(X)3t3

ε4
+
σ∗(X)t

1
2 +R(X)

1
2σ(X)

1
2 t

3
4 +R(X)t

ε2

}
for all z ∈ sp(G) + iε

]
≥ 1− de−t

for all t, ε ≥ 0, where C is a universal constant. Thus Lemma 7.1 implies

P
[
sp(G) ⊆ sp(X) + Cε′(t)[−1, 1]

]
≥ 1− de−t

for all t ≥ 0 and a universal constant C, where

ε′(t) = σ∗(X)t
1
2 +R(X)

1
3σ(X)

2
3 t

2
3 +R(X)

1
2σ(X)

1
2 t

3
4 +R(X)t.

It remains to note that

R(X)
1
2σ(X)

1
2 t

3
4 ≤ 3

4
R(X)

1
3σ(X)

2
3 t

2
3 +

1

4
R(X)t

by Young’s inequality, concluding the proof. �

We now conclude the proof of Theorem 2.6.

Proof of Theorem 2.6. Combining Propositions 7.4 and 7.7 yields

P[dH(sp(X), sp(G)) > Cε(s)] ≤ 2de−s

for all s ≥ 0 by the union bound. Choosing s = 2t, we obtain

P[dH(sp(X), sp(G)) > 2Cε(t)] ≤ 2de−2t ≤ de−t

for t ≥ log d, as the latter implies 2e−t ≤ 2
d ≤ 1 by the standing assumption d ≥ 2.

But for t < log d the inequality is trivial as then de−t > 1. The tail bound follows.
To deduce the expectation bound, we note that

E[dH(sp(X), sp(G))] ≤ Cε(log d) +

∫ ∞
Cε(log d)

P[dH(sp(X), sp(G)) > x] dx

= Cε(log d) + C

∫ ∞
log d

P[dH(sp(X), sp(G)) > Cε(t)]
dε(t)

dt
dt

≤ Cε(log d) + 2dC

∫ ∞
log d

e−t
dε(t)

dt
dt . ε(log d)

using
∫∞
a
e−ttβ dt ≤ Cβe−aaβ for a > 1

4 , β ∈ R, where Cβ depends only on β. �

7.4. Proof of Corollary 2.7. Now that Theorem 2.6 has been established, the
proof of Corollary 2.7 follows by routine manipulations.

Proof of Corollary 2.7. We first note that

sp(A) ⊆ sp(B) + [−ε, ε]
certainly implies

λmax(A) ≤ λmax(B) + ε

for any A,B ∈ Md(C)sa and ε > 0. Thus

|λmax(A)− λmax(B)| ≤ dH(sp(A), sp(B)),
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and the first and last bound of Corollary 2.7 follow immediately from Theorem 2.6.
To prove the middle bound, we note that a routine application of Gaussian

concentration (see, e.g., [9, Corollary 4.14]) yields

P
[
|λmax(G)−Eλmax(G)| ≥ σ∗(X)

√
2t
]
≤ 2e−t

for all t ≥ 0. Combined with the first bound of Corollary 2.7, we obtain

P
[
|λmax(X)−Eλmax(G)| > σ∗(X)

√
2t+ Cε(t)

]
≤ 2e−t + P

[
|λmax(X)− λmax(G)| > Cε(t)

]
≤ (d+ 2)e−t

for all t ≥ 0. The second inequality of Corollary 2.7 follows for a suitable choice of
the universal constant (as in the last step of the proof of Theorem 2.6).

The analogous bounds for ‖X‖, ‖G‖ are proved in an identical manner. �

8. Truncation

The aim of this section is to prove Theorems 2.8 and 2.11. The basic idea behind
these results is the following truncation argument. Let X be as in (2.1), and let G
be the associated Gaussian model. Define the truncated model

X̃ := Z0 +

n∑
i=1

1‖Zi‖≤RZi.

Then X = X̃ on the event {maxi ‖Zi‖ ≤ R}, while R(X̃) ≤ R. We can therefore
obtain universality principles for unbounded X by conditioning on the above event,
and applying the results of the previous sections to X̃.

The problem with this approach is that it does not yield a comparison between
the spectra of X and G, but rather between the spectra of X and G̃, where G̃ is the
Gaussian model associated to X̃. The main difficulty in the implementation of the
truncation argument is therefore to compare the spectra of the Gaussian models G
and G̃. To this end, we will first prove general comparison principles for the spectra
of Gaussian random matrices in section 8.1. In section 8.2, we will upper bound
the relevant parameters in the specific case of G and G̃. Finally, we combine these
estimates in section 8.3 to complete the proof of Theorems 2.8 and 2.11.

8.1. Gaussian comparison principles. The aim of this section is to prove gen-
eral comparison principles for the spectra of Gaussian random matrices. We begin
by stating a comparison principle for the resolvent moments.

Lemma 8.1. Let H, H̃ be self-adjoint Gaussian random matrices. Then we have∣∣E[tr |z1−H|−2p]
1
2p −E[tr |z1− H̃|−2p]

1
2p

∣∣ ≤ ‖EH −EH̃‖
(Im z)2

+ 2p
∆(H, H̃)

(Im z)3

for any p ∈ N, where

∆(H, H̃) := sup
‖M‖≤1

∥∥E[(H −EH)M(H −EH)]−E[(H̃ −EH̃)M(H̃ −EH̃)]
∥∥.

Proof. First, note that as A−1 −B−1 = A−1(B −A)B−1, we have

‖(z1−H)−1 − (z1− (H −EH + EH̃))−1‖ ≤ ‖EH −EH̃‖
(Im z)2

.

Thus we can assume in the sequel that EH = EH̃.



UNIVERSALITY AND MATRIX CONCENTRATION 63

Assume without loss of generality that H, H̃ are independent and EH = EH̃,
and let Y, Ỹ be independent copies of H −EH and H̃ −EH̃, respectively. Define

H(t) := EH +
√
t (H −EH) +

√
1− t (H̃ −EH̃).

By the Gaussian interpolation lemma [9, Lemma 4.11]

d

dt
E[tr |z1−H(t)|−2p] =

E[∂2
Y tr |z1−H(t)|−2p]−E[∂2

Ỹ
tr |z1−H(t)|−2p]

2
.

By the product rule, we have

∂2
B tr |z1−H|−2p = 2p

p∑
k=0

Re tr[B(z1−H)−k−1B(z1−H)−p−1+k(z̄1−H)−p]

+ 2p

p−1∑
k=0

Re tr[B(z1−H)−p−1(z̄1−H)−k−1B(z̄1−H)−p+k].

We can therefore bound∣∣∣∣ ddtE[tr |z1−H(t)|−2p]

∣∣∣∣ ≤ p(2p+ 1) ∆(H, H̃)E[tr |z1−H(t)|−2p−2]

by applying Lemma 5.2 to F (M,M ′) := E[trYMYM ′]− E[tr Ỹ MỸ M ′] as in the
proof of Lemma 5.3, and using sup‖M‖≤1,‖M ′‖1≤1 |F (M,M ′)| = ∆(H, H̃).

It remains to note that E[tr |z1−H(t)|−2p−2] ≤ (Im z)−3E[tr |z1−H(t)|−2p]1−
1
2p

and the chain rule readily yield the estimate∣∣∣∣ ddtE[tr |z1−H(t)|−2p]
1
2p

∣∣∣∣ ≤ (p+ 1
2 )

∆(H, H̃)

(Im z)3
.

The conclusion now follows by integrating over t (using p+ 1
2 ≤ 2p). �

A bound on the Hausdorff distance now follows along familiar lines.

Proposition 8.2. Let H, H̃ be self-adjoint Gaussian random matrices. Then

P
[
dH(sp(H), sp(H̃)) > C{‖EH −EH̃‖+ ∆(H, H̃)

1
2

√
log d

+ (σ∗(H) + σ∗(H̃))x}
]
≤ de−x

2

for all x ≥ 0, where C is a universal constant and ∆(H, H̃) is as in Lemma 8.1.

Proof. Note first that

E[tr |z1−H|−2p]
1
2p ≤ E[‖(z1−H)−1‖2p]

1
2p ≤ E‖(z1−H)−1‖+ C

√
p
σ∗(H)

(Im z)2

for a universal constant C as in the proof of Lemma 7.3. On the other hand,

E[tr |z1− H̃|−2p]
1
2p ≥ d−

1
2pE‖(z1− H̃)−1‖.

Combining these bounds with Lemmas 5.5 and 8.1 yields

P

[
d−

1
2p ‖(z1− H̃)−1‖ ≥ ‖(z1−H)−1‖+

‖EH −EH̃‖
(Im z)2

+ 2p
∆(H, H̃)

(Im z)3

+ C
√
p
σ∗(H)

(Im z)2
+
σ∗(H̃) + σ∗(H)

(Im z)2
x

]
≤ 4e−x

2/2.
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Choosing p = blog dc and proceeding as in the proof of Proposition 7.4 yields

P

[
‖(z1− H̃)−1‖ ≥ L

{
‖(z1−H)−1‖+

‖EH −EH̃‖
ε2

+
∆(H, H̃) log d

ε3

+
σ∗(H̃) + σ∗(H)

ε2
x

}
for some z ∈ sp(H̃) + iε

]
≤ de−x

2

for all x ≥ 0, where L is a universal constant. The same bound holds if we reverse
the roles of H and H̃, and the conclusion follows readily from Lemma 7.1. �

We finally formulate a variant of Lemma 8.1 for the resolvent.

Lemma 8.3. Let H, H̃ be self-adjoint Gaussian random matrices. Then we have∥∥E[(z1−H)−1]−E[(z1− H̃)−1]
∥∥ ≤ ‖EH −EH̃‖

(Im z)2
+

∆(H, H̃)

(Im z)3
,

where ∆(H, H̃) is as in Lemma 8.1.

Proof. As in the proof of Lemma 8.1, it suffices to assume that EH = EH̃. More-
over, applying Gaussian interpolation as in the proof of Lemma 8.1 yields

d

dt
E[〈v, (z1−H(t))−1w〉] = E[〈v, (z1−H(t))−1Y (z1−H(t))−1Y (z1−H(t))−1w〉]

−E[〈v, (z1−H(t))−1Ỹ (z1−H(t))−1Ỹ (z1−H(t))−1w〉].

Integrating this identity and taking the supremum over v, w with ‖v‖ = ‖w‖ = 1

readily yields the conclusion, where we use that Y, Ỹ are independent of H(t). �

8.2. The truncation error. In order to apply the above comparison principles to
G, G̃, we must estimate the relevant parameters in this case.

Lemma 8.4. ‖EG−EG̃‖ ≤
√

2σ∗(X) for R ≥
√

2 R̄(X).

Proof. We first note that as EX = Z0 and by the independence of Z1, . . . , Zn

EG̃−EG = EX̃ −EX =

n∑
i=1

E[1‖Zi‖≤RZi] =

n∑
i=1

b−1
i E[1maxj ‖Zj‖≤RZi],

where bi := P[maxj 6=i ‖Zj‖ ≤ R] ≥ P[maxj ‖Zj‖ ≤ R]. We therefore obtain

‖EG̃−EG‖ = sup
‖v‖=‖w‖=1

∣∣∣∣E[1maxj ‖Zj‖≤R

n∑
i=1

b−1
i 〈v, Ziw〉

]∣∣∣∣ ≤ σ∗(X)

P[maxj ‖Zj‖ ≤ R]
1
2

by Cauchy-Schwarz. It remains to note that P[maxj ‖Zj‖ ≤ R] ≥ 1
2 whenever

R ≥
√

2E[maxj ‖Zj‖2]
1
2 =:

√
2 R̄(X) by Markov’s inequality. �

Lemma 8.5. ∆(G, G̃) ≤ 24 R̄(X)σ(X) for R ≥ R̄(X)
1
2σ(X)

1
2 .

Proof. Suppose first that M ≥ 0 with ‖M‖ ≤ 1. We begin by writing

E[(G−EG)M(G−EG)]−E[(G̃−EG̃)M(G̃−EG̃)] =
n∑
i=1

{
E[1‖Zi‖>RZiMZi] + E[1‖Zi‖≤RZi]M E[1‖Zi‖≤RZi]

}
≥ 0.
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Now note that as E[Zi] = 0, we have E[1‖Zi‖≤RZi] = −E[1‖Zi‖>RZi]. Moreover,
for any self-adjoint random matrix Y , we have E[Y ]M E[Y ] ≤ E[Y ]2 ≤ E[Y 2] using
‖M‖ ≤ 1 and Jensen’s inequality. We therefore obtain

‖E[(G−EG)M(G−EG)]−E[(G̃−EG̃)M(G̃−EG̃)]‖ ≤ 2 sup
‖v‖=1

n∑
i=1

E[1‖Zi‖>R‖Ziv‖
2].

To proceed, let Z ′i be independent copies of Zi, and note that
n∑
i=1

E[1‖Zi‖>R‖Ziv‖
2] ≤

n∑
i=1

E[1maxj ‖Zj‖>R‖Ziv‖
2]

≤
n∑
i=1

E[1maxj ‖Zj‖>R(‖Ziv‖2 − ‖Z ′iv‖2)] + P[maxj ‖Zj‖ > R]σ(X)2

for ‖v‖ = 1. Moreover, we have

n∑
i=1

E[1maxj ‖Zj‖>R(‖Ziv‖2 − ‖Z ′iv‖2)] ≤ E

[∣∣∣∣ n∑
i=1

(‖Ziv‖2 − ‖Z ′iv‖2)

∣∣∣∣] =

E

[∣∣∣∣ n∑
i=1

εi(‖Ziv‖2 − ‖Z ′iv‖2)

∣∣∣∣] ≤ 2E

[∣∣∣∣ n∑
i=1

εi‖Ziv‖2
∣∣∣∣] ≤ 2E

[( n∑
i=1

‖Ziv‖4
) 1

2
]
,

where εi are i.i.d. random signs that are independent of the other variables, we used
that the distribution of (Zi, Z

′
i) is invariant under exchanging Zi and Z ′i for any

i, and we applied Jensen’s inequality conditionally on (Zi) in the last inequality.
Bounding ‖Ziv‖4 ≤ (maxj ‖Zj‖2)‖Ziv‖2 and applying Cauchy-Schwarz yields

n∑
i=1

E[1maxj ‖Zj‖>R(‖Ziv‖2 − ‖Z ′iv‖2)] ≤ 2E[maxj ‖Zj‖2]
1
2σ(X)

for ‖v‖ = 1. Putting together all the above estimates yields

‖E[(G−EG)M(G−EG)]−E[(G̃−EG̃)M(G̃−EG̃)]‖ ≤

2P[maxj ‖Zj‖ > R]σ(X)2 + 4E[maxj ‖Zj‖2]
1
2σ(X) ≤ 6E[maxj ‖Zj‖2]

1
2σ(X)

for R ≥ E[maxj ‖Zj‖2]
1
4σ(X)

1
2 using Markov’s inequality in the last step.

Finally, note that any matrix M with ‖M‖ ≤ 1 can be written as M = ReM +
i ImM with ‖ReM‖ = 1

2‖M +M∗‖ ≤ 1 and ‖ImM‖ = 1
2‖M −M

∗‖ ≤ 1. As any
self-adjoint matrix is the difference of its positive and negative parts, we can write
M = M1 −M2 + iM3 − iM4 with Mi ≥ 0 with ‖Mi‖ ≤ 1. Applying the above
estimate to each Mi and using the triangle inequality concludes the proof. �

Finally, we must bound the matrix parameters of X̃.

Lemma 8.6. We have R(X̃) ≤ 2R, σ∗(X̃) ≤ σ∗(X), and σ(X̃) ≤ σ(X).

Proof. The first inequality follows immediately from

R(X̃) =
∥∥∥ max

1≤i≤n

∥∥1‖Zi‖≤RZi −E[1‖Zi‖≤RZi]
∥∥∥∥∥
∞
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and the triangle inequality. Next, note that for any (complex) random variable Y
and event A, we have E[|1AY −E[1AY ]|2] ≤ E[1A|Y |2] ≤ E[|Y |2]. Thus

E[|〈v, (X̃ −EX̃)w〉|2] =

n∑
i=1

E[|1‖Zi‖≤R〈v, Ziw〉 −E[1‖Zi‖≤R〈v, Ziw〉]|
2]

≤
n∑
i=1

E[|〈v, Ziw〉|2] = E[|〈v, (X −EX)w〉|2]

for any nonrandom vectors v, w. The remaining bounds follow, respectively, by
taking the supremum over ‖v‖ = ‖w‖ = 1, or by summing over the coordinate
basis w = ek and then taking the supremum over ‖v‖ = 1. �

8.3. Proof of Theorems 2.8 and 2.11. We now put everything together.

Proof of Theorem 2.8. As X = X̃ on the event {maxi ‖Zi‖ ≤ R}, we obtain

P
[
dH(sp(X), sp(G̃)) > Cε̃(t), max

1≤i≤n
‖Zi‖ ≤ R

]
≤ P

[
dH(sp(X̃), sp(G̃)) > Cε̃(t)

]
≤ de−t

with
ε̃(t) := σ∗(X̃) t

1
2 +R(X̃)

1
3σ(X̃)

2
3 t

2
3 +R(X̃) t.

from Theorem 2.6. Moreover, we can replace ε̃(t) by εR(t) on the left-hand side of
the above inequality as ε̃(t) ≤ εR(t) by Lemma 8.6.

On the other hand, Proposition 8.2 and Lemmas 8.4, 8.5 and 8.6 imply

P
[
dH(sp(G̃), sp(G)) > C{R+ σ∗(X)}t 1

2

]
≤ de−t

for all t ≥ 0 and R ≥ R0 := R̄(X)
1
2σ(X)

1
2 +
√

2 R̄(X). Here we used that we may
assume without loss of generality that t ≥ log d in the above estimate (as otherwise
the right-hand side exceeds one and the bound is trivial), and that ∆(G, G̃) ≤ 24R2

by the assumption on R and Lemma 8.5. We may once again replace {R+σ∗(X)}t 1
2

by εR(t) on the left-hand side as t
1
2 . t for t ≥ log d.

Combining the above bounds, we obtain

P
[
dH(sp(X), sp(G)) > 2CεR(t), max

1≤i≤n
‖Zi‖ ≤ R

]
≤ P

[
dH(sp(X), sp(G̃)) + dH(sp(G̃), sp(G)) > 2CεR(t), max

1≤i≤n
‖Zi‖ ≤ R

]
≤ P

[
dH(sp(X), sp(G̃)) > CεR(t), max

1≤i≤n
‖Zi‖ ≤ R

]
+ P

[
dH(sp(G̃), sp(G)) > CεR(t)

]
≤ 2de−t.

As in the proof of Theorem 2.6, the upper bound can be replaced by de−t if we
increase the value of the universal constant on the left-hand side.

This concludes the proof of the tail bound. To prove the expectation bound,
note that choosing R = R0t in the tail bound yields

P[dH(sp(X), sp(G)) > Cδ(t)] ≤ e−t/2 + P

[
max

1≤i≤n
‖Zi‖ > R0t

]
for t ≥ 2 log d, where

δ(t) := σ∗(X) t
1
2 +R

1
3
0 σ(X)

2
3 t+R0t

2
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and we used de−t ≤ e−t/2 for t ≥ 2 log d. We now compute

E[dH(sp(X), sp(G))] ≤ Cδ(2 log d) +

∫ ∞
Cδ(2 log 2)

P[dH(sp(X), sp(G)) > x] dx

= Cδ(2 log d) + C

∫ ∞
2 log d

P[dH(sp(X), sp(G)) > Cδ(t)]
dδ(t)

dt
dt

≤ Cδ(2 log d) + C

∫ ∞
0

e−t/2
dδ(t)

dt
dt+ C

∫ ∞
0

P

[
max

1≤i≤n
‖Zi‖ > R0t

]
dδ(t)

dt
dt

. δ(2 log d) + E[δ(maxi ‖Zi‖/R0)] . δ(2 log d).

The conclusion follows readily using the assumption R̄(X) (log d)3 . σ(X). �

Proof of Theorem 2.11. As X = X̃ on the event {maxi ‖Zi‖ ≤ R}, we have

E[(z1−X)−1] = E[(z1− X̃)−1] + E[{(z1−X)−1 − (z1− X̃)−1}1maxi ‖Zi‖>R].

Thus Markov’s inequality yields∥∥E[(z1−X)−1]−E[(z1− X̃)−1]
∥∥ ≤ 2P[maxi ‖Zi‖ > R]

Im z
≤ 2R̄(X)2

R2 Im z
.

Applying Theorem 2.10 and Lemmas 8.3, 8.4, 8.5 and 8.6 yields∥∥E[(z1−X)−1]−E[(z1−G)−1]
∥∥ . R̄(X)2

R2 Im z
+
σ∗(X)

(Im z)2
+

R2

(Im z)3
+
Rσ(X)2 +R3 log d

(Im z)4

for R ≥ R0 := R̄(X)
1
2σ(X)

1
2 +
√

2 R̄(X).
Now assume first that Im z ≥ R0 and choose R = R

1
2
0 (Im z)

1
2 . Then we obtain

∥∥E[(z1−X)−1]−E[(z1−G)−1]
∥∥ . σ∗(X) +R0

(Im z)2
+
R

3
2
0 log d

(Im z)
5
2

+
R

1
2
0 σ(X)2

(Im z)
7
2

.

In particular, if Im z ≥ R
1
5
0 σ(X)

4
5 +R0(log d)

2
3 , we obtain

∥∥E[(z1−X)−1]−E[(z1−G)−1]
∥∥ . σ∗(X) +R

1
5
0 σ(X)

4
5 +R0(log d)

2
3

(Im z)2
.

On the other hand, for Im z < R
1
5
0 σ(X)

4
5 +R0(log d)

2
3 we can estimate

∥∥E[(z1−X)−1]−E[(z1−G)−1]
∥∥ ≤ 2

Im z
.
R

1
5
0 σ(X)

4
5 +R0(log d)

2
3

(Im z)2
.

If R̄(X)(log d)
5
3 . σ(X), then R0(log d)

2
3 . R

1
5
0 σ(X)

4
5 � R̄(X)

1
10σ(X)

9
10 , and the

first part of the theorem follows. The second part of the theorem now follows from
[9, Lemma 5.11] as in the proof of Theorem 2.10. �

9. Applications: Proofs

9.1. Random lifts. The aim of this section is to prove Theorem 3.13. We will
first prove a more general result, and then specialize to the case of lifts.
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9.1.1. Strong convergence. In this section, we let Π1, . . . ,Πk be i.i.d. uniformly
distributed random n × n permutation matrices, and we fix A1, . . . , Ak ∈ Md(C).
We consider the random matrix

X =

k∑
i=1

(Ai ⊗Πi +A∗i ⊗Π∗i ),

and let X⊥ be its restriction to Cd⊗ 1⊥. Recall that if s1, . . . , s2k is a free semicir-
cular family, then c1, . . . , ck defined by cj =

sj+isk+j√
2

is a free circular family.

Proposition 9.1. Let c1, . . . , ck be a free circular family, and define

XF =
k∑
i=1

{(
(1− ε2)

1
2Ai + εA∗i

)
⊗ ci +

(
(1− ε2)

1
2Ai + εA∗i

)∗ ⊗ c∗i }
with ε = 1√

n−1(
√
n+
√
n−2)

. Then

P
[
‖X⊥‖ ≥ ‖XF‖+ C

{
v

1
2σ

1
2 (log nd)

3
4 + vt

1
2 +R

1
3σ

2
3 t

2
3 +Rt

}]
≤ 2nde−t

for all t ≥ 0, where C is a universal constant and

σ =

∥∥∥∥ k∑
i=1

(
AiA

∗
i +A∗iAi +

A2
i +A∗2i
n− 1

)∥∥∥∥ 1
2

, R = 2 max
1≤i≤k

‖Ai‖,

and

v =
2√
n− 1

∥∥∥∥Cov

( k∑
i=1

Aigi

)∥∥∥∥ 1
2

,

where g1, . . . , gk are i.i.d. standard real Gaussians.

Proposition 9.1 is an immediate consequence of Theorem 2.16 once we prove that
σ(X⊥) = σ, R(X⊥) ≤ R, σ∗(X⊥) ≤ v(X⊥) ≤ v, and ‖X⊥free‖ = ‖XF‖. These facts
will be established in the following lemmas, concluding the proof.

Lemma 9.2. We have σ(X⊥) = σ and R(X⊥) ≤ R.

Proof. The bound on R(X⊥) follows immediately from ‖Πi‖ = 1. To compute
σ(X⊥), we note that the restriction of Πi to 1⊥ a random matrix as in Lemma 3.5
with d = n − 1 and s = 1 (as this is an (n − 1)-dimensional real representation of
the symmetric group; alternatively, the conclusions of Lemma 3.5 can be verified
in this case by a direct computation). We can therefore compute

E[X⊥] = 0, E[(X⊥)2] =

k∑
i=1

(
AiA

∗
i +A∗iAi +

A2
i +A∗2i
n− 1

)
⊗ 1,

and the conclusion follows immediately. �

Lemma 9.3. We have ‖X⊥free‖ = ‖XF‖.

Proof. Let c̄i := (1− ε2)
1
2 ci + εc∗i . Then we write

X⊥free =

k∑
i=1

(Ai ⊗Π⊥i,free +A∗i ⊗ Π̄⊥∗i,free), XF =

k∑
i=1

(Ai ⊗ c̄i +A∗i ⊗ c̄∗i ).

Now note that

τ(c̄i) = 0, τ(c̄ic̄
∗
i ) = τ(c̄∗i c̄i) = 1, τ(c̄2i ) = τ((c̄∗i )

2) =
1

n− 1
,
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while applying Lemma 3.5 as in the proof of Lemma 9.2 yields

E[Π⊥i ] = 0, E[Π⊥i Π⊥∗i ] = E[Π⊥∗i Π⊥i ] = 1, E[(Π⊥i )2] = E[(Π⊥∗i )2] =
1

n− 1
1.

The conclusion follows as in the proof of [9, Lemma 7.9]. �

Lemma 9.4. We have v(X⊥) ≤ v.

Proof. By Lemma 3.5, we have

Cov(Ai ⊗Π⊥i ) = ι(Ai)ι(Ai)
∗ ⊗ Cov(Π⊥i ) = ι(Ai)ι(Ai)

∗ ⊗ 1

n− 1
1,

where ι : Md(C) → Cd2 maps a matrix to its vector of entries. Therefore, as
Π1, . . . ,Πk are independent, we have

Cov

( k∑
i=1

Ai ⊗Π⊥i

)
=

k∑
i=1

Cov(Ai ⊗Π⊥i ) =
1

n− 1
Cov

( k∑
i=1

Aigi

)
⊗ 1.

The conclusion follows from the triangle inequality v(A+B) ≤ v(A) + v(B). �

9.1.2. Free generators and circular variables. The operator XF in Proposition 9.1
is defined by a free circular family. In the study of random lifts, however, we are
interested in the analogous operator where the circular variables ci are replaced
by the left-regular representation λ(gi) of the free generators of Fk. We presently
establish a comparison principle between these objects.

Proposition 9.5. Let c1, . . . , ck be a free circular family and let g1, . . . , gk be free
generators of Fk. Then for any A1, . . . , Ak ∈ Md(C), we have∥∥∥∥ k∑

i=1

(Ai ⊗ ci +A∗i ⊗ c∗i )
∥∥∥∥ ≤ ∥∥∥∥ k∑

i=1

(Ai ⊗ λ(gi) +A∗i ⊗ λ(gi)
∗)

∥∥∥∥+ 2σ̃
1
2 R̃

1
2 ,

where σ̃2 = ‖
∑k
i=1(AiA

∗
i +A∗iAi)‖ and R̃ = max1≤i≤k ‖Ai‖.

Proof. We proceed in several steps.

Step 1. We begin by noting that if c1, . . . , ck is a circular family, c∗1, . . . , c∗k is
also a circular family. We can therefore write∥∥∥∥ k∑
i=1

(Ai ⊗ ci +A∗i ⊗ c∗i )
∥∥∥∥ =

∥∥∥∥ k∑
i=1

(A∗i ⊗ ci +Ai ⊗ c∗i )
∥∥∥∥ =

∥∥∥∥ k∑
i=1

(Ãi ⊗ ci + B̃i ⊗ c∗i )
∥∥∥∥,

where we defined the self-adjoint matrices

Ãi =

[
0 Ai
A∗i 0

]
, B̃i =

[
0 A∗i
Ai 0

]
.

Similarly, if g1, . . . , gk are free generators of Fk, then g−1
1 , . . . , g−1

k are as well, and
thus the analogous identities holds when ci is replaced by λ(gi).

Step 2. For any A,M ∈ Md(C)sa with M > 0, define

RA(M) = M
1
2

((
1 + (M−

1
2AM−

1
2 )2
) 1

2 − 1
)
M

1
2 .

Then by [54, Theorem 1.1 and p. 454], we have∥∥∥∥ k∑
i=1

(Ãi ⊗ λ(gi) + B̃i ⊗ λ(gi)
∗)

∥∥∥∥ = inf
M>0

∥∥∥∥2M +

k∑
i=1

(RÃi
(M) + RB̃i

(M))

∥∥∥∥.
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On the other hand, as the circular family c1, . . . , ck can be realized by setting
ci = li + l∗k+i where l1, . . . , l2k are canoncial creation operators on the free Fock
space (cf. [54, §1.2]), we obtain by [54, Corollary 1.4]∥∥∥∥ k∑

i=1

(Ãi ⊗ ci + B̃i ⊗ c∗i )
∥∥∥∥ ≤ inf

M>0

∥∥∥∥2M +

k∑
i=1

ÃiM
−1Ãi + B̃iM

−1B̃i
2

∥∥∥∥.
Step 3. We claim that for any δ > 0, there exists M ≥ δ

21 so that

2M +
k∑
i=1

(RÃi
(M) + RB̃i

(M)) =

(∥∥∥∥ k∑
i=1

(Ãi ⊗ λ(gi) + B̃i ⊗ λ(gi)
∗)

∥∥∥∥+ δ

)
1.

Indeed, let g̃1, . . . , g̃2k be the free generators of the free product Z2 ∗ · · · ∗ Z2 of 2k

copies of Z2, and define the operator X̃ =
∑k
i=1(Ãi ⊗ λ(g̃i) + B̃i ⊗ λ(g̃i+k)). Then

[54, Theorem 1.1, Lemma 2.3 and Proposition 3.1] show that the above identity is
satisfied if we choose the matrixM so that (2M)−1 = (id⊗τ)

[(
(‖X̃‖+δ)1−X̃

)−1].
As ‖X̃‖1− X̃ ≥ 0, we clearly have (2M)−1 ≤ δ−11, establishing the claim.

Step 4. Define the function

h(x) =
x2

2
− ((1 + x2)

1
2 − 1) =

x4

2((1 + x2)
1
2 + 1)2

.

Then clearly h(x) ≤ 1
8x

4. Thus we have for any self-adjoint A,M with M > 0

AM−1A

2
≤ RA(M) +

AM−1AM−1AM−1A

8
,

where we used that 1
2AM

−1A− RA(M) = M
1
2h(M−

1
2AM−

1
2 )M

1
2 .

Step 5. We now put everything together. Let δ > 0 and choose M as in Step 3.
Then we can estimate∥∥∥∥ k∑

i=1

(Ai ⊗ ci +A∗i ⊗ c∗i )
∥∥∥∥ ≤ ∥∥∥∥2M +

k∑
i=1

ÃiM
−1Ãi + B̃iM

−1B̃i
2

∥∥∥∥
≤
∥∥∥∥ k∑
i=1

(Ai ⊗ λ(gi) +A∗i ⊗ λ(gi)
∗)

∥∥∥∥+ δ

+

∥∥∥∥ k∑
i=1

ÃiM
−1ÃiM

−1ÃiM
−1Ãi + B̃iM

−1B̃iM
−1B̃iM

−1B̃i
8

∥∥∥∥
≤
∥∥∥∥ k∑
i=1

(Ai ⊗ λ(gi) +A∗i ⊗ λ(gi)
∗)

∥∥∥∥+ δ +
maxi(‖Ãi‖2 ∨ ‖B̃i‖2)

δ3

∥∥∥∥ k∑
i=1

(Ã2
i + B̃2

i )

∥∥∥∥,
where we used 〈v, ÃiM−1ÃiM

−1ÃiM
−1Ãiv〉 ≤ ‖Ãiv‖2‖M−1‖3‖Ãi‖2 (and analo-

gously for B̃i) and M ≥ δ
2 in the last line. As maxi(‖Ãi‖2 ∨ ‖B̃i‖2) = R̃2 and

‖
∑
i(Ã

2
i + B̃2

i )‖ = σ̃2, the conclusion follows by choosing δ = σ̃
1
2 R̃

1
2 . �
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9.1.3. Random n-lifts. We now specialize the above results to the situation of ran-
dom n-lifts. That is, we fix a base graphH = ([d], EH), set k = |EH |, and Ae = eie

∗
j

for e = (i, j) ∈ EH , i ≤ j. Then the random matrix X = X(n) is the adjacency
matrix of the random n-lift of H. Let us begin by estimating the parameters that
appear in Propositions 9.1 and 9.5 in this case.

Lemma 9.6. Denote by D(H) the maximal degree of a vertex of H and by M(H)
the maximal multiplicity of an edge of H. Then we have

σ̃2 ≤ σ2 ≤ 2 D(H), v2 =
4 M(H)

n− 1
, R̃ ≤ R ≤ 2.

Proof. That R̃ ≤ R ≤ 2 is immediate. Now let Ae = eie
∗
j for e = (i, j) ∈ EH . Then

AeA
∗
e +A∗eAe = eie

∗
i + eje

∗
j and A2

e +A∗2e = 2eie
∗
i 1i=j . Therefore∥∥∥∥ ∑

e∈EH

(AeA
∗
e +A∗eAe)

∥∥∥∥ = D(H),

∥∥∥∥ ∑
e∈EH

(A2
e +A∗2e )

∥∥∥∥ = 2 L(H) ≤ D(H),

where L(H) denotes the maximal number of self-loops attached to a vertex of H.
The bounds on σ̃, σ follows. Finally, note that

∑
e∈EH Aege, where (ge)e∈EH are

i.i.d. standard real Gaussians, is a matrix with independent entries such that the
variance of its (i, j) entry for i ≤ j is the number of edges in H between vertices i
and j. The computation of v follows immediately. �

Combining Proposition 9.1 and Lemma 9.6 yields an analogue of Theorem 3.13,
in which %(Ĥ) is replaced by ‖XF‖. Moreover, Proposition 9.5 and (3.3) readily
imply that ‖XF‖ ≤ (1 + Cn−1 + CD(H)−

1
4 )%(Ĥ). Thus the conclusion of Theo-

rem 3.13 holds even when H has self-loops, but with an extra O(n−1) error term.
However, when H has no self-loops, the special structure of the coefficients Ae en-
ables us to eliminate the O(n−1) term, so that the bound can be sharp even when
n 6→ ∞.

Lemma 9.7. If H has no self-loops, then

‖XF‖ ≤
(

1 +
C

D(H)
1
4

)
%(Ĥ)

for a universal constant C.

Proof. Let ε be as in Proposition 9.1. As H is loopless, all Ae are of the form
A = eie

∗
j with i < j. If we define Aε = (1− ε2)

1
2A+ εA∗, then we can compute

AεMA∗ε +A∗εMAε = Mjjeie
∗
i +Miieje

∗
j +

Mjieie
∗
j +Mijeje

∗
i

n− 1
.

The circular family (ce)e∈EH can be realized as ce = le+ l̃∗e where le, l̃e are canonical
creation operators on a free Fock space [54, §1.2], we have [54, Theorem 1.3]

‖XF‖ = inf
M>0

∥∥∥∥M−1 +
∑
e∈EH

(AeεMA∗eε +A∗eεMAeε)

∥∥∥∥,
and moreover the infimum is attained by anM so that the quantity inside the norm
on the right-hand side is proportional to the identity. We can now reason precisely
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as in the proof of [9, Lemma 3.2] that the infimum in the above expression can be
taken over diagonal matrices only. Therefore

‖XF‖ = inf
x∈Rd:x>0

max
i∈[d]

{
1

xi
+

∑
j∈[d]:j∼i

xj

}
,

where j ∼ i denotes that there is an edge between i, j in H. As the latter expression
does not depend on n, we can conclude that when H has no self-loops, ‖XF ‖ is
unchanged if we set ε = 0. Then Proposition 9.5, (3.3), and Lemma 9.6 yield

‖XF‖ ≤ %(Ĥ) + CD(H)
1
4 .

It remains to note that %(Ĥ) ≥ D(H)
1
2 by (3.3) and [66, eq. (9.7.2)]. �

We now conclude the proof of Theorem 3.13.

Proof of Theorem 3.13. Applying Proposition 9.1 with t = (a+ 2) log nd yields

P

[
‖X(n)⊥‖ ≥

(
1+C

M(H)
1
4

n
1
4

(log nd)
3
4

D(H)
1
4

+C
(log nd)

2
3

D(H)
1
6

+C
log nd

D(H)
1
2

)
%(Ĥ)

]
≤ (nd)−a

using Lemmas 9.6 and 9.7, that %(Ĥ) ≥ D(H)
1
2 as in the proof of Lemma 9.7, and

that M(H) ≤ D(H). Here C is a constant that depends on a only. �

9.2. Smallest singular value. The aim of this section is to prove Theorem 3.16.
The proof is based on the following linearization lemma, which we state in a slightly
more general form than is needed here as it will be used again in section 9.3.

Lemma 9.8. Let Y be a d × m random matrix, and let B ≥ 0 be a nonrandom
m×m positive semidefinite matrix. Define the (d+ 2m)× (d+ 2m) random matrix

Ŷε :=

 0 Y ∗ (B + 4ε21)
1
2

Y 0 0

(B + 4ε21)
1
2 0 0

 ,
and let Ŷε,free be its noncommutative model. Then

sp(Ŷε) ⊆ sp(Ŷε,free) + [−ε, ε] =⇒{
λmax(Y ∗Y +B + 4ε21)

1
2 ≤ λmax(Y ∗freeYfree +B ⊗ 1 + 4ε21)

1
2 + ε,

λmin(Y ∗Y +B + 4ε21)
1
2 ≥ λmin(Y ∗freeYfree +B ⊗ 1 + 4ε21)

1
2 − ε

for any ε ≥ 0, where λmax(X) := sup sp(X) and λmin(X) := inf sp(X).

Proof. The proof is identical to that of [9, Lemma 3.13]. �

We can now complete the proof of Theorem 3.16.

Proof of Theorem 3.16. We readily compute σ∗(Ŷε) = σ∗(Y ), σ(Ŷε) = σ(Y ), and
v(Ŷε) ≤

√
2 v(Y ) by [9, Lemma 4.10], while clearly R(Ŷε) = R(Y ) by Remark 2.1.

Applying Theorem 2.16 and Lemma 9.8 with B = 0 therefore yields

P
[
λmin(Y ∗Y + 4δ(t)21)

1
2 ≤ λmin(Y ∗freeYfree + 4δ(t)21)

1
2 − δ(t)

]
≤ 6de−t,

where

δ(t) = C
{
v(Y )

1
2σ(Y )

1
2 (log d)

3
4 + σ∗(Y ) t

1
2 +R(Y )

1
3σ(Y )

2
3 t

2
3 +R(Y ) t

}
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for a universal constant C. Using that λmin(Y ∗freeYfree + 4δ(t)21)
1
2 ≥ smin(Yfree) and

λmin(Y ∗Y + 4δ(t)21)
1
2 ≤ smin(Y ) + 2δ(t), we obtain

P
[
smin(Y ) ≤ smin(Yfree)− 3δ(t)

]
≤ 6de−t.

It remains to note that we can replace 6d by d on the right-hand side if we increase
the universal constant C (as in the last step of the proof of Theorem 2.6). �

9.3. Sample covariance matrices.

9.3.1. Proof of Theorem 3.21. Gaussian random matrices are unbounded but pos-
sess moments of all orders. Therefore, a result along the lines of Theorem 3.21 can
be proved either using Theorem 2.8 or using Theorem 2.9. These two approaches
yield similar conclusions; we have chosen the latter approach here as it yields a
slightly cleaner bound in the present setting. In preparation for the proof, let us
estimate the relevant matrix parameters of the random matrix S of (3.5).

Lemma 9.9. We have

σ(S) =

∥∥∥∥ n∑
i=1

(
Tr[Σi]Σi + Σ2

i

)∥∥∥∥ 1
2

, v(S) ≤
√

2

∥∥∥∥ n∑
i=1

Σ2
i

∥∥∥∥ 1
2

.

Proof. The identity for σ(S) follows readily using

E[(S −ES)2] =

n∑
i=1

E[(YiY
∗
i − Σi)

2] =

n∑
i=1

(
E[YiY

∗
i ‖Yi‖2]− Σ2

i

)
and that E[YiY

∗
i ‖Yi‖2] = Tr[Σi]Σi + 2Σ2

i by the Wick formula (4.1).
To bound v(S), we reason analogously. We first note that

E[|Tr[M(S −ES)]|2] =

n∑
i=1

(
E[|〈Yi,MYi〉|2]− |Tr[MΣi]|2

)
≤ 2

n∑
i=1

Tr[MΣiM
∗Σi],

using E[|〈Yi,MYi〉|2] ≤ |Tr[MΣi]|2+2 Tr[MΣiM
∗Σi] by (4.1) and Cauchy-Schwarz.

As 2 Tr[MΣiM
∗Σi] ≤ 2 Tr[MΣ2

iM
∗]

1
2 Tr[ΣiMM∗Σi]

1
2 ≤ Tr[(M∗M +MM∗)Σ2

i ] by
Cauchy-Schwarz and Young’s inequality, we have

v(S)2 = sup
Tr |M |2≤1

E[|Tr[M(S −ES)]|2] ≤ sup
Tr |M |2≤1

Tr

[
(M∗M +MM∗)

n∑
i=1

Σ2
i

]
,

and the conclusion follows readily. �

We must further estimate the parameter Rq(S) in Theorem 2.9.

Lemma 9.10. For q ≥ 1, we have Rq(S) . n
1
q maxi≤n{Tr Σi + q‖Σi‖}.

Proof. It follows directly from the definition of Rq(S) that

Rq(S) ≤ n
1
q max
i≤n

E[‖Zi‖q]
1
q ≤ 2n

1
q max
i≤n

E[‖Yi‖2q]
1
q

where we used ‖Zi‖ = ‖YiY ∗i −EYiY
∗
i ‖ ≤ ‖Yi‖2 + E‖Yi‖2. It remains to note that

E[‖Yi‖2q]
1
2q ≤ E‖Yi‖+ E[(‖Yi‖ −E‖Yi‖)2q]

1
2q . (Tr Σi)

1
2 + ‖Σi‖

1
2
√
q,

where we used that E‖Yi‖ ≤ (Tr Σi)
1
2 by Cauchy-Schwarz and that ‖Yi‖ is ‖Σi‖-

subgaussian by Gaussian concentration [22, Theorems 5.6 and 2.1]. �

We can now complete the proof of Theorem 3.21.
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Proof of Theorem 3.21. Theorem 2.9 and [9, Theorem 2.7 and Lemma 2.5] yield

d−
1
2pE‖S −ES‖ ≤ E[tr(S −ES)2p]

1
2p ≤ 2σ(S) + Cv(S)

1
2σ(S)

1
2 p

3
4 + CR2p(S)p2

for a universal constant C. Now let p = d 2
ε log(d+n)e, so that max(d

1
2p , n

1
2p ) ≤ e ε4 .

Moreover, Cv(S)
1
2σ(S)

1
2 p

3
4 ≤ (e

ε
4 − 1)2σ(S) + ε−1C2v(S)p

3
2 by Young’s inequality

and ex ≥ 1 + x. We therefore obtain for any ε ∈ (0, 1]

E‖S −ES‖ ≤ (1 + ε) 2σ(S) +
K

ε3

(
v(S) + max

i≤n
Tr Σi

)
log3(d+ n),

where K is a universal constant and we used Lemma 9.10 and e
ε
2 ≤ 1 + ε for ε ≤ 1.

The conclusion follows readily using Lemma 9.9. �

9.3.2. A simple lower bound. The aim of this short section is to show that the lead-
ing terms of the upper bounds of Theorems 3.20 and 3.21 are also lower bounds up
to a universal constant. These results therefore capture the correct “user-friendly”
quantity in the present setting. In general, it is not the case these these terms are
optimal to leading order, that is up to a factor 1 + o(1); if such a sharp bound is
desired, the proofs of Theorems 3.20 and 3.21 may be adapted to obtain bounds in
terms of ‖YfreeY

∗
free −ES ⊗ 1‖ and ‖Sfree −ES ⊗ 1‖, respectively.

Lemma 9.11. In the setting of section 3.4.1, we have

E‖S −ES‖ &
∥∥∥∥ n∑
i=1

Tr[Σi]Σi

∥∥∥∥ 1
2

+ max
i≤n

Tr Σi.

Proof. We begin by noting that

E‖S −ES‖ ≥ sup
‖v‖=1

E‖(S −ES)v‖ & sup
‖v‖=1

E[‖(S −ES)v‖2]
1
2 ,

where the last inequality follows by hypercontractivity [49, Theorem 3.50] using
that ‖(S − ES)v‖2 is a polynomial of degree 4 of the Gaussian variables Yij . The
first part of the proof of Lemma 9.9 therefore yields

E‖S −ES‖ &
∥∥∥∥ n∑
i=1

(
Tr[Σi]Σi + Σ2

i

)∥∥∥∥ 1
2

≥
∥∥∥∥ n∑
i=1

Tr[Σi]Σi

∥∥∥∥ 1
2

≥ max
i≤n
‖Σi‖.

On the other hand, we can readily estimate by Jensen’s inequality

E‖S −ES‖ ≥ max
i≤n

E‖YiY ∗i − Σi‖ ≥ max
i≤n

Tr Σi −max
i≤n
‖Σi‖,

where we used that S − ES =
∑n
i=1(YiY

∗
i − Σi) is a sum of independent centered

random matrices. We can therefore estimate∥∥∥∥ n∑
i=1

Tr[Σi]Σi

∥∥∥∥ 1
2

+ max
i≤n

Tr Σi ≤
∥∥∥∥ n∑
i=1

Tr[Σi]Σi

∥∥∥∥ 1
2

+ max
i≤n
‖Σi‖+ E‖S −ES‖,

and the proof is readily concluded. �
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9.3.3. Proof of Theorem 3.24. The proof of Theorem 3.24 combines our universality
principles with a linearization argument as in Lemma 9.8.

Proof of Theorem 3.24. Given B = ‖EY Y ∗‖1−EY Y ∗, define

Y̆ε :=

 0 Y (B + 4ε21)
1
2

Y ∗ 0 0

(B + 4ε21)
1
2 0 0

 ,
and let H̆ε be its Gaussian model. Then a completely analogous argument to the
one used in the proof of Lemma 9.8 yields

dH(sp(Y̆ε), sp(H̆ε)) ≤ ε =⇒{∣∣λmax(Y Y ∗ +B + 4ε21)
1
2 − λmax(HH∗ +B + 4ε21)

1
2

∣∣ ≤ ε,∣∣λmin(Y Y ∗ +B + 4ε21)
1
2 − λmin(HH∗ +B + 4ε21)

1
2

∣∣ ≤ ε
for any ε ≥ 0. Using |a 1

2 − b 1
2 |(a 1

2 + b
1
2 ) = |a− b| for a, b ≥ 0, we obtain

dH(sp(Y̆ε), sp(H̆ε)) ≤ ε =⇒∣∣‖Y Y ∗ −EY Y ∗‖ − ‖HH∗ −EHH∗‖
∣∣ ≤ (‖Y ‖+ ‖H‖+ 2‖EY Y ∗‖ 1

2 + 4ε
)
ε,

where we used that |‖M‖ − ‖N‖| ≤ |λmax(M)− λmax(N)| ∨ |λmin(M)− λmin(N)|
and EHH∗ = EY Y ∗. Furthermore, we have σ∗(Y̆ε) = σ∗(Y ), σ(Y̆ε) = σ(Y ), and
R(Y̆ε) = R(Y ) by [9, Remark 2.6]. Thus Theorem 2.6 yields

P
[∣∣‖Y Y ∗ −EY Y ∗‖ − ‖HH∗ −EHH∗‖

∣∣ >
C
(
‖Y ‖+ ‖H‖+ ‖EY Y ∗‖ 1

2 + ε(t)
)
ε(t)

]
≤ (2d+m)e−t

for all t > 0, where C is a universal constant and ε(t) is as in Theorem 2.6.
To proceed, note that

P[‖H‖ > E‖H‖+ Cε(t)] ≤ e−t

by Gaussian concentration as in [9, Corollary 4.14], while

P[‖Y ‖ > E‖H‖+ Cε(t)] ≤ (d+m)e−t

by Corollary 2.7 and Remark 2.1. Combining the above bounds yields

P
[∣∣‖Y Y ∗ −EY Y ∗‖ − ‖HH∗ −EHH∗‖

∣∣ > Cε(t)E‖H‖+ Cε(t)2
]
≤ C(d+m)e−t

for a universal constant C, where we used that

‖EY Y ∗‖ = ‖EHH∗‖ = sup
‖v‖=1

E‖H∗v‖2 . sup
‖v‖=1

(E‖H∗v‖)2 ≤ (E‖H‖)2

by hypercontractivity [49, Theorem 3.50]. The conclusion follows by integrating
this tail bound as in the proof of Theorem 2.6. �

9.3.4. Proof of Theorem 3.27. Throughout this section we adopt the setting and
notation of Theorem 3.27. Its proof combines two distinct universality principles.
Let us begin by applying universality to Y .

Proposition 9.12. We have

E‖S −ES‖ ≤ 2‖B‖HS‖B‖
√
n+ ‖B‖2HS

+ C
{
α

1
3 ‖B‖ 1

3 (‖B‖
√
n+ ‖B‖HS)

5
3 + α2‖B‖2

}
log2(d+ n).
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Proof. We will write Y in the form (2.1) as

Y =

N∑
i=1

n∑
j=1

Zij , Zij = Aij Beie
∗
j .

We readily compute

E[Y Y ∗] = nBB∗, E[Y ∗Y ] = ‖B‖2HS1, v(Y ) = ‖B‖, R(Y ) ≤ α‖B‖

(here we used that Y has independent columns Y1, . . . , Yn with Cov(Yi) = BB∗, so
that ‖Cov(Y )‖ = maxi ‖Cov(Yi)‖ = ‖B‖2). Applying Theorem 3.24 yields∣∣E‖S −ES‖ −E‖HH∗ −EHH∗‖

∣∣ . δ (‖B‖
√
n+ ‖B‖HS) + δ2,

where

δ . α
1
3 ‖B‖ 1

3 (‖B‖
√
n+ ‖B‖HS)

2
3 log

2
3 (d+ n) + α‖B‖ log(d+ n)

and we used that E‖H‖ . ‖B‖
√
n+ ‖B‖HS (see, e.g., [80, Lemma 5.4]) and α ≥ 1.

On the other hand, E‖HH∗ − EHH∗‖ can be estimated by Theorem 3.20 with
Σi = BB∗. Combining all the above bounds yields the conclusion. �

We now apply universality to S. In preparation for the following computations,
we begin by estimating σ(S) and v(S). Recall that Yi denotes the ith column of Y .

Lemma 9.13. We have

σ(S) ≤ (‖B‖HS‖B‖+ 2α‖B‖2)
√
n, v(S) ≤ 4α‖B‖2

√
n.

Proof. By Lemma 4.1, if W1, . . . ,Wm are independent centered random variables
with unit variance and g1, . . . , gm are independent standard Gaussians, then

E[WiWjWkWl] = E[gigjgkgl] + (E[W 4
i ]− 3)1i=j=k=l.

We will apply this identity in the case that Wi are entries of the random matrix A.
In particular, arguing as in the first part of the proof of Lemma 9.9, we obtain

E[(S −ES)2] = n‖B‖2HSBB
∗ + n(BB∗)2 +

N∑
i=1

n∑
j=1

(E[A4
ij ]− 3)(B∗B)iiBeie

∗
iB
∗.

As E[A4
ij ] ≤ α2, we readily obtain

σ(S)2 ≤ n‖B‖2HS‖B‖2 + (1 + α2)n‖B‖4,

and the bound on σ(S) follows using α ≥ 1.
The parameter v(S) can be estimated analogously, but an adequate bound also

follows from a standard concentration argument. Indeed, note that

v(S)2 = sup
Tr |M |2=1

Var(TrMS) = sup
Tr |M |2=1

n∑
i=1

Var(〈Yi,MYi〉).

By the convex Poincaré inequality [22, Theorem 3.17] and Cauchy-Schwarz, we
obtain Var(〈Yi,MYi〉) ≤ 16α2‖B‖4 for Tr |M |2 = 1, concluding the proof. �

Next, we estimate the parameter Rq(S) in Theorem 2.9.

Lemma 9.14. For q ≥ 1, we have Rq(S) . n
1
q {‖B‖2HS + α2q‖B‖2}.
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Proof. The convex concentration inequality [22, Theorems 6.10 and 2.1] yields that
E[‖Yi‖2q]

1
2q ≤ ‖B‖HS + Cα

√
q‖B‖, where we used E‖Yi‖ ≤ E[‖Yi‖2]

1
2 = ‖B‖HS.

The conclusion follows directly as in the proof of Lemma 9.10. �

We can now proceed as in the proof of Theorem 3.21.

Proposition 9.15. We have for ε ∈ (0, 1]

E‖S −ES‖ ≤ (1 + ε) 2‖B‖HS‖B‖
√
n+

C

ε3

(
‖B‖2HS + (α

√
n+ α2)‖B‖2

)
log3(d+ n).

Proof. Apply Lemmas 9.13 and 9.14 precisely as in the proof of Theorem 3.21. �

We now complete the proof of Theorem 3.27.

Proof of Theorem 3.27. It is convenient to define γ = ‖B‖HS

‖B‖
√
n
and δ = α√

n
. In terms

of these dimensionless parameters, Proposition 9.12 can be expressed as

E‖S −ES‖
n‖B‖2

≤ 2γ + γ2 + C
{
δ

1
3 (1 + γ)

5
3 + δ2

}
log2(d+ n)

while Proposition 9.15 yields

E‖S −ES‖
n‖B‖2

≤ 2γ + C
{

(γ2 + δ + δ2)
1
4 γ

3
4 + γ2 + δ + δ2

}
log3(d+ n),

where in the last equation we used infε≤1{2εγ + K
ε3 } ≤ 3K

1
4 γ

3
4 + 3K.

Now note that the assumptions of the theorem imply δ ≤ 1 and γ ≥ δ. Using

δ2 ≤ δ 1
3 (1 + γ)

5
3 , δ

1
3 (1+γ)

5
3

2γ+γ2 . δ
1
3

γ + ( δγ )
1
3 and δ

γ ≤ 1, we can rearrange and combine
the above inequalities to estimate

E‖S −ES‖
n‖B‖2

≤
(

1 + C

{
min

(
δ

1
3

γ
, γ

1
4 + γ

)
+
δ

1
4

γ
1
4

}
log3(d+ n)

)
(2γ + γ2).

We conclude with min( aγ , γ
1
4 +γ) ≤ min( aγ , γ

1
4 )+min( aγ , γ) ≤ a 1

5 +a
1
2 and δ < 1. �

Remark 9.16 (Unbounded entries). The formulation of Theorem 3.27 for bounded
Aij is not a fundamental restriction of our approach: results for unbounded entries
can be obtained analogously by using our universality principles for unbounded
random matrices. We have restricted to the bounded case largely for simplicity
and brevity of exposition. However, in order to illustrate some features of the
unbounded case, let us briefly discuss these here in the context of the slightly
simpler problem of estimating ‖Y ‖ (as opposed to ‖Y Y ∗ −EY Y ∗‖).

Let Y = BA with A,B as in Theorem 3.27, except that we now assume only
that ‖Aij‖s ≤ α for some 4 < s <∞. We write Y in the form (2.1) as in the proof
of Proposition 9.12. Applying Theorem 2.8 as in the proof of Corollary 2.17 yields

E‖Y ‖ ≤ ‖EY Y ∗‖ 1
2 + ‖EY ∗Y ‖ 1

2 + C
{
v(Y )

1
2σ(Y )

1
2 + R̄(Y )

1
6σ(Y )

5
6

}
log(d+ n)
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provided that R̄(Y ) log3(d+n) ≤ σ(Y ). All parameters in this bound were already
computed in the proof of Proposition 9.12 except R̄(Y ), which we estimate as

R̄(Y ) = E

[
max
i≤N

max
j≤n

A2
ij‖Bei‖2

] 1
2

≤ E

[ N∑
i=1

n∑
j=1

|Aij |s‖Bei‖s
] 1
s

≤ αn 1
s

( N∑
i=1

‖Bei‖s
) 1
s

≤ αn 1
s ‖B‖1− 2

s ‖B‖
2
s

HS.

Combining the above estimates, we obtain the bound

E‖Y ‖ ≤
(

1 +
C log(d+ n)

(n ∨ r) 1
4

+
Cα

1
6 log(d+ n)

(n ∨ r) 1
12−

1
3s

)(
‖B‖
√
n+ ‖B‖HS

)
for α log3(d + n) ≤ (n ∨ r) 1

2−
2
s , where r = ‖B‖2HS‖B‖−2 is the effective rank of B

and we used that ‖B‖
√
n+ ‖B‖HS ≥ (‖B‖

√
n)1−t‖B‖tHS for any t ∈ [0, 1].

This result should be compared to the best previous bound in this setting due to
Vershynin [82], which states that E‖Y ‖ ≤ C(s)α(‖B‖

√
n+‖B‖HS) where C(s) <∞

for s > 4. In contrast, our bound yields E‖Y ‖ ≤ (1 + o(1))(‖B‖
√
n + ‖B‖HS) as

soon as n∨r � (α
1
6 log(d+n))β(s), which not only yields the best possible constant

for a bound of this kind (in view of the Bai-Yin law) but also allows α to diverge
without affecting the estimate to leading order. We emphasize a key feature of both
bounds that was highlighted in [82]: they do not depend on the inner dimension
N , despite that R̄(Y ) is defined as a maximum over nN random variables.

9.4. Strong asymptotic freeness. The main aim of this section is to prove The-
orem 3.29. In section 9.4.1, we first develop the special case of bounded random
matrices by means of a linearization argument. The result is then extended to the
general setting in section 9.4.2 by employing a truncation argument as in section 8.
Finally, Corollary 3.32 will be proved in section 9.4.3.

9.4.1. Linearization. The aim of this section is to prove the following special case
of Theorem 3.29 for bounded random matrices. The general case will be deduced
from this result in the next section by a truncation argument.

Theorem 9.17. Let s1, . . . , sm be a free semicircular family, and let HN
1 , . . . ,H

N
m

be independent self-adjoint random matrices as in Theorem 3.29. Suppose

lim
N→∞

‖E[HN
k ]‖ = lim

N→∞
‖E[(HN

k )2]− 1‖ = 0

and
lim
N→∞

(log dN )
3
2 v(HN

k ) = lim
N→∞

(log dN )2R(HN
k ) = 0

for every 1 ≤ k ≤ m. Then

lim
N→∞

tr p(HN
1 , . . . ,H

N
m ) = τ(p(s1, . . . , sm)) a.s.,

lim
N→∞

‖p(HN
1 , . . . ,H

N
m )‖ = ‖p(s1, . . . , sm)‖ a.s.

for every noncommutative polynomial p.

The difficulty here is that we are interested in general noncommutative poly-
nomials of random matrices, while our universality principles apply only to the
linear situation of (2.1). To reduce the former to the latter, we will use classical
linearization arguments that we presently recall.
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Proposition 9.18 (Linearization). Let HN
1 , . . . ,H

N
m be self-adjoint random matri-

ces and let s1, . . . , sm be a free semicircular family.
a. Suppose that for every d′ ∈ N and A0, . . . , Am ∈ Md′(C)sa

sp
(
A0 ⊗ 1 +

∑m
k=1Ak ⊗HN

k

)
⊆ sp

(
A0 ⊗ 1 +

∑m
k=1Ak ⊗ sk

)
+ [−ε, ε]

eventually as N →∞ a.s. for all ε > 0. Then

lim sup
N→∞

‖p(HN
1 , . . . ,H

N
m )‖ ≤ ‖p(s1, . . . , sm)‖ a.s.

for every noncommutative polynomial p.

b. Suppose that for every d′ ∈ N and A0, . . . , Am ∈ Md′(C)sa

lim
N→∞

tr
[(
A0 ⊗ 1 +

∑m
k=1Ak ⊗HN

k

)2r]
= (tr⊗ τ)

[(
A0 ⊗ 1 +

∑m
k=1Ak ⊗ sk

)2r]
a.s. for all r ∈ N. Then

lim
N→∞

tr p(HN
1 , . . . ,H

N
k ) = τ(p(s1, . . . , sk)) a.s.

for every noncommutative polynomial p.

Proof. The first part is proved in [47, Lemma 1 and pp. 758–760]. The second part
follows directly from the proof of [38, Lemma 1.1]. �

To apply the linearization argument in the present setting, we use the following.

Lemma 9.19. Let HN
1 , . . . ,H

N
m be random matrices as in Theorem 9.17, and fix

d′ ∈ N and A0, . . . , Am ∈ Md′(C)sa. Define the random matrix

ΞN = A0 ⊗ 1 +

m∑
k=1

Ak ⊗HN
k ,

and let ΞNfree be the associated noncommutative model. Then

sp(ΞN ) ⊆ sp(ΞNfree) + [−ε, ε]

eventually as N →∞ a.s. for every ε > 0, and for every r ∈ N

lim
N→∞

∣∣tr[(ΞN )2r]
1
2r − (tr⊗ τ)[(ΞNfree)2r]

1
2r

∣∣ = 0 a.s.

Proof. It follows as in the proof of [9, Lemma 7.8] that σ(ΞN ) = O(1) and σ∗(ΞN ) ≤
v(ΞN ) = o((log dN )−

3
2 ). Moreover, it is clear from the definition of ΞN that

R(ΞN ) = max
k≤m
‖Ak‖R(HN

k ) = o((log dN )−2).

Applying Theorem 2.16 with t = 3 log dN yields

P
[
sp(ΞN ) ⊆ sp(ΞNfree) + o(1)[−1, 1]

]
≥ 1− 2d′

d2
N

≥ 1− 2d′

N2
.

The first conclusion follows by the Borel-Cantelli lemma.
On the other hand, Theorem 2.9 and [9, Theorem 2.7] yield for all r ∈ N

lim
N→∞

∣∣E[tr(ΞN )2r]
1
2r − (tr⊗ τ)[(ΞNfree)2r]

1
2r

∣∣ = 0.
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In particular, E[tr(ΞN )2r]
1
2r = O(1) as (tr ⊗ τ)[(ΞNfree)2r]

1
2r ≤ ‖ΞNfree‖ ≤ 2σ(ΞN ).

To conclude, we need to show that tr[(ΞN )2r]
1
2r concentrates around E[tr(ΞN )2r]

1
2r

a.s. To this end, we apply Lemma 9.20 below with t = 2 log dN to estimate

P
[∣∣tr[(ΞN )2r]

1
2r −E[tr(ΞN )2r]

1
2r

∣∣ ≥ o(1)
]
≤ 1

d2
N

≤ 1

N2
,

and the conclusion follows by Borel-Cantelli. �

Above we used the following concentration inequality.

Lemma 9.20. For any random matrix as in (2.1), we have

P
[∣∣(trX2r)

1
2r−E[trX2r]

1
2r

∣∣ ≥ C(σ∗(X)+R(X)
1
2E[trX2r]

1
4r

)√
t+CR(X)t

]
≤ 2e−t

for all t ≥ r.

Proof. We begin by writing (trX2r)
1
2r = supf∈F

∣∣∑n
i=0 f(Zi)

∣∣ where
F = {Z 7→ xRe tr[MZ] + y Im tr[MZ] : x2 + y2 ≤ 1, ‖M‖ 2r

2r−1
≤ 1}.

Then

sup
f∈F

n∑
i=0

Var(f(Zi)) ≤ sup
‖M‖1≤1

n∑
i=1

E|trMZi|2 = σ∗(X)2

as ‖M‖1 ≤ ‖M‖ 2r
2r−1

and as the extreme points of Sd1 are rank one matrices, and

sup
f∈F

max
0≤i≤n

‖f(Zi)− f(Z ′i)‖∞ ≤ 2R(X)

where Z ′i is an independent copy of Zi. We now apply5 [57, Theorem 3] to estimate

P
[∣∣(trX2r)

1
2r −E[(trX2r)

1
2r ]
∣∣ ≥

C
(
σ∗(X) +R(X)

1
2E[(trX2r)

1
2r ]

1
2

)√
t+ CR(X)t

]
≤ 2e−t

for all t ≥ 0. Consequently∣∣E[trX2r]
1
2r −E[(trX2r)

1
2r ]
∣∣ . (σ∗(X) +R(X)

1
2E[(trX2r)

1
2r ]

1
2

)√
r +R(X)r

by [22, Theorem 2.3], and we conclude by combining the above inequalities. �

We can now conclude the proof of Theorem 9.17.

Proof of Theorem 9.17. Let ΞN and ΞNfree be as in Lemma 9.19. It follows from the
proofs of [9, Lemmas 7.9 and 7.10] that

sp(ΞNfree) ⊆ sp(A0 ⊗ 1 +
∑m
k=1Ak ⊗ sk) + [−ε, ε]

eventually as N →∞ for every ε > 0, and that

lim
N→∞

(tr⊗ τ)[(ΞNfree)2r] = (tr⊗ τ)[(A0 ⊗ 1 +
∑m
k=1Ak ⊗ sk)2r]

for all r ∈ N. Thus Lemma 9.19 and Proposition 9.18 yield

lim
N→∞

tr p(HN
1 , . . . ,H

N
m ) = τ(p(s1, . . . , sm)) a.s.,

lim sup
N→∞

‖p(HN
1 , . . . ,H

N
m )‖ ≤ ‖p(s1, . . . , sm)‖ a.s.

5While the statement of [57, Theorem 3] assumes that ‖f‖∞ ≤ b for all f ∈ F , only the weaker
assumption ‖f(ξi)− f(ξ′i)‖∞ ≤ 2b is used in the proof. We also optimized the conclusion over ε.
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for every noncommutative polynomial p. To conclude, note that

lim inf
N→∞

‖p(HN
1 , . . . ,H

N
m )‖ ≥ lim inf

N→∞
(tr |p(HN

1 , . . . ,H
N
m )|2r) 1

2r

= τ(|p(s1, . . . , sm)|2r) 1
2r a.s.

for any r ∈ N, where we used that |p|2r is also a polynomial. As

lim
r→∞

τ(|p(s1, . . . , sm)|2r) 1
2r = ‖p(s1, . . . , sm)‖

(here we use that τ is faithful), the conclusion follows. �

9.4.2. Proof of Theorem 3.29. To prove Theorem 3.29 in the general setting, we
will combine Theorem 9.17 with the truncation arguments of section 8. Before we
proceed to the proof, we state an elementary lemma that will be needed below.

Lemma 9.21. Let (Yn)n≥1 be a sequence of real-valued random variables such that
|Yn| → 0 a.s. as n→∞. Then there is a nonrandom sequence (an)n≥1 with an → 0
as n→∞, such that |Yn| ≤ an eventually as n→∞ a.s.

Proof. Let Y ∗n := supm≥n |Ym|, and let nk := inf{n : P[Y ∗n > 2−k] ≤ 2−k]}. Then
clearly nk is nondecreasing, and nk <∞ as we assumed |Yn| → 0 a.s. Moreover, we
may assume without loss of generality that nk → ∞, as otherwise Y ∗n = 0 a.s. for
some n and the conclusion is trivial. We may therefore define (an)n≥1 by setting
an = 2−k for nk ≤ n < nk+1, k ≥ 0. As by construction

P[|Yn| > an for some nk ≤ n < nk+1] ≤ P[Y ∗nk > 2−k] ≤ 2−k,

the conclusion follows by the Borel-Cantelli lemma. �

We can now complete the proof of Theorem 3.29.

Proof of Theorem 3.29. We first note that it suffices to prove the a.s. version of
the theorem, as the in probability version follows immediately from the a.s. version
using the classical fact that a sequence of random variables converges in probability
if and only if every subsequence has an a.s. convergent subsequence.

We therefore assume from now on that the assumptions of the theorem hold in the
a.s. sense. By Lemma 9.21, the assumptions imply that there exists a nonrandom
sequence (aN ) with aN → 0 as N →∞ such that

max
1≤k≤m

max
1≤i≤MN

‖ZNki‖ ≤ (log dN )−2aN

eventually as N →∞ a.s. Now define the truncated random matrices

H̃N
k := ZNk0 +

MN∑
i=1

1‖ZNki‖≤(log dN )−2aNZ
N
ki

as in section 8. Then H̃N
k = HN

k eventually as N →∞ a.s. for all k. To complete
the proof, it therefore suffices to show that H̃N

1 , . . . , H̃
N
m satisfy the assumptions of

Theorem 9.17. To this end, note first that by Lemma 8.6

(log dN )2R(H̃N
k ) ≤ 2aN

N→∞−−−−→ 0.

Using E[|1AY −E[1AY ]|2] ≤ E[|Y |2] as in the proof of Lemma 8.6, we also have

(log dN )
3
2 v(H̃N

k ) ≤ (log dN )
3
2 v(HN

k )
N→∞−−−−→ 0.

It remains to estimate E[H̃N
k ] and E[(H̃N

k )2].
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To bound E[H̃N
k ], note that it was shown in the proof of Lemma 8.4 that

‖E[H̃N
k ]−E[HN

k ]‖ ≤ σ∗(H
N
k )

P[maxj ‖ZNkj‖ ≤ (log dN )−2aN ]
1
2

.

But as maxj ‖ZNkj‖ ≤ (log dN )−2aN eventually a.s., the denominator on the right-
hand side converges to one and the numerator satisfies σ∗(HN

k ) ≤ v(HN
k )→ 0. As

by assumption ‖E[HN
k ]‖ → 0, we conclude that ‖E[H̃N

k ]‖ → 0 as well.
To bound E[(H̃N

k )2], note that setting M = 1 in the proof of Lemma 8.5 yields

‖E[(H̃N
k −EH̃N

k )2]−E[(HN
k −EHN

k )2]‖
≤ 2P[maxj ‖ZNkj‖ > (log dN )−2aN ]σ(HN

k )2 + 4 R̄(HN
k )σ(HN

k ).

The right-hand side converges to zero as maxj ‖ZNkj‖ ≤ (log dN )−2aN eventually
a.s. and as R̄(HN

k ) → 0 and σ(HN
k ) = O(1) by assumption. As ‖E[H̃N

k ]‖ → 0,
‖E[HN

k ]‖ → 0, and ‖E[(HN
k )2]−1‖ → 0, we conclude that ‖E[(H̃N

k )2]−1‖ → 0. �

9.4.3. Proof of Corollary 3.32. Before we proceed to the proof of Corollary 3.32,
we first state another elementary probabilistic lemma.

Lemma 9.22. Let (Yn)n≥1 be a sequence of i.i.d. random variables with E[|Yn|p] <
∞ for some p > 0. Then limn→∞ n−

1
p maxm≤n |Ym| = 0 a.s.

Proof. By the union bound and as
∑
k≥0 2k12k≤x ≤ 2x, we can estimate∑

k≥0

P

[
2−

k
p max
m≤2k

|Ym| ≥ ε
]
≤
∑
k≥0

2kP

[
|Y1|p ≥ 2kεp

]
≤ 2E[|Y1|p]

εp
<∞

for any ε > 0. Thus

lim
k→∞

max
2k−1≤n<2k

n−
1
p max
m≤n

|Ym| ≤ 2
1
p lim
k→∞

2−
k
p max
m≤2k

|Ym| = 0 a.s.

by the Borel-Cantelli lemma. �

We can now complete the proof of Corollary 3.32.

Proof of Corollary 3.32. We prove both parts separately.

Part a. It suffices to verify that the assumptions of Theorem 3.29 are satisfied.
Let GN = ([dN ], EN ) be kN -regular, and write

HN
k =

∑
i<j:{i,j}∈EN

ηkij√
kN

(eie
∗
j + eje

∗
i ).

Then E[HN
k ] = 0 and E[(HN

k )2] = 1 by construction. Furthermore, we have

lim
N→∞

(log dN )
3
2 v(HN

k ) =
√

2 lim
N→∞

(log dN )
3
2 k
− 1

2

N = 0

by the assumption of part a. On the other hand, note that

E

[
max

1≤i≤MN

‖ZNki‖2
]
≤ 1

kN
E

[
max

i<j:{i,j}∈EN
|ηkij |p

] 2
p

≤ (kNdN )
2
p

kN
E[|ηkij |p]

2
p .

As the assumption of part a. implies (kNdN )
2
p k−1

N � (log dN )−4, we have shown
that (log dN )2R̄(HN

k )→ 0 as N →∞. This simultaneously verifies both remaining
assumptions of the in probability version of Theorem 3.29.
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If in addition EN is increasing, we can use Lemma 9.22 to obtain

lim sup
N→∞

(log dN )2 max
1≤i≤MN

‖ZNki‖ . lim
N→∞

(kNdN )−
1
p max
i<j:{i,j}∈EN

|ηkij | = 0 a.s.,

where we used that (log dN )2k
− 1

2

N . (kNdN )−
1
p by the assumption of part a. The

remaining conclusion of part a. then follows from the a.s. version of Theorem 3.29.

Part b. Fix any p > 2. Then we may choose a distribution of the entries ηkij
such that E[ηkij ] = 0, Var(ηkij) = 1, and P[|ηkij | > x] = (x log x)−p for all x ≥ x0

(here x0 > 0 is a sufficiently large constant). As E[|ηkij |p] < ∞, the assumptions
of Corollary 3.32 are satisfied. Now note that as ‖M‖ ≥ maxi,j |Mij |, we have

P
[
‖HN

1 ‖ > k
− 1

2

N x
]
≥ P

[
max

i<j:{i,j}∈EN
|(HN

1 )ij | > k
− 1

2

N x

]
= 1−

(
1−(x log x)−p

) kNdN
2

for x ≥ x0. Choosing x = (kNdN )
1
p (log dN )−1 yields (x log x)−p ≥ (kNdN )−1 for

all sufficiently large N , where we used kN ≤ dN . We have therefore shown that

P
[
‖HN

1 ‖ > k
1
p−

1
2

N d
1
p

N (log dN )−1
]
≥ 1− e− 1

2

for all largeN . But the assumption of part b. implies that k
1
p−

1
2

N d
1
p

N (log dN )−1 →∞.
This stands in contradiction to the conclusion of part a., which would imply in
particular that ‖HN

1 ‖ → ‖s1‖ = 2 in probability. �

9.5. Phase transitions in spiked models. Here we prove Theorem 3.35. We
first prove convergence of the outlier eigenvalues (as in part a. of Theorem 3.34),
and then consider the eigenvectors (as in part b. of Theorem 3.34).

In the following, it will be convenient to introduce the notation

B(θ) :=

{
θ + 1

θ for θ > 1,

2 for θ ≤ 1,

and to write θ1 ≥ · · · ≥ θs > 1 ≥ θs+1 ≥ · · · ≥ θr > 0 =: θr+1. The assumptions of
Theorem 3.35 will be assumed to hold without further comment.

9.5.1. Outlier eigenvalues. We begin by a direct application of universality.

Lemma 9.23. dH(sp(Ad +Hd), sp(Ad +Gd))→ 0 as d→∞ a.s.

Proof. We readily compute σ(Ad +Hd) = O(1) and σ∗(Ad +Hd) = O(d−
1
2 ), while

by assumption R(Ad +Hd) = o((log d)−2). Theorem 2.6 with t = 3 log d yields

P[dH(sp(Ad +Hd), sp(Ad +Gd)) > o(1)] ≤ 1

d2
,

and the conclusion follows by the Borel-Cantelli lemma. �

When combined with Theorem 3.34, Lemma 9.23 suffices to detect the presence
and locations of any outlier eigenvalues. However, Hausdorff convergence is not
sufficiently strong to establish convergence of individual eigenvalues. In the present
setting, this stronger conclusion can however be achieved by combining universality
with the min-max principle. To this end we will use the following lemma.

Lemma 9.24. Fix any orthonormal eigenvectors vd,1, . . . , vd,r of Ad with eigen-
values θ1, . . . , θr, respectively, and let Qd,i be the projection onto {vd,1, . . . , vd,i}⊥.
Then λ1(Qd,i(Ad +Hd)Q

∗
d,i)→ B(θi+1) as d→∞ a.s. for i = 1, . . . , r.



84 TATIANA BRAILOVSKAYA AND RAMON VAN HANDEL

Proof. The identical argument as in Lemma 9.23 yields that

|λ1(Qd,i(Ad +Hd)Q
∗
d,i)− λ1(Qd,i(Ad +Gd)Q

∗
d,i)|

d→∞−−−→ 0 a.s.

But Qd,iGdQ∗d,i is GOE of dimension d− i (scaled by a factor (d−id )
1
2 = 1 + o(1)).

Thus applying Theorem 3.34 to Qd,i(Ad +Gd)Q
∗
d,i yields the conclusion. �

We can now deduce the convergence of the eigenvalues.

Corollary 9.25. λi(Ad +Hd)→ B(θi) as d→∞ a.s. for 1 ≤ i ≤ r + 1.

Proof. Note first that λi(Ad + Hd) ≤ λ1(Qd,i−1(Ad + Hd)Q
∗
d,i−1) by the min-max

principle. Thus lim supd→∞ λi(Ad +Hd) ≤ B(θi) a.s. by Lemma 9.24.
Next, note that the empirical spectral distribution of Hd converges a.s. to the

standard semicircle distribution by Theorem 3.29. This implies in particular that
lim infd→∞ λi(Ad + Hd) ≥ lim infd→∞ λi(Hd) ≥ 2 a.s. for all 1 ≤ i ≤ r + 1. Thus
we obtain λi(Ad +Hd)→ B(θi) = 2 as d→∞ a.s. for s+ 1 ≤ i ≤ r + 1.

On the other hand, by Lemma 9.23 and Theorem 3.34, each B(θi) with 1 ≤ i ≤ s
is a limit point of the spectrum of Ad +Hd as d→∞. If θ1 > θ2 > · · · > θs are all
distinct, this immediately implies lim infd→∞ λi(Ad +Hd) ≥ B(θi) a.s., concluding
the proof. If θ1, . . . , θs are not distinct, we can choose 0 ≤ A′d ≤ Ad of rank r with
distinct nonzero eigenvalues so that λi(A′d) ≥ θi − ε for all 1 ≤ i ≤ r. Then

lim inf
d→∞

λi(Ad +Hd) ≥ lim inf
d→∞

λi(A
′
d +Hd) ≥ B(θi − ε) a.s.,

and the conclusion follows as ε > 0 is arbitrary. �

9.5.2. Outlier eigenvectors. A universality statement for eigenvectors of Ad + Hd

can be obtained using Theorem 2.10. This yields the following conclusion.

Lemma 9.26. Let ε > 0 be sufficiently small that Ii := θi+
1
θi

+[−ε, ε] are disjoint
for distinct values of θi. Then for all 1 ≤ i ≤ s and nonrandom vd ∈ Cd, ‖vd‖ = 1

|〈vd, 1Ii(Ad +Hd)vd〉 − 〈vd, 1Ii(Ad +Gd)vd〉|
d→∞−−−→ 0 a.s.

Proof. Let ϕi : R → [0, 1] be a smooth function so that ϕi(x) = 0 for x 6∈ Ii and
ϕi(x) = 1 for x ∈ θi + 1

θi
+ [− ε2 ,

ε
2 ]. Then the second part of Theorem 2.10 yields

|E[〈vd, ϕi(Ad +Hd)vd〉]−E[〈vd, ϕi(Ad +Gd)vd〉]|
d→∞−−−→ 0.

On the other hand, applying Proposition 5.10 with x = 2C−1 log d yields

P
[∣∣〈vd, ϕi(Ad +Hd)vd〉 −E[〈vd, ϕi(Ad +Hd)vd〉]

∣∣ ≥ o(1)
]
≤ 4

d2
,

and analogously for Ad +Gd. Thus the Borel-Cantelli lemma yields

|〈vd, ϕi(Ad +Hd)vd〉 − 〈vd, ϕi(Ad +Gd)vd〉|
d→∞−−−→ 0 a.s.

But ϕi(Ad + Hd) = 1Ii(Ad + Hd) and ϕi(Ad + Gd) = 1Ii(Ad + Gd) eventually as
d→∞ a.s. by Corollary 9.25 and by part a. of Theorem 3.34, respectively. �

The desired properties of the eigenvectors now follow directly in the case that
θ1 > · · · > θs are all distinct. The main difficulty is to remove the latter requirement
by means of a suitable perturbation argument.
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Corollary 9.27. For any 1 ≤ i ≤ s and 1 ≤ j ≤ r, we have

‖Pj(Ad)vi(Ad +Hd)‖2
d→∞−−−→
a.s.

(
1− 1

θ2
i

)
1θj=θi .

Proof. If θ1 > · · · > θs are all distinct, then 1Ii(Ad+Hd) = vi(Ad+Hd)vi(Ad+Hd)
∗

and 1Ii(Ad+Gd) = vi(Ad+Gd)vi(Ad+Gd)
∗ eventually as d→∞ a.s. for 1 ≤ i ≤ s

by Corollary 9.25 and part a. of Theorem 3.34. The conclusion then follows readily
by applying Lemma 9.26 and part b. of Theorem 3.34.

In the general case, let A′d =
∑r
m=1 θ

′
m vm(Ad)vm(Ad)

∗ be a perturbation of Ad
(for a choice of orthonormal eigenvectors vm(Ad)) with distinct θ′1 > · · · > θ′r and
such that |θm − θ′m| ≤ ε for all m. Let Ji := {k : θk = θi}, and let Qi(A′d +Hd) be
the projection on the linear span of {vk(A′d +Hd) : k ∈ Ji}. We claim that

lim sup
d→∞

∣∣∣∣‖Pj(Ad)ṽd,i‖2 − (1− 1

θ2
i

)
1θj=θi

∣∣∣∣ . ε a.s.

for any (possibly random) choice of unit vector ṽd,i ∈ ran(Qi(A
′
d + Hd)). Indeed,

writing ṽd,i =
∑
k∈Ji cd,kvk(A′d +Hd) with

∑
k∈Ji c

2
d,k = 1, we can compute

‖Pj(Ad)ṽd,i‖2 =
∑
m∈Jj

∑
k,l∈Ji

cd,kcd,l〈vk(A′d +Hd), vm(Ad)〉〈vm(Ad), vl(A
′
d +Hd)〉

=
∑
k∈Ji

c2d,k

(
1− 1

(θ′k)2

)
1θj=θi + o(1) a.s.

as d → ∞, where we used that |〈vm(Ad), vl(A
′
d + Hd)〉|2 → (1 − 1

(θ′l)
2 )1m=l a.s. as

A′d has distinct eigenvalues. The claim follows as θ 7→ 1− 1
θ2 is Lipschitz on [1,∞).

For any projection matrices P,Q ∈ Md(C)sa and c ∈ R, we can write

sup
v∈ranQ,‖v‖=1

∣∣‖Pv‖2 − c ∣∣ = ‖Q(P − c1)Q‖.

Using this identity, the above claim may be rewritten as

lim sup
d→∞

∥∥Qi(A′d +Hd)
(
Pj(Ad)− (1− 1

θ2i
)1θj=θi1

)
Qi(A

′
d +Hd)

∥∥ . ε a.s.

On the other hand, when ε is sufficiently small, Corollary 9.25 ensures that the
eigenvalues {λk(A′d +Hd) : k ∈ Ji} are separated from the rest of the spectrum of
A′d + Hd by a positive gap as d → ∞. A routine application of the Davis-Kahan
theorem [18, Theorem VII.3.1 and Exercise VII.1.11] yields

‖Qi(A′d +Hd)−Qi(Ad +Hd)‖ . ‖A′d −Ad‖ ≤ ε
eventually as d→∞ a.s. As we may choose ε > 0 arbitrarily small, it follows that∥∥Qi(Ad +Hd)

(
Pj(Ad)− (1− 1

θ2i
)1θj=θi1

)
Qi(Ad +Hd)

∥∥ d→∞−−−→ 0 a.s.

The conclusion follows as vi(Ad +Hd) ∈ ran(Qi(Ad +Hd)). �

Combining Corollaries 9.25 and 9.27 concludes the proof of Theorem 3.35.
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