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Abstract. A family of random matrices $X^N = (X^N_1, \ldots, X^N_d)$ converges strongly to a family $x = (x_1, \ldots, x_d)$ in a $C^*$-algebra if $\|P(X^N_i)\| \to \|P(x_i)\|$ for every noncommutative polynomial $P$. This phenomenon plays a central role in several recent breakthrough results on random graphs, geometry, and operator algebras. However, strong convergence is notoriously difficult to prove and has generally required delicate problem-specific methods.

In this paper, we develop a new approach to strong convergence that uses only soft arguments. Our method exploits the fact that for many natural models, the expected trace of $P(X^N)$ is a rational function of $\frac{1}{N}$ whose lowest order asymptotics are easily understood. We develop a general technique to deduce strong convergence directly from these inputs using the inequality of A. and V. Markov for univariate polynomials and elementary Fourier analysis.

To illustrate the method, we develop the following applications.

1. We give a short proof of the result of Friedman that random regular graphs have a near-optimal spectral gap, and obtain a detailed understanding of the large deviations probabilities of the second eigenvalue.

2. We prove a strong quantitative form of the strong convergence property of random permutation matrices due to Bordenave and Collins.

3. We extend the above to any stable representation of the symmetric group, providing many new examples of the strong convergence phenomenon.

1. Introduction

Let $X^N = (X^N_1, \ldots, X^N_d)$ be a sequence of $d$-tuples of random matrices of increasing dimension, and $x = (x_1, \ldots, x_d)$ be a $d$-tuple of elements of a $C^*$-algebra. Then $X^N$ is said to converge strongly to $x$ if

$$\|P(X^N_1, \ldots, X^N_d)\| \xrightarrow{N \to \infty} \|P(x_1, \ldots, x_d)\|$$

in probability for every noncommutative polynomial $P$.

The notion of strong convergence has its origin in the work of Haagerup and Thorbjørnsen [27] in the context of complex Gaussian (GUE) matrices. It has since proved to be a powerful tool in a broad range of applications. Notably, strong convergence plays a central role in a series of recent breakthroughs in the study of random lifts of graphs [5], random covering spaces [32, 39, 31, 41], random minimal surfaces [53], and operator algebras [27, 26, 30, 3, 7]; we refer to the recent paper [7] for a more extensive discussion and bibliography.

In many cases, norm convergence can be highly nontrivial to establish even for the simplest polynomials $P$. For example, let $S^N_1, \ldots, S^N_d$ be i.i.d. random...
permutation matrices of dimension $N$. Then the linear polynomial

$$\bar{A}^N = \bar{S}_1^N + \bar{S}_1^{N*} + \cdots + \bar{S}_d^N + \bar{S}_d^{N*}$$

is the adjacency matrix of a random $2d$-regular graph. Every $2d$-regular graph has largest eigenvalue $2d$ with eigenvector $1_N$, while the Alon–Boppana bound states that the second eigenvalue is at least $2\sqrt{2d-1} - o(1)$ [46]. It was conjectured by Alon, and established by a nearly 100-page proof of Friedman [24], that the random $2d$-regular graph satisfies $\|\bar{A}^N|_{(1_N)^\perp}\| = 2\sqrt{2d-1} + o(1)$, so that such graphs have near-optimal second eigenvalue. The much more general result that random permutation matrices converge strongly, due to Bordenave and Collins [5], forms the basis of many recent applications cited above.

Given the power of the strong convergence phenomenon, it may be unsurprising that strong convergence has been notoriously difficult to prove. In those cases where strong convergence has been established, the proofs rely on problem-specific methods and often require delicate technical computations. These obstacles have hampered efforts to establish strong convergence in new situations and to obtain a sharper understanding of this phenomenon.

In this paper, we develop a new approach to strong convergence that uses only soft arguments, and which requires limited problem-specific inputs as compared to previous methods. We will illustrate the method in the context of random permutation matrices and other representations of the symmetric group, resulting in surprisingly short proofs of strong convergence and new quantitative and qualitative information on the strong convergence phenomenon. In particular:

- We obtain a short proof of Friedman’s theorem on the second eigenvalue of random regular graphs [24], as well as a refinement that yields a detailed understanding of the tail behavior of the second eigenvalue. As a byproduct, our results settle several open problems on the behavior of random regular graphs.

- We give a short proof of a nonasymptotic form of the strong convergence of random permutation matrices due to Bordenave and Collins [5, 7], which significantly improves the best known convergence rate for arbitrary polynomials.

- We establish strong convergence of random matrices defined by any stable representation of the symmetric group (in the sense of [22]). This provides a large new family of examples of the strong convergence phenomenon, and illustrates that strong convergence can arise using far less randomness than in prior work.

Let us emphasize at the outset that the main difficulty in establishing strong convergence is to prove the upper bound

$$\|P(X_1^N, \ldots, X_d^N)\| \leq \|P(x_1, \ldots, x_d)\| + o(1) \quad \text{with probability } 1 - o(1)$$

as $N \to \infty$. The corresponding lower bound then follows automatically under mild assumptions that certainly hold for all situations considered in this paper; see, e.g., [39, pp. 17-18]. We therefore focus on the upper bound throughout this paper.

**Organization of this paper.** This paper is organized as follows. In section 2, we first outline the core ingredients of our approach in a general setting, while section 3 presents the main results obtained in this paper.

The next two sections introduce some general tools on which our methods are based. Section 4 recalls properties of polynomials and distributions that form the
basis for our approach, while section 5 recalls basic properties of words in random permutation matrices that form the input for our methods.

The rest of the paper is devoted to the proofs of our main results. Sections 6 and 7 prove master inequalities for polynomials and smooth functions, respectively. These inequalities are applied in section 8 to random regular graphs, and in section 9 to strong convergence of random permutation matrices. Finally, section 10 extends the above results to general stable representations of the symmetric group.

**Notation.** In the following, \( a \lesssim b \) denotes that \( a \leq Cb \) for a universal constant \( C \).

We denote by \( \mathcal{P}_q \) the space of real polynomials \( h : \mathbb{R} \to \mathbb{R} \) of degree at most \( q \), and by \( \mathcal{P} \) the space of all real polynomials. We denote by \( h^{(m)} \) the \( m \)th derivative of a univariate function, and by \( \| h \|_{C^m[a,b]} := \sum_{j=0}^m \sup_{x \in [a,b]} |h^{(j)}(x)| \).

We will denote by \( M_N(\mathbb{C}) \) the space of \( N \times N \) matrices with complex entries. The trace of a matrix \( M \) is denoted as \( \text{Tr} M \), and the normalized trace is denoted as \( \text{tr}_N M := \frac{1}{N} \text{Tr} M \). The identity matrix is denoted \( \mathbf{1}_N \in M_N(\mathbb{C}) \), and \( 1_N \in \mathbb{C}^N \) is the vector all of whose entries equal one. The symmetric group on \( N \) letters is denoted as \( S_N \), and the free group with free generators \( g_1, \ldots, g_d \) is denoted \( \mathbf{F}_d \).

We will on occasion use standard \( C^* \)-algebra terminology, though it will not play a major role in this paper. We refer to [45] for an excellent introduction.

## 2. Outline

The main results of this paper will be presented in section 3, which can be read independently of the present section. However, as the new approach that underlies their proofs is much more broadly applicable, we begin in this section by introducing the core ingredients of the method in a general setting.

We aim to explain how to prove that \( \| X^N \| \leq \| X_F \| + o(1) \), where \( X^N \) is an \( N \)-dimensional self-adjoint random matrix and \( X_F \) is an element of a \( C^* \)-probability space \((\mathcal{A}, \tau)\). We assume these models are related by

\[
\lim_{N \to \infty} \mathbb{E}[\text{tr}_N(X^N)^p] = \tau(X_F^p) \quad \text{for all } p \in \mathbb{N}, \tag{2.1}
\]

which implies weak convergence of the spectral distribution of \( X^N \) to that of \( X_F \).

The moments \( \mathbb{E}[	ext{tr}_N(X^N)^p] \) generally admit a combinatorial description whose behavior as \( N \to \infty \) is well understood, so that (2.1) is readily accessible.

To date, proofs of strong convergence were based on resolvent equations [27, 52], interpolation [18, 47, 48, 2], or the moment method [5, 6, 7]. The first two approaches rely on analytic tools, such as integration by parts formulae or free stochastic calculus, that are only available for special models. In contrast, the only known way to access the properties of models such as those based on random permutations or group representations is through moment computations. We therefore begin by recalling the challenges faced by the moment method.

### 2.1. Prelude: the moment method.

The classical moment method aims to deduce norm convergence from moment convergence by noting that (2.1) implies

\[
(\mathbb{E}\|X^N\|^{2p})^{1/2p} \leq (\mathbb{E}[\text{tr}(X^N)^{2p}])^{1/2p} \leq N^{1/2p}(\|X_F\| + o(1)) \tag{2.2}
\]
as \( N \to \infty \). This does not in itself suffice to prove \( \| X^N \| \leq \| X_F \| + o(1) \), as the right-hand side diverges when \( p \) is fixed. The essence of the moment method is that the desired bound would follow if (2.2) remains valid for \( p = p(N) \gg \log N \), as
then $N^{1/2p} = 1 + o(1)$. We emphasize this is a much stronger property than (2.1).

In practice, the implementation of this method faces two major obstacles.

- While moment asymptotics for fixed $p$ are accessible in many situations, the case where $p$ grows rapidly with $N$ is often a difficult combinatorial problem. Despite the availability of tools to facilitate the analysis of large moments for strong convergence, such as nonbacktracking and linearization methods (see, e.g., [5, 7]), the core of the analysis remains dependent on delicate technical computations that do not readily carry over to new situations.

- A more fundamental problem is that the inequality (2.2) that forms the foundation for the moment method may fail to hold altogether for any $p \gg \log N$. To see why, suppose that $P[\|X_N\| \geq \|X_F\| + \varepsilon] \geq N^{1-c}$ for some $\varepsilon, c > 0$. Then

$$E[\text{Tr}(X_N)^p] \leq N^{-\varepsilon}(\|X_F\| + \varepsilon)^{2p},$$

which precludes the validity of (2.2) for $p \gg \log N$. It was observed by Friedman [24] that this situation arises already in the setting of random regular graphs due to the presence with probability $N^{-c}$ of dense subgraphs called “tangles”. The application of the moment method in this setting requires conditioning on the absence of tangles, which significantly complicates the analysis.

2.2. A new approach. The approach of this paper is also based on moment computations, which are however used in an entirely different manner. As we will explain below, our method deduces norm convergence from moments by first letting $N \to \infty$ and then $p \to \infty$, bypassing the challenges of the moment method.

Inputs. Our approach requires two basic inputs that we presently describe.

Let $h \in \mathcal{P}_q$ be a polynomial of degree at most $q$. Then $E[\text{tr}_N h(X_N)]$ is a linear combination of the moments $E[\text{tr}_N(X_N)^p]$ for $p \leq q$. We will exploit the fact that in many situations, the moments are rational functions of $1/N$:

$$E[\text{tr}_N h(X_N)] = \Phi_h\left(\frac{1}{N}\right) = \frac{f_h\left(\frac{1}{N}\right)}{g_q\left(\frac{1}{N}\right)}, \quad (2.3)$$

where $f_h$ and $g_q$ are polynomials that depend only on $h$ and $q$, respectively. This phenomenon is very common; e.g., it arises in many settings from Weingarten calculus [19, 17] or from genus expansions [42, Chapter 1].

In general, the function $\Phi_h$ is extremely complicated. However, our methods will use only soft information on its structure: we require upper bounds on the degrees of $f_h$ and $g_q$ (which are proportional to $q$ for the models considered in this paper), and we must show that $g_q$ does not vanish near zero. Both properties can be read off almost immediately from a combinatorial expression for $\Phi_h$.

The second input to our method is the asymptotic expansion as $N \to \infty$

$$E[\text{tr}_N h(X_N)] = \nu_0(h) + \frac{\nu_1(h)}{N} + O\left(\frac{1}{N^2}\right), \quad (2.4)$$

where $\nu_0$ and $\nu_1$ are linear functionals on the space $\mathcal{P}$ of real polynomials. Clearly

$$\nu_0(h) = \Phi_h(0) = \lim_{N \to \infty} E[\text{tr}_N h(X_N)] = \tau(h(X_F));$$

$$\nu_1(h) = \Phi_h'(0) = \lim_{N \to \infty} N(E[\text{tr}_N h(X_N)] - \tau(h(X_F)))/N.$$
are defined by the lowest-order asymptotics of the moments. We will exploit that simple combinatorial expressions for \( \nu_0 \) and \( \nu_1 \) are readily accessible in practice.

**Outline.** Our basic aim is to achieve the following.

(a) We aim to show that the validity of (2.4) extends from polynomials to smooth functions \( h \). In particular, we will show that \( \nu_1 \) extends from a linear functional on polynomials to a compactly supported distribution.

(b) We aim to show that \( \text{supp} \, \nu_1 \subseteq [-\|X_F\|, \|X_F\|] \).

A bound on the norm then follows easily. Indeed, let \( \chi : \mathbb{R} \to [0,1] \) be a smooth function so that \( \chi = 0 \) on \( [-\|X_F\|, \|X_F\|] \) and \( \chi = 1 \) on \( [-\|X_F\| - \varepsilon, \|X_F\| + \varepsilon] ^c \).

Then \( \nu_0(\chi) = \nu_1(\chi) = 0 \) by (b), and thus (a) yields

\[
P[\|X^N\| \geq \|X_F\| + \varepsilon] \leq E[\text{Tr} \chi(X^N)] = O\left(\frac{1}{N}\right).
\]

As \( \varepsilon > 0 \) was arbitrary, \( \|X^N\| \leq \|X_F\| + o(1) \) in probability.

We now explain the steps that will be used to prove (a) and (b). We highlight two key features of our method: it is entirely based on moment computations; and it yields strong quantitative bounds essentially for free.

**Step 1: the polynomial method.** At the heart of our approach lies a general method to obtain a quantitative form of (2.4): we will show that

\[
|E[\text{tr}_N h(X^N)] - \nu_0(h) - \frac{\nu_1(h)}{N}| \lesssim \frac{q^2}{N^2} \|h\|_{C^0[-\kappa,K]} \tag{2.5}
\]

for any \( h \in \mathcal{P}_q \), where \( \|X^N\| \leq K \) a.s. for all \( N \). While achieving such a bound by previous methods would require hard analysis, it arises here from a soft argument: we can “upgrade” an asymptotic expansion (2.4) to a strong nonasymptotic bound (2.5) merely by virtue of the fact that \( \Phi_h \) is rational.

To this end, observe that the left-hand side of (2.5) is nothing other than the remainder in the first-order Taylor expansion of \( \Phi_h \) at zero, so that

\[
|\Phi_h(x) - \Phi_h(0) - \frac{1}{N} \Phi_h'(0)| \leq \frac{1}{N^2} \|\Phi_h''\|_{C^0(0,1/4)}.
\]

This bound appears useless at first sight, as it relies on the behavior of \( \Phi_h(x) \) for \( x \notin J := \{ \frac{1}{N^2} : N \in \mathbb{N} \} \) where its spectral interpretation is lost. However, as \( \Phi_h \) is rational, we can control its behavior by its values on \( J \) alone by means of classical inequalities for arbitrary univariate polynomials \( f \) of degree \( q \):

- The inequality \( \|f''\|_{C^0[-1,1]} \leq q^2 \|f\|_{C^0[-1,1]} \) of A. and V. Markov (Lemma 4.1).

- A corollary of the Markov inequality that \( \|f\|_{C^0[-1,1]} \lesssim \sup_{x \in I} |f(x)| \) for any set \( I \subset [-1,1] \) with \( O\left(\frac{1}{q^2}\right) \) spacing between its points (Lemma 4.2).

Applying these inequalities to the numerator and denominator of \( \Phi_h \) yields (2.5) with minimal effort. We emphasize that the only inputs used here are upper bounds on the degrees of \( f_h \) and \( g_q \) in (2.3), and that \( g_q \) does not vanish near zero.

**Step 2: the extension problem.** We now aim to extend (2.5) to \( h \in C^\infty \). This is not merely a technical issue: while \( E[\text{tr}_N h(X^N)] \) and \( \nu_0(h) = \tau(h(X_F)) \) are defined for \( h \in C^\infty \) by functional calculus, it is unclear that \( \nu_1(h) \) can even be meaningfully defined when \( h \) is not a polynomial.
These issues can be addressed using Fourier analysis. Consider first a polynomial $h \in \mathcal{P}_q$. Rather than applying (2.5) directly to $h$, we expand $h(x) = \sum_{j=0}^{q} a_j T_j(K^{-1}x)$ in terms of Chebyshev polynomials $T_j$, and apply (2.5) to each $T_j$ individually. This replaces $q^8 \|h\|_{C^0[-K,K]}$ by $\sum_{j=1}^{q} |a_j| \lesssim \|h\|_{C^0[-K,K]}$ in (2.5), where the latter inequality follows by classical Fourier analysis. Thus

$$\left| \mathbb{E}[\text{tr}_N h(X^N)] - \nu_0(h) - \frac{\nu_1(h)}{N} \right| \lesssim \frac{1}{N^2} \|h\|_{C^0[-K,K]}$$

for every polynomial $h \in \mathcal{P}$. (We will in fact use a stronger inequality of Zygmund, cf. Lemma 4.4, that achieves better rates in our main results.)

The inequality (2.6) simultaneously serves two purposes. First, it ensures that its left-hand side extends uniquely to a compactly supported distribution, so that $\nu_1(h)$ can be uniquely defined for any $h \in C^\infty$. Consequently, (2.6) remains valid for any smooth function $h$ as polynomials are dense in $C^\infty$.

**Step 3: the asymptotic moment method.** It remains to bound the support of $\nu_1$. To this end, we make fundamental use of a key property of compactly supported distributions: their support is bounded by the exponential growth rate of their moments (Lemma 4.9). In particular, if we define

$$\rho = \lim_{p \to \infty} \sup_{N \to \infty} \left| N \left( \mathbb{E}[\text{tr}_N(X^N)^p] - \tau(X_F^p) \right) \right|^{1/p},$$

then $\text{supp} \nu_1 \subseteq [-\rho, \rho]$. Thus our method ultimately reduces to a form of the moment method, but where we first let $N \to \infty$ and only then $p \to \infty$.

In contrast to the moments of the random matrix $X^N$, the moments of $\nu_1$ turn out to be easy to analyze for the models considered in this paper using a simple idea that is inspired by earlier work of Friedman [23, Lemma 2.4]: even though $\nu_1$ does not have a clear spectral interpretation, its moments can be expressed as a sum of products of matrix elements of powers of $X_F$. As the sum only has polynomially many terms, the desired bound $\rho \leq \|X_F\|$ follows readily.

### 2.3. Related work.

The observation that norm bounds can be deduced from the validity of (2.4) for smooth functions $h$ and a bound on $\text{supp} \nu_1$ has been widely used since the works of Haagerup and Thorbjørnsen [27] and Schultz [52]. What is fundamentally new here is that we achieve this aim using only simple moment computations, which are much more broadly applicable.

The polynomial method that lies at the heart of our approach is inspired by work in complexity theory [1]. We are aware of little precedent for the use of this method in a random matrix context, beside a distantly related idea that appears in Bourgain and Tzafriri [9, Theorem 2.3]. The first author used a variant of this idea in concurrent work to establish weak convergence of certain random unitary matrices that arise in quantum information theory [13, 12].

### 3. Main results

In this section, we formulate and discuss the main results of this paper. As our primary aim is to achieve strong convergence, we will focus the presentation on
upper bounds on the norm as explained in section 1. Let us note, however, that a byproduct of the analysis will also yield a quantitative form of weak convergence, which is of independent interest; see, e.g., Corollary 6.3 below.

3.1. Preliminaries. Before we turn to our main results, we must briefly recall some basic facts about random permutation matrices and their limiting model. The following definitions will remain in force throughout this paper.

**Definition 3.1.** Let $\bar{S}_1^N, \ldots, \bar{S}_d^N$ be i.i.d. random permutation matrices of dimension $N$, and denote by $S_i^N := \bar{S}_i^N|_{\{1_N\}^\perp}$ their restriction to the invariant subspace $\{1_N\}^\perp \subset \mathbb{C}^N$. We will often write $S^N = (S_1^N, \ldots, S_d^N)$.

**Definition 3.2.** Let $s = (s_1, \ldots, s_d)$ be defined by $s_i := \lambda(g_i)$, where $g_1, \ldots, g_d$ are the free generators of $F_d$ and $\lambda : F_d \to B(l^2(F_d))$ is the left-regular representation defined by $\lambda(g)\delta_h = \delta_{gh}$. Define the vector state $\tau(a) := \langle \delta_e, a\delta_e \rangle$ on $B(l^2(F_d))$.

The basic weak convergence property of random permutation matrices, due to Nica [43] (see Corollary 5.3 for a short proof), states that

$$\lim_{N \to \infty} E \left[ \text{tr}_N P(S^N, S^{N*}) \right] = \tau(P(s, s^*))$$

for every noncommutative polynomial $P$. This property plays the role of (2.1) in section 2. The aim of the strong convergence problem is to prove that this convergence holds not only for the trace but also for the norm.

The basic inputs to the methods of this paper, as described in section 2.2, are well known in the present setting. They will be reviewed in section 5 below.

**Remark 3.3.** Even though $S_i^N$ are $(N - 1)$-dimensional matrices defined on $\{1_N\}^\perp$, we will normalize the trace $\text{tr}_N$ by $N$ rather than by $N - 1$ as this leads to cleaner expressions for the rational functions that arise in the proof. This makes no difference to our results, and is mainly done for notational convenience.

3.2. Random regular graphs. Let $\bar{A}^N$ be the adjacency matrix of the random $2d$-regular graph with $N$ vertices defined in section 1. Then $A^N := \bar{A}^N|_{\{1_N\}^\perp}$ is defined by the linear polynomial of random permutation matrices

$$A^N := S_1^N + S_1^{N*} + \cdots + S_d^N + S_d^{N*},$$

and the associated limiting model is

$$A_F := s_1 + s_1^* + \cdots + s_d + s_d^*. $$

Note that $A_F$ is nothing other than the adjacency matrix of the Cayley graph of $\bar{F}_d$ generated by $g_1, \ldots, g_d$ and their inverses, that is, of the $2d$-regular tree. It is a classical fact due to Kesten [36] that $\|A_F\| = 2\sqrt{2d - 1}$. That

$$\|A^N\| \leq 2\sqrt{2d - 1} + o(1)$$

with probability $1 - o(1)$ was proved by Friedman [24]. Friedman’s proof was simplified by Bordenave [4], and a new proof with a nearly optimal convergence rate was recently given by Huang, McKenzie and Yau [35, 34]. All known proofs are highly technical in nature.

3.2.1. An effective Friedman theorem. As a first illustration of the methods of this paper, we will give a new proof of Friedman’s theorem that is only a few pages long. A direct implementation of the approach described in section 2 yields the following quantitative bound, whose proof is given in section 8.1.
Theorem 3.4. For every $d \geq 2$, $N \geq 1$, and $\varepsilon < 2d - 2\sqrt{2d - 1}$, we have
\[
P\left[\|A^N\| \geq 2\sqrt{2d - 1} + \varepsilon\right] \lesssim \frac{1}{N} \left(\frac{d \log d}{\varepsilon}\right)^2 \log \left(\frac{2ed}{\varepsilon}\right).
\]

Theorem 3.4 implies that when $d$ is fixed as $N \to \infty$, we have\footnote{The notation $Z_N = O_P(z_N)$ denotes that $\{Z_N/z_N\}_{N \geq 1}$ is bounded in probability.}
\[
\|A^N\| \leq 2\sqrt{2d - 1} + O_P\left(\left(\frac{\log N}{N}\right)^{1/8}\right).
\]

Despite the simplicity of the proof, this rate is considerably better than was achieved by prior results at the time this paper was written. A near-optimal rate $N^{-2/3+o(1)}$ was however obtained (for a slightly different model of random regular graphs) in a paper of Huang, McKenzie and Yau [34] that was posted in the same week as the present paper. It is an interesting question whether such a result could be attained by refinement of the methods of this paper.

On the other hand, the nonasymptotic nature of Theorem 3.4 enables us to consider what happens when $d, N \to \infty$ simultaneously. It is an old question of Vu [54, §5] whether the fact that $\|A^N\| = (1 + o(1))2\sqrt{2d - 1}$ with probability $1 - o(1)$ remains valid when $d, N \to \infty$ in an arbitrary manner. We can now settle this question for the random graph model considered here.

Corollary 3.5. $\|A^N\| = (1 + o(1))2\sqrt{2d - 1}$ with probability $1 - o(1)$ whenever $N \to \infty$ and $d = d(N)$ depends on $N$ in an arbitrary manner.

Proof. That the conclusion holds for $d \geq (\log N)^5$ was proved in [10, §3.1.2]. In the complementary regime $d \leq (\log N)^5$, Theorem 3.4 readily yields the upper bound $\|A^N\| \leq (1 + o(1))2\sqrt{2d - 1}$ with probability $1 - o(1)$, while the corresponding lower bound follows from the Alon–Boppana theorem [46].

Let us emphasize that the presence of tangles, which form a fundamental obstruction to the moment method (cf. section 2.1), is completely ignored by the proof of Theorem 3.4. This seems unexpected, as the method is ultimately based on an estimate (2.5) for traces of high degree polynomials. However, the effect of tangles on individual moments cancels out when they are combined to form bounded test functions $h$. One of the key features of the polynomial method is that it can capture these cancellations. (Note that (2.5) yields no useful information on moments of order $p \gg \log N$, as $\|h\|_{C^0([-K,K])} = K^p$ is exponential in $p$ for $h(x) = x^p$.)

3.2.2. The staircase theorem. As was explained in section 2, the approach of this paper only requires an understanding of the first-order term $\nu_1$ in the $1/N$-expansion of the moments. However, in the setting of random regular graphs, a detailed understanding of the higher-order terms was achieved by Puder [50] using methods of combinatorial group theory. When such additional information is available, the approach of this paper is readily adapted to achieve stronger results.

The following theorem will be proved in section 8.2 by taking full advantage of the results of [50]. We emphasize that this is the only part of this paper where we will use asymptotics of expected traces beyond the lowest order.

Theorem 3.6. Define
\[
\rho_m := \begin{cases} 2\sqrt{2d - 1} & \text{for } 2m - 1 \leq \sqrt{2d - 1}, \\ 2m - 1 + \frac{2d - 1}{2m - 1} & \text{for } 2m - 1 > \sqrt{2d - 1}, \end{cases}
\]

As was explained in section 2, the approach of this paper is readily adapted to achieve stronger results.
and let \( m_* := \lfloor \frac{1}{2}(\sqrt{2d-1} + 1) \rfloor \) be the largest integer \( m \) so that \( 2m - 1 \leq \sqrt{2d-1} \).

Then for every \( d \geq 2, m_* \leq m \leq d - 1 \), and \( 0 < \varepsilon < \rho_{m+1} - \rho_m \), we have

\[
P[\|A^N\| \geq \rho_m + \varepsilon] \leq \frac{C_d}{N^m} \frac{1}{\varepsilon^{4(m+1)}} \log \left( \frac{2e}{\varepsilon} \right)
\]

for all \( N \geq 1 \), and

\[
P[\|A^N\| \geq \rho_m + \varepsilon] \geq 1 - o(1) \frac{1}{N^m}
\]
as \( N \to \infty \). Here \( C_d \) is a constant that depends on \( d \) only.

Figure 3.1. Staircase pattern of the tail probabilities of \( \|A^N\| \).

Theorem 3.6 reveals an unusual staircase pattern of the large deviations of \( \|A^N\| \), which is illustrated in Figure 3.1. The lower bound, which follows from an elementary argument of Friedman [24, Theorem 2.11], arises due to the presence of tangles: Friedman shows that the presence of a vertex with \( m > m_* \) self-loops, which happens with probability \( \approx \frac{1}{N^{m_*+1}} \), gives rise to an outlier in the spectrum at location \( \approx \rho_{m_*} \). The fact that our upper bound precisely matches this behavior shows that the tail probabilities of \( \|A^N\| \) are completely dominated by these events.

Remark 3.7. Let us highlight two further consequences of Theorem 3.6.

1. Theorem 3.6 shows that \( \|A^N\| \leq 2\sqrt{2d-1} + \varepsilon \) with probability at least \( 1 - \frac{e^\varepsilon}{N^{m_*}} \) for any \( \varepsilon > 0 \). This closes the gap between the upper and lower bounds in the main result of [24], settling an open problem of Friedman [24, p. 2].

2. The lower bound of Theorem 3.6 shows that the \( O(\frac{1}{N}) \) probability bound of Theorem 3.4 cannot be improved in general for fixed \( \varepsilon > 0 \), as this bound is sharp when \( m_* = 1 \) (that is, when \( 2 \leq d \leq 4 \)).

Remark 3.8. Beside the permutation model used here, other models of random regular graphs are considered in the literature; cf. [24, pp. 2–3] and the references therein. While high probability results are common to all these models by contiguity arguments, it should be emphasized that the detailed quantitative picture as in Theorem 3.6 is not universal and must be investigated on a model-specific basis.

3.3. Strong convergence of random permutation matrices. The adjacency matrix of a random regular graph is one very special example of a polynomial of random permutation matrices. The much more general fact that the norm of every noncommutative polynomial of random permutation matrices converges to that of its limiting model is an important result due to Bordenave and Collins [5, 7]. Here we give a much simpler proof that yields an effective form of this result.
A noncommutative polynomial \( P \in \mathbb{C}(s, s^*) \) of the free unitaries \( s = (s_1, \ldots, s_d) \) is naturally identified with an element of the group algebra \( \mathbb{C}F_d \) of the free group. We let \( \|P\|_{C^*(F_d)} \) be the norm of \( P \) in the full \( C^* \)-algebra of the free group; thus
\[
\|P\|_{C^*(F_d)} = \sup_U \|P(U, U^*)\|,
\]
where the supremum is taken over all \( d \)-tuples of unitary matrices \([15, \text{Theorem 7}]\).

In practice, \( \|P\|_{C^*(F_d)} \) may be bounded trivially by the sum of the moduli of the coefficients of \( P \), but we retain the general definition for clarity.

We can now formulate our main result on strong convergence of random permutation matrices. We state the result for polynomials \( P \in M_D(\mathbb{C}) \otimes \mathbb{C}(s, s^*) \) with matrix (rather than scalar) coefficients, as the latter arise often in applications; their norm \( \|P\|_{M_D(\mathbb{C}) \otimes C^*(F_d)} \) is defined as for scalar polynomials.

**Theorem 3.9.** Let \( d \geq 2 \), and let \( P \in M_D(\mathbb{C}) \otimes \mathbb{C}(s, s^*) \) be any self-adjoint noncommutative polynomial of degree \( q_0 \). Then we have
\[
P \left[ \|P(S^N, S^N^*)\| \geq \|P(s, s^*)\| + \varepsilon \right] \leq \frac{D}{N} \left( \frac{Kq_0 \log d}{\varepsilon} \right)^8 \log \left( \frac{eK}{\varepsilon} \right)
\]
for all \( \varepsilon < K - \|P(s, s^*)\| \), where \( K = \|P\|_{M_D(\mathbb{C}) \otimes C^*(F_d)} \).

This theorem will be proved in section 9. Note that the limiting norm \( \|P(s, s^*)\| \) can in principle be computed explicitly using the results of [37].

**Remark 3.10.** The assumption that \( P \) is self-adjoint is made largely for convenience. To obtain strong convergence of a non-self-adjoint polynomial \( P \) of degree \( q_0 \), we may simply apply this result to the self-adjoint polynomial \( P^*P \) of degree \( 2q_0 \).

**Theorem 3.9** shows that \( \|P(S^N, S^N^*)\| \leq \|P(s, s^*)\| + O_P \left( \left( \frac{\log N}{N} \right)^{1/8} \right) \) for any polynomial \( P \). This significantly improves the best known bound to date, due to Bordenave and Collins [7, Theorem 1.4], which yields fluctuations of order \( \frac{\log \log N}{\log N} \).

Our bound can be directly substituted in applications, such as to random lifts of graphs [5, §1.5], to improve the best known convergence rates.

Let us note that for fixed \( \varepsilon > 0 \), the tail probability of order \( \frac{1}{N} \) in **Theorem 3.9** cannot be improved in general, as is illustrated by **Theorem 3.6** with \( d = 2 \).

**Remark 3.11.** While **Theorem 3.9** yields much stronger quantitative bounds for fixed \( D \) then prior results, it can only be applied when \( D = o(N) \). In contrast, it was recently shown in [7, Corollary 1.5] that strong convergence remains valid in the present setting even for \( D \) as large as \( N^{(\log N)^{1/2}} \). Such bounds could be achieved using our methods if the supports of the higher-order terms in the \( \frac{1}{N} \)-expansion of the moments are still bounded by \( \|P(s, s^*)\| \). While this is the case for continuous models such as GUE [48], it is simply false in the present setting: the proof of **Theorem 3.6** shows that tangles can already arise in the second-order term. It is an interesting question whether the approach of this paper can be combined with conditioning on the absence of tangles to achieve improved bounds.

### 3.4. Stable representations of the symmetric group.

Let \( \pi_N : S_N \to V_N \) be a finite-dimensional unitary representation of the symmetric group \( S_N \). Then we can define random matrices \( \Pi_1^N, \ldots, \Pi_d^N \) of dimension \( \dim V_N \) as
\[
\Pi_i^N := \pi_N(\sigma_i),
\]
where \( \sigma_1, \ldots, \sigma_d \) are i.i.d. uniformly distributed elements of \( S_N \). When \( \pi_N \) is the standard representation, we recover the random permutation matrices \( \Pi_i^N = S_i^N \) as a special case. Other representations, however, capture a much larger family of random matrix models. We will prove strong convergence for random matrices defined by any stable representation of \( S_N \) (see section 3.4.1), which yields a far-reaching generalization of Theorem 3.9. This result is of interest for several reasons:

- It provides many new examples of the strong convergence phenomenon.
- It shows that strong convergence can be achieved with much less randomness than is needed by previous models: \( \Pi_i^N \) is defined by the same number of random bits as \( S_i^N \), but has much larger dimension (\( \dim V_N = N^\alpha \) with \( \alpha \) arbitrarily large). See [6] for related questions in the context of the unitary group.
- It supports long-standing questions on the expansion of random Cayley graphs of the symmetric group, for which extensive numerical evidence and conjectures are available; see [51] and the references therein.
- Random matrices defined by representations other than the standard representation arise in various applications [25, 29].

### 3.4.1. Stable representations.

The approach of this paper requires that the moments of the random matrices of interest are rational functions of \( \frac{1}{N} \). For this to be the case, we cannot choose an arbitrary representation \( \pi_N \) of \( S_N \) for each \( N \). Instead, we will work with stable representations [22, 16] that are defined consistently for different \( N \). We briefly introduce the relevant notions here.

Following [28], denote by \( \xi_i(\sigma) \) the number of fixed points of \( \sigma^i \) for \( \sigma \in S_N \). The sequence \( \xi_1(\sigma), \xi_2(\sigma), \ldots \) determines the conjugacy class of \( \sigma \). If \( \pi_N : S_N \to V_N \) is any finite-dimensional unitary representation, its character \( \sigma \mapsto \text{Tr} \, \pi_N(\sigma) \) is a class function and can therefore be expressed as a polynomial of \( \xi_1(\sigma), \xi_2(\sigma), \ldots \)

**Definition 3.12.** A finite-dimensional unitary representation \( \pi_N : S_N \to V_N \) of \( S_N \), defined for each \( N \geq N_0 \), is **stable** if there exists \( r \in \mathbb{N} \) and a polynomial \( \varphi \in \mathbb{C}[x_1, \ldots, x_r] \) so that \( \text{Tr} \, \pi_N(\sigma) = \varphi(\xi_1(\sigma), \ldots, \xi_r(\sigma)) \) for all \( N \) and \( \sigma \in S_N \).

Thus stable representations are representations of \( S_N \) whose characters are defined by the same polynomial \( \varphi \) for all \( N \geq N_0 \). For example, the standard representation is stable as it satisfies \( \text{Tr} \, \pi_N = \xi_1 - 1 \) for all \( N \).

The irreducible stable representations of \( S_N \) can be constructed explicitly as follows. Fix a base partition \( \lambda = (\lambda_1 \geq \cdots \geq \lambda_\ell > 0) \vdash |\lambda| \) of \( |\lambda| = \sum_{i=1}^\ell \lambda_i \). Then for every \( N \geq |\lambda| + \lambda_1 \), the irreducible representation of \( S_N \) defined by

\[
\lambda[N] = (N - |\lambda| \geq \lambda_1 \geq \cdots \geq \lambda_\ell) \vdash N
\]

(3.2)
is stable. Moreover, it follows from [28, Proposition B.2] that every stable representation in the sense of Definition 3.12 is a direct sum of such irreducible representations defined by fixed base partitions \( \lambda^{(1)}, \ldots, \lambda^{(s)} \).

### 3.4.2. Strong convergence.

Fix a stable representation \( \pi_N : S_N \to V_N \) defined for \( N \geq N_0 \) by a character polynomial \( \varphi \in \mathbb{C}[x_1, \ldots, x_r] \). We aim to prove strong convergence of the random matrices \( \Pi_i^N, \ldots, \Pi_d^N \) defined by (3.1).
We will not require that $\pi_N$ is irreducible, but we assume it does not contain the trivial representation. The dimension of $\Pi_N^i$ is given by

$$D_N := \dim(V_N) = \text{Tr} \pi_N(e) = \varphi(N, N, \ldots, N).$$

Thus $D_N$ is a polynomial in $N$; we denote its degree by $\alpha$, so that $D_N \simeq N^\alpha$.

We now formulate our main result on strong convergence of $\Pi^N = (\Pi_1^N, \ldots, \Pi_d^N)$, whose proof is contained in section 10 below.

**Theorem 3.13.** Let $d \geq 2$, and let $P \in M_D(\mathbb{C}) \otimes \mathbb{C}(s, s^*)$ be any self-adjoint noncommutative polynomial of degree $q_0$. Then we have

$$P \left[ \|P(\Pi^N, \Pi^{N*})\| \geq \|P(s, s^*)\| + \varepsilon \right] \leq \frac{CD}{N} \left( \frac{Kq_0 \log d}{\varepsilon} \right)^{4(\alpha+1)} \log \left( \frac{eK}{\varepsilon} \right)$$

for all $\varepsilon < K - \|P(s, s^*)\|$ and $N \geq N_0$. Here we define $K = \|P\|_{M_D(\mathbb{C}) \otimes C^*(\mathfrak{F}_d)}$, and $C$ is a constant that depends on the choice of stable representation.

**Remark 3.14.** It is certainly possible to obtain an explicit expression for $C$ from the proof; we have suppressed the dependence on the choice of stable representation for simplicity of presentation, and we did not optimize this dependence in the proof.

**Remark 3.15.** The bound $\|P(\Pi^N, \Pi^{N*})\| \leq \|P(s, s^*)\| + O_P \left( \left( \frac{\log N}{N} \right)^{1/4(\alpha+1)} \right)$ that follows from Theorem 3.13 becomes weaker when we consider stable representations of increasingly large dimension $D_N \simeq N^\alpha$. This is not a restriction of our method, however, but rather reflects a gap in the understanding of stable representations. In particular, [28, Conjecture 1.8] would be expected to yield an improved probability bound where $\frac{1}{N^{\alpha+1}}$ is replaced by $\frac{1}{N^{\alpha+2}}$, resulting in a convergence rate that is independent of $\alpha$. New developments in this direction will appear in [11].

Theorem 3.13 can be readily applied to concrete situations. For example, it implies that random $2d$-regular Schreier graphs defined by the action of $S_N$ on $k$-tuples of distinct elements of $\{1, \ldots, N\}$ have second eigenvalue $2\sqrt{2d-1} + o(1)$ with probability $1 - o(1)$, settling a question discussed in [28, §1.4]. Indeed, it is not difficult to see (cf. [28, §8]) that the restricted adjacency matrix $A^N = \bar{A}^N_{\{1, \ldots, d\}}$ of such a random graph can be represented as

$$A^N = \Pi_1^N + \Pi_2^N + \cdots \Pi_d^N + \Pi_d^{N*}$$

for some stable representation of $S_N$ (which depends on $k$) that does not contain the trivial representation, so that the conclusion follows immediately as a special case of Theorem 3.13. Applications of this model may be found in [25, 29]. (Let us note for completeness that the case $k = 1$ reduces to Friedman’s theorem, while the case $k = 2$ was previously studied by Bordenave and Collins [5, §1.6].)

4. **Basic tools**

The aim of this section is to introduce the general facts on polynomials and compactly supported distributions that form the basis for the methods of this paper. While most of the tools in this section follow readily from known results, it is useful to state them in the particular form in which they will be needed.

4.1. **Markov inequalities.** One of the key tools that will be used in our analysis is the following classical inequality of A. Markov and V. Markov. Here we recall that $(2k-1)!! := (2k-1)(2k-3) \cdots 5 \cdot 3 \cdot 1 = \frac{(2k)!!}{2^k k!}$.
Lemma 4.1 (Markov inequality). Let $h \in P_q$ and $a > 0$, $m \in \mathbb{N}$. Then we have
\[
\|h^{(m)}\|_{C^0[0,a]} \leq \frac{1}{(2m-1)!!} \left( \frac{2q^2}{a} \right)^m \|h\|_{C^0[0,a]}.
\]

Proof. Apply [8, p. 256(d)] to $P(x) = h_1(x) = \frac{q}{2} x + \frac{a}{2}$. \hfill \Box

Two basic issues will arise in our applications of this inequality. First, we will not be able to control the relevant functions on the entire interval $[0, a]$, but only on a discrete subset thereof. This issue will be addressed using a standard interpolation inequality that is itself a direct consequence of the Markov inequality.

Lemma 4.2 (Interpolation). Let $h \in P_q$, and fix a subset $I \subseteq [0,a]$ such that $\delta := \sup_{x,y \in I} |x-y|$ satisfies $4q^2 \delta \leq a$. Then
\[
\|h\|_{C^0[0,a]} \leq 2 \sup_{x \in I} |h(x)|.
\]

Proof. Apply [14, Lemma 3(i), p. 91] to $P(x) = h_2(x) = \frac{q}{2} x + \frac{a}{2}$. \hfill \Box

The second issue is that we will aim to apply these inequalities to rational functions rather than to polynomials. However, in the cases of interest to us, the denominator of the rational function will be nearly constant. The following lemma extends the Markov inequality to this setting.

Lemma 4.3 (Rational Markov). Let $r = \frac{f}{g}$ be a rational function with $f, g \in P_q$, and let $a > 0$ and $m \in \mathbb{N}$. Suppose that $c := \sup_{x \in [0,a]} \frac{|g(x)|}{|g'|} < \infty$. Then
\[
\|r^{(m)}\|_{C^0[0,a]} \leq m! \left( \frac{5cq^2}{a} \right)^m \|r\|_{C^0[0,a]}.
\]

Proof. Applying the product rule to $f = rg$ yields
\[
r^{(m)}g = f^{(m)} - \sum_{k=1}^{m} \binom{m}{k} r^{(m-k)} g^{(k)}.
\]

As $\frac{1}{c} \frac{\|h\|_{C^0[0,a]}}{\|g\|_{C^0[0,a]}} \leq \frac{\|h\|_{C^0[0,a]}}{\|g\|_{C^0[0,a]}}$ for every function $h$, we can estimate
\[
\|r^{(m)}\|_{C^0[0,a]} \leq \left( \frac{f^{(m)}}{g^{(m)}} \right)_{C^0[0,a]} + \sum_{k=1}^{m} \binom{m}{k} \|r^{(m-k)}\|_{C^0[0,a]} \|g^{(k)}\|_{C^0[0,a]}
\]
\[
\leq 2c \sum_{k=1}^{m} \binom{m}{k} \left( \frac{1}{(2k-1)!!} \right)^k \left( \frac{2q^2}{a} \right)^k \|r^{(m-k)}\|_{C^0[0,a]}
\]
by applying Lemma 4.1 to $f^{(m)}$ and $g^{(k)}$. Here the factor 2 in the second line is due to the fact that the $f^{(m)}$ and $k = m$ terms in the first line yield the same bound.

We now reason by induction. Clearly the conclusion holds $m = 0$. Now suppose the conclusion holds up to $m - 1$. Then the above inequality yields
\[
\|r^{(m)}\|_{C^0[0,a]} \leq \left( \frac{5cq^2}{a} \right)^m \|r\|_{C^0[0,a]} \cdot 2c \sum_{k=1}^{m} \binom{m}{k} \frac{(m-k)!}{(2k-1)!!} \left( \frac{2}{5c} \right)^k
\]
\[
\leq m! \left( \frac{5cq^2}{a} \right)^m \|r\|_{C^0[0,a]} \cdot 2c \left( \cosh \left( \sqrt{\frac{4}{5c}} \right) - 1 \right)
\]
as \((m! \binom{m-k}{k}! = \frac{(m-1)!}{(m-k)!})\). The result follows as \(\cosh(\sqrt{x}) - 1 \leq \frac{x}{2} \) for \(x \in [0, 1]\). \(\square\)

The above bounds cannot be essentially improved in the absence of further assumptions. Lemma 4.1 is sharp as equality is attained for Chebyshev polynomials \([8, p. 256(d)]\). The optimality of Lemma 4.2 is discussed in \([20]\), while the optimality of Lemma 4.3 is illustrated by considering \(r(x) = \frac{1}{u-x} \) on \(x \in [0, 1]\) for \(u > 1\).

4.2. Chebyshev polynomials. Let \(h \in \mathcal{P}_q\) and fix \(K > 0\). In this section, we will consider the behavior of \(h\) on the interval \([-K, K]\).

Denote by \(T_j\) the Chebyshev polynomial of degree \(j\), defined by the relation \(T_j(\cos \theta) = \cos(j\theta)\). Then \(h\) can be uniquely expressed as

\[
h(x) = \sum_{j=0}^{q} a_j T_j(K^{-1} x)
\]

for some real coefficients \(a_0, \ldots, a_q\). Note that these coefficients are precisely the Fourier coefficients of the cosine series \(h(K \cos \theta)\). We can therefore apply a classical result of Zygmund on absolute convergence of trigonometric series.

**Lemma 4.4 (Zygmund).** Let \(h\) be as in (4.1) and define \(f(\theta) := h(K \cos \theta)\). Then

\[|a_0| \leq \|h\|_{C^0[-K,K]},\]

and

\[
\sum_{j=0}^{q} j^m |a_j| \lesssim \beta_* \|f^{(m+1)}\|_{L^2[0,2\pi]}
\]

for every \(m \in \mathbb{Z}_+\) and \(\beta > 1\), where we defined \(1/\beta_* := 1 - 1/\beta\).

**Proof.** That \(|a_0| \leq \|h\|_{C^0[-K,K]}\) follows immediately from \(a_0 = \frac{1}{2\pi} \int_0^{2\pi} f(\theta) \, d\theta\). To obtain the second estimate, we note that

\[
f^{(m)}(\theta) = \begin{cases}
\sum_{j=0}^{q} (-1)^{m/2} j^m a_j \cos(j\theta) & \text{for even } m, \\
\sum_{j=0}^{q} (-1)^{(m+1)/2} j^m a_j \sin(j\theta) & \text{for odd } m.
\end{cases}
\]

The conclusion follows from \([55, p. 242]\). \(\square\)

A direct consequence is the following.

**Corollary 4.5.** Let \(h\) be as in (4.1) and let \(m \in \mathbb{Z}_+\). Then

\[
\sum_{j=0}^{q} j^m |a_j| \leq c_{m,K} \|h\|_{C^{m+1}[-K,K]},
\]

where the constant \(c_{m,K}\) depends on \(m, K\) only.

**Proof.** That \(f(\theta) = h(K \cos \theta)\) satisfies \(\|f^{(m+1)}\|_{L^2[0,2\pi]} \leq c_{m,K} \|h\|_{C^{m+1}[-K,K]}\) follows by the chain rule. It remains to apply Lemma 4.4 with \(\beta = \infty\). \(\square\)

4.3. Compactly supported distributions. In this paper we will encounter only distributions on \(\mathbb{R}\). We therefore adopt the following definition \([33, \S 2.3]\).

**Definition 4.6.** A linear functional \(\nu\) on \(C^\infty(\mathbb{R})\) such that

\[|\nu(f)| \leq c \|f\|_{C^m[-K,K]} \quad \text{for all } f \in C^\infty(\mathbb{R})\]

holds for some \(c, K > 0\) and \(m \in \mathbb{Z}_+\), is called a **compactly supported distribution**.
The linear functionals that will arise in this paper will not be defined \textit{a priori} on $C^\infty(\mathbb{R})$, but rather only on the space $\mathcal{P}$ of univariate polynomials. It will be therefore essential to understand when linear functionals on $\mathcal{P}$ can be extended to compactly supported distributions. As we have not located the following result in the literature, we prove it here for completeness.

**Lemma 4.7** (Hausdorff moment problem for compactly supported distributions). Let $\nu$ be a linear functional on $\mathcal{P}$. Then the following are equivalent.

1. There exist $c,m,K \geq 0$ so that $|\nu(h)| \leq cq^m\|h\|_{C^m[-K,K]}$ for all $h \in \mathcal{P}_q$, $q \in \mathbb{N}$.
2. There exist $c,m,K \geq 0$ so that $|\nu(T_j(K^{-1} \cdot))| \leq cj^m$ for all $j \in \mathbb{N}$.
3. $\nu$ extends uniquely to a compactly supported distribution.

Only the implication 1 $\Rightarrow$ 3 will be used in this paper; the equivalence of 2 $\iff$ 3 appears implicitly in [21, p. 38].

**Proof.** That 1 $\Rightarrow$ 2 is immediate as $\|T_j(K^{-1} \cdot))\|_{C^m[-K,K]} = 1$ by the definition of the Chebyshev polynomials $T_j$.

To prove that 2 $\Rightarrow$ 3, fix any $h \in \mathcal{P}$ and express it in the form (4.1). Then

$$|\nu(h)| \leq \sum_{j=0}^q |\nu(T_j(K^{-1} \cdot))||a_j| \leq c \sum_{j=0}^q j^m|a_j| \leq c_{m,K}\|h\|_{C^{m+1}[-K,K]}$$

by Corollary 4.5. Thus the condition of Definition 4.6 is satisfied for all $h \in \mathcal{P}$. As $\mathcal{P}$ is dense in $C^\infty(\mathbb{R})$ with respect to the norm $\|\cdot\|_{C^{m+1}[-K,K]}$, it is clear that $\nu$ extends uniquely to a compactly supported distribution.

To prove that 3 $\Rightarrow$ 1, it suffices by Definition 4.6 to note that $\|h\|_{C^m[-K,K]} \leq c_{m,K}q^{2m}\|h\|_{C^m[-K,K]}$ for every $h \in \mathcal{P}_q$ and $q \in \mathbb{N}$ by Lemma 4.1.

Next, we recall the definition of support [33, §2.2].

**Definition 4.8.** The support $\text{supp} \ \nu$ of a compactly supported distribution $\nu$ is the smallest closed set $A \subset \mathbb{R}$ so that $\nu(f) = 0$ for all $f \in C^\infty(\mathbb{R})$ with $f = 0$ on $A$.

It is clear that when the condition of Definition 4.6 is satisfied, we must have $\text{supp} \ \nu \subseteq [-K,K]$. However, the support may in fact be much smaller. A key property of compactly supported distributions for our purposes is that their support can be bounded by the growth rate of their moments. While the analogous property of measures is straightforward, its validity for distributions requires justification.

**Lemma 4.9.** Let $\nu$ be a compactly supported distribution. Then

$$\text{supp} \ \nu \subseteq [-\rho,\rho] \quad \text{with} \quad \rho = \limsup_{p \to \infty} |\nu(x^p)|^{1/p}.$$

**Proof.** It is clear from the definition of a compactly supported distribution that we must have $\rho < \infty$. Thus the function $F$ defined by

$$F(z) := \sum_{p=0}^\infty \frac{\nu(x^p)}{z^{p+1}}$$

is analytic for $z \in \mathbb{C}$ with $|z|$ sufficiently large. It follows from [21, Lemma 1] (or from [52, Theorem 5.4]) that $F$ can be analytically continued to $\mathbb{C}\setminus \text{supp} \ \nu$ and that $\text{supp} \ \nu$ is precisely the set of singular points of $F$. As the above expansion of $F$ is absolutely convergent in a neighborhood of $z = \pm(\rho + \varepsilon)$ for all $\varepsilon > 0$, it follows that $\pm(\rho + \varepsilon) \notin \text{supp} \ \nu$ for all $\varepsilon > 0$, which yields the conclusion. \qed
4.4. Test functions. We finally recall a standard construction of smooth approximations of the indicator function $1_{[-\rho,\rho]}^c$ for which the bound of Lemma 4.4 is well controlled; its sharpness is discussed in [33, pp. 19–22]. Recall that $1/\beta_\ast = 1 - 1/\beta$.

**Lemma 4.10 (Test functions).** Fix $m \in \mathbb{Z}_+$ and $K, \rho, \varepsilon > 0$ so that $\rho + \varepsilon < K$. Then there exists a function $\chi \in C^{m+1}[-K,K]$ with the following properties.

1. $\chi(x) \in [0,1]$ for all $x$, $\chi(x) = 0$ for $|x| \leq \rho$, and $\chi(x) = 1$ for $|x| \geq \rho + \varepsilon$.

2. $\|f^{(m+1)}\|_{L^\beta[0,2\pi]} \leq 4^{m+2}m^{m}(\frac{K}{2})^{m+1/\beta}$ for all $\beta > 1$, where $f(\theta) := \chi(K \cos \theta)$.

**Proof.** Fix $\delta, \varphi > 0$ to be chosen below, and define the functions $H_a := \frac{1}{a}1_{[0,a]}$ and

$$h(x) = \int_{-\infty}^{x} (H_{\delta/2} * H_{\delta/2m} * \cdots * H_{\delta/2m})^{m \text{ times}}(y) dy.$$ 

The integrand is nonnegative, has $L^1(\mathbb{R})$-norm one, and is supported on $[0, \delta]$. Thus $h$ is nondecreasing, $h(x) = 0$ for $x \leq 0$, and $h(x) = 1$ for $x \geq \delta$. We define

$$\chi(x) = h(\arcsin (\frac{x}{\delta}) - \varphi) + h(-\arcsin (\frac{x}{\delta}) - \varphi)$$

so that $f$ takes the simple form $f(\theta) = h(\frac{\pi}{2} - \theta - \varphi) + h(\theta - \frac{\pi}{2} - \varphi)$ for $\theta \in [0, \pi]$. Then we can choose the parameters $\varphi = \arcsin(\frac{\delta}{2})$ and $\delta = \arcsin(\frac{\pi}{2}) - \arcsin(\frac{\delta}{2})$ so that 1. holds. Moreover, $h \in C^{m+1}([0,\pi])$ is constant near $\pm \frac{\pi}{2} - \varphi$ as $\rho + \varepsilon < K$, so that $\chi \in C^{m+1}[-K,K]$ by the chain rule. Finally

$$\|f^{(m+1)}\|_{L^\beta[0,2\pi]} \leq 4\|H_{\delta/2} * H_{\delta/2m}^{m \text{ times}}(y) dy.$$ 

where the factor 4 in the first line arises by the triangle inequality and by splitting the $L^\beta$ norm over the intervals $[0, \pi]$ and $[\pi, 2\pi]$, and the second line uses Young’s inequality and $H'_a = \frac{1}{a}((\delta_0 - \delta_\ast))$. Then 2. follows by noting that $\delta \geq \frac{\pi}{2}$. \hfill \Box

5. Words in random permutation matrices

The aim of this section is to recall basic facts about random permutations that will form the input to the methods of this paper. These results are implicit in Nica [44], but are derived in simpler and more explicit form by Linial and Puder [38] whose presentation we follow. We emphasize that all the results of this section are essentially elementary in nature, so that analogous results are likely accessible in many other situations (see [19, 17] for a general perspective).

We will work with random permutation matrices $S^N = (S_1^N, \ldots, S_d^N)$ and their limiting model $s = (s_1, \ldots, s_d)$ as defined in section 3.1. In particular, we recall that $s_i := \lambda(g_i)$, where $g_1, \ldots, g_d$ are the free generators of $F_d$.

It will be convenient to extend these definitions by setting $g_0 := e$, $g_{d+i} := g^{-1}_i$, and analogously $S_0^i := 1$, $S_{d+i}^i := (S_i^N)^{-1} = S_i^N$, and $s_0 := 1$, $s_{d+i} := s_i^{-1} = s_i^*$. This convention will be in force in the remainder of the paper.

We aim to understand the expected trace of words in random permutation matrices and their inverses. To formalize this notion, denote by $W_d$ the set of all finite words in the letters $g_0, \ldots, g_{2d}$. We implicitly identify $w \in W_d$ with the word map $w : G^d \rightarrow G$ it induces on any group $G$. Thus $w(g_1, \ldots, g_d) \in F_d$ is the reduction of the word $w$, while $w(S_1^N, \ldots, S_d^N)$ is the random matrix obtained by substituting $g_i \leftarrow S_i^N$ and multiplying these matrices in the order they appear in $w$. 
5.1. **Rationality.** The first property we will need is that the expected trace of any word is a rational function of \( \frac{1}{N} \). We emphasize that only very limited information on this function will be needed, which is collected in the following lemma.

**Lemma 5.1.** Let \( w \in \mathbb{W}_d \) be any word of length at most \( q \) and \( N \geq q \). Then

\[
E[\text{tr}_N \ w(S^N)] = \frac{f_w(\frac{1}{N})}{g_q(\frac{1}{N})},
\]

where

\[
g_q(x) := (1 - x)^{d_1}(1 - 2x)^{d_2} \cdots (1 - (q - 1)x)^{d_{q-1}}
\]

with \( d_j := \min \left( d, \left\lfloor \frac{d}{j + 1} \right\rfloor \right) \), and \( f_w, g_q \) are polynomials of degree at most \( q(1 + \log d) \).

**Proof.** Observe that \( E[\text{Tr} \ w(S_1^N, \ldots, S_d^N)] \) is the expected number of fixed points of \( w(S_1^N, \ldots, S_d^N) \) minus one (as we restrict to \( \{1, N\} \)). Thus [38, eq. (7)] yields

\[
E[\text{tr}_N \ w(S^N)] = -\frac{1}{N} + \sum_{\Gamma} \frac{r(\frac{1}{N})^{\text{v}_\Gamma-\text{v}_\Gamma+1} \prod_{i=1}^{\text{v}_\Gamma-1} (1 - \frac{1}{N})}{\prod_{j=1}^{\text{d}_j} \prod_{i=1}^{\text{d}_{i-1}} (1 - \frac{1}{N})}
\]

where the sum is over a certain collection of connected graphs \( \Gamma \) with \( v_\Gamma \leq q \) vertices and \( e_\Gamma \leq q \) edges, and \( e_\Gamma \geq 0 \) are integers so that \( e_1^\Gamma + \cdots + e_q^\Gamma = e_\Gamma \) [38, p. 105]. Note that \( e_1^\Gamma - e_q^\Gamma + 1 \geq 0 \) as \( \Gamma \) is connected.

The denominator inside the sum can be written equivalently as

\[
\prod_{j=1}^{d} \prod_{i=1}^{d_{i-1}} (1 - \frac{1}{N}) = (1 - \frac{1}{N})^d (1 - \frac{2}{N})^{d_2} \cdots (1 - \frac{q-1}{N})^{d_{q-1}},
\]

with \( d_i := \{|1 \leq j \leq d : e_i^j \geq i + 1\} \leq d_i \), as \( e_1^\Gamma + \cdots + e_q^\Gamma \leq q \). Thus

\[
E[\text{tr}_N \ w(S^N)] = -\frac{1}{N} g_q(\frac{1}{N}) + \sum_{\Gamma} r(\frac{1}{N})^{\text{v}_\Gamma-\text{v}_\Gamma+1} \prod_{i=1}^{\text{v}_\Gamma-1} (1 - \frac{1}{N}) \prod_{i=1}^{\text{d}_i} (1 - \frac{1}{N})^{d_i-d_i^\Gamma}.
\]

To conclude, note that \( \sum_{i=1}^{q-1} d_i \leq f_1^q \min(d, \frac{d}{q}) \leq q(1 + \log d) - \min(d, q) \) and \( e_\Gamma - \sum_{i=1}^{q-1} d_i = |\{1 \leq j \leq d : e_i^j \geq 1\}| \leq \min(d, q) \). Thus \( g_q \) has degree at most \( q(1 + \log d) - 1 \) and each term in the sum has degree at most \( q(1 + \log d) \).

5.2. **First-order asymptotics.** We now recall the first-order asymptotic behavior of expected traces of words in random permutation matrices. The following is a special case of a result of Nica [44], see [38, p. 124] for a simple proof.

An element of the free group \( v \in \mathbb{F}_d \), \( v \neq e \) is called a \emph{proper power} if it can be written as \( v = w^k \) for some \( w \in \mathbb{F}_d \) and \( k \geq 2 \), and is called a \emph{non-power} otherwise. We denote by \( \mathbb{F}_d^{np} \) the set of non-powers. Every \( v \in \mathbb{F}_d \), \( v \neq e \) can be written uniquely as \( v = w^k \) for some \( w \in \mathbb{F}_d^{np} \) and \( k \geq 1 \), cf. [40, Proposition I.2.17].

**Lemma 5.2.** Fix a word \( w \in \mathbb{W}_d \) that does not reduce to the identity, and express its reduction as \( w(g_1, \ldots, g_d) = v^k \) with \( v \in \mathbb{F}_d^{np} \) and \( k \geq 1 \). Then

\[
\lim_{N \to \infty} N E[\text{tr}_N \ w(S^N)] = \omega(k) - 1,
\]

where \( \omega(k) \) denotes the number of divisors of \( k \).

**Proof.** This follows from [44, Corollary 1.3] by noting as in the proof of Lemma 5.1 that \( E[\text{Tr} \ w(S^N)] \) is the expected number of fixed points of \( w(S^N) \) minus one.
In particular, Lemma 5.2 implies the following.

**Corollary 5.3** (Weak convergence). For every word \( w \in \mathbf{W}_d \), we have
\[
\lim_{N \to \infty} \mathbf{E} \left[ \text{tr}_N w(S^N) \right] = \tau(w(s)).
\]

**Proof.** Lemma 5.2 implies that \( \mathbf{E} \left[ \text{tr}_N w(S^N) \right] = o(1) \) for any word \( w \) that does not reduce to the identity. On the other hand, if \( w \) reduces to the identity, then \( w(S^N) \) is the identity matrix on \( \{1_N\}^* \) and thus \( \mathbf{E} \left[ \text{tr}_N w(S^N) \right] = 1 - \frac{1}{N} \). The conclusion follows as clearly \( \tau(s_{i_1} \cdots s_{i_k}) = \langle \delta_e, \lambda(g_{i_1}) \cdots \lambda(g_{i_k}) \delta_e \rangle = 1_{g_{i_1} \cdots g_{i_k} = e} \).

\( \square \)

6. Master inequalities for random permutations I

6.1. **Master inequalities.** In this section, we develop a core ingredient of our method: inequalities for the normalized trace of polynomials of \( S^N \).

**Theorem 6.1** (Master inequalities). Fix a self-adjoint noncommutative polynomial \( P \in \mathcal{M}_d(\mathbb{C}) \otimes \mathcal{C}(s, s^*) \) of degree \( q_0 \), and let \( K = \| P \|_{\mathcal{M}_d(\mathbb{C}) \otimes \mathcal{C}^*}\langle s, s^* \rangle \). Then there exists a linear functional \( \nu_i \) on \( \mathcal{P} \) for every \( i \in \mathbb{Z}_+ \) so that
\[
\left| \mathbf{E} \left[ \text{tr}_N h(P(S^N, S^{N*})) \right] - \sum_{i=0}^{m-1} \nu_i(h) \right| \leq \frac{(4q_0(1 + \log d))^{4m}}{N^m} \| h \|_{C^0[-K, K]}
\]
for every \( N, m, q \in \mathbb{N} \) and \( h \in \mathcal{P}_q \).

An immediate consequence of Theorem 6.1 is the following corollary that we spell out separately for future reference.

**Corollary 6.2.** In the setting of Theorem 6.1, we have
\[
|\nu_m(h)| \leq (4q_0(1 + \log d))^{4m} \| h \|_{C^0[-K, K]}
\]
for every \( m \in \mathbb{Z}_+, q \in \mathbb{N} \), and \( h \in \mathcal{P}_q \).

While we will need Theorem 6.1 in its full generality in some applications, many strong convergence results will already arise from the case \( m = 2 \). The case \( m = 1 \) is of independent interest as it provides a quantitative form of Corollary 5.3.

**Corollary 6.3** (Quantitative weak convergence). In the setting of Theorem 6.1,
\[
|\mathbf{E} \left[ \text{tr}_N h(P(S^N, S^{N*})) \right] - (\text{tr}_D \otimes \tau)(h(P(s, s^*)))| \leq \frac{(4q_0(1 + \log d))^4}{N} \| h \|_{C^0[-K, K]}
\]
for all \( N, q \in \mathbb{N} \) and \( h \in \mathcal{P}_q \).

**Proof.** This is simply a restatement of the special case of Theorem 6.1 with \( m = 1 \), where we note that \( \nu_0(h) = (\text{tr}_D \otimes \tau)(h(P(s, s^*))) \) by Corollary 5.3.

\( \square \)

6.2. **Proof of Theorem 6.1 and Corollary 6.2.** Fix a polynomial \( P \) as in Theorem 6.1 and \( h \in \mathcal{P}_q \). Then \( (\text{tr}_D \otimes \text{id})(h(P(S^N, S^{N*}))) \) is a linear combination of words \( w(S^N) \) of length at most \( qq_0 \). Thus Lemma 5.1 yields
\[
\mathbf{E} \left[ \text{tr}_N h(P(S^N, S^{N*})) \right] = \Psi_h(\frac{1}{N}) = \frac{f_h(\frac{1}{N})}{qq_0(\frac{1}{N})^{qq_0(1 + \log d)}}
\]
for \( N \geq qq_0 \), where \( f_h \) is a polynomial of degree at most \( qq_0(1 + \log d) \).
As $\Psi_h$ has no poles near 0, we can define for each $m \in \mathbb{Z}_+$

$$\nu_m(h) := \frac{\Psi_h^{(m)}(0)}{m!}.$$  

It is clear from the definition of $\Psi_h$ that $\nu_m$ defines a linear functional on $P$. Moreover, it follows immediately from Taylor’s theorem that

$$\left| E[\text{tr}_{DN} h(P(S^N, S^{N^*}))] - \sum_{i=0}^{m-1} \nu_i(h) \frac{m!}{N^i} \right| \leq \frac{||\Psi_h^{(m)}||_{C^0([0, \frac{1}{N}])}}{m!} \frac{1}{N^m}$$

provided $N$ is large enough that $\Psi_h$ has no poles on $[0, \frac{1}{N}]$. The main idea of the proof is that we will use Lemma 4.3 to bound the remainder term in the Taylor expansion. To this end we must show that the function $g_{qq}$ is nearly constant.

**Lemma 6.4.** $e^{-1} \leq g_q(x) \leq 1$ for every $x \in [0, \frac{1}{q(1 + \log d)}]$ and $q \in \mathbb{N}$.

**Proof.** The definition of $g_q$ in Lemma 5.1 implies $(1 - q)x(1 + \log d)^{-1} \leq g_q(x) \leq 1$ for $x \in [0, \frac{1}{q}]$, where we used that $d_1 + \cdots + d_q - 1 \leq q(1 + \log d) - 1$ as shown in the proof of Lemma 5.1. The conclusion follows using $(1 - \frac{1}{a})^{a-1} \geq e^{-1}$ for $a > 1$. □

Next, we must obtain an upper bound on $||\Psi_h||_{C^0([0, \frac{1}{M})]}$: 

**Lemma 6.5.** $||\Psi_h||_{C^0([0, \frac{1}{M})]} \leq 2e||h||_{C^0([-K,K])}$ for $M = 2(qq_0(1 + \log d))^2$.

**Proof.** As $||P(S^N, S^{N^*})|| \leq ||P||_{M_{D(C)\otimes C^\infty(F_d)}}$ almost surely, we have

$$|\Psi_h(\frac{1}{M})| = |E[\text{tr}_{DN} h(P(S^N, S^{N^*}))]| \leq ||h||_{C^0([-K,K])}$$

for all $N \in \mathbb{N}$. We will extend this bound from the set $I = \{\frac{1}{N} : N \geq M\}$ to the interval $[0, \frac{1}{M}]$ using polynomial interpolation. First, note that

$$|f_h(\frac{1}{N})| \leq |\Psi_h(\frac{1}{N})| \leq ||h||_{C^0([-K,K])}$$

as $g_{qq_0}(\frac{1}{N}) \leq 1$ for $N \geq q$. The assumption of Lemma 4.2 is satisfied for $h \leftarrow f_h$, $q \leftarrow q_0(1 + \log d)$, $a = \frac{1}{M}$ as soon as $M \geq 2(qq_0(1 + \log d))^2$, which yields

$$||f_h||_{C^0([0, \frac{1}{M})]} \leq 2||h||_{C^0([-K,K])}.$$  

It remains to apply Lemma 6.4 to estimate $||\Psi_h||_{C^0([0, \frac{1}{M})]} \leq e||f_h||_{C^0([0, \frac{1}{M})]}$. □

We can now conclude the proof.

**Proof of Theorem 6.1 and Corollary 6.2.** Let $M = 2(qq_0(1 + \log d))^2$. Then

$$\frac{||\Psi_h^{(m)}||_{C^0([0, \frac{1}{M})]} \leq (4qq_0(1 + \log d))^{4m}||h||_{C^0([-K,K])}}{m!}$$

by Lemmas 4.3, 6.4, and 6.5, where we used that $(10e)^{m}2e \leq 4^{4m}$ for $m \geq 1$. Thus the proof of Theorem 6.1 for $N \geq M$ follows directly from (6.1).

The proof of Corollary 6.2 for $m \geq 1$ now follows by multiplying the bound of Theorem 6.1 by $N^m$ and taking $N \to \infty$. As $\nu_0(h) = \lim_N E[\text{tr}_{DN} h(P(S^N, S^{N^*}))]$, the conclusion of Corollary 6.2 evidently also holds for $m = 0$. 


It remains to prove Theorem 6.1 for \( N < M \). To this end, we can trivially bound the left-hand side of the inequality in Theorem 6.1 by

\[
\left| \mathbb{E}[\text{tr}_{DN} h(P(S^N, S^{N^*}))] - \sum_{i=0}^{m-1} \nu_i(h) \right| \leq \left( 1 + \sum_{i=0}^{m-1} \frac{(q_0(1 + \log d))^{4i}}{N^i} \right) \|h\|_{C^0[-K, K]}
\]

using the triangle inequality and Corollary 6.2. But note that \( 1 < \frac{2^k(q_0(1 + \log d))^{4k}}{N^k} \) for every \( k \geq 1 \) as we assumed \( N < M \). We can therefore estimate

\[
1 + \sum_{i=0}^{m-1} \frac{(q_0(1 + \log d))^{4i}}{N^i} \leq \left( 2^m + \sum_{i=0}^{m-1} 4^{4i} 2^{m-i} \right) \frac{(q_0(1 + \log d))^{4m}}{N^m},
\]

and we conclude using \( 2^m + \sum_{i=0}^{m-1} 4^{4i} 2^{m-i} \leq 4^{4m} \). \( \square \)

### 7. Master inequalities for random permutations II

The aim of this short section is to extend the master inequalities of Theorem 6.1 from polynomials to general smooth test functions. This extension will play a key role in the proofs of strong convergence.

**Theorem 7.1** (Smooth master inequalities). Fix a self-adjoint noncommutative polynomial \( P \in M_D(\mathbb{C}) \otimes \mathbb{C}(s, s^*) \) of degree \( q_0 \), and let \( K = \|P\|_{M_D(\mathbb{C}) \otimes C^*(F_d)} \). Then there exists a compactly supported distribution \( \nu_i \) for every \( i \in \mathbb{Z}_+ \) so that

\[
\left| \mathbb{E}[\text{tr}_{DN} h(P(S^N, S^{N^*}))] - \sum_{i=0}^{m-1} \nu_i(h) \right| \leq \frac{(q_0(1 + \log d))^{4m}}{N^m} \beta_* \|f(4^{4m+1})\|_{L^p[0, 2\pi]}
\]

for all \( N, m \in \mathbb{N}, \beta > 1, h \in C^\infty(\mathbb{R}), \) where \( f(\theta) := h(K \cos \theta) \) and \( 1/\beta_* := 1 - 1/\beta \).

**Proof.** We first note that Corollary 6.2 ensures, by Lemma 4.7, that the linear functionals \( \nu_i \) in Theorem 6.1 extend uniquely to compactly supported distributions.

Let \( h \in \mathcal{P}_q \) and express it in the form (4.1). Rather than applying Theorem 6.1 to \( h \) directly, we apply it to the Chebyshev polynomials \( T_j(K^{-1} \cdot) \) to obtain

\[
\left| \mathbb{E}[\text{tr}_{DN} h(P(S^N, S^{N^*}))] - \sum_{i=0}^{m-1} \nu_i(h) \right| \leq \frac{(q_0(1 + \log d))^{4m}}{N^m} \sum_{j=1}^{q} j^{4m} |a_j|.
\]

Here we used that the left-hand side of Theorem 6.1 vanishes when \( h \) is the constant function (as then \( \nu_0(h) = h, \nu_i(h) = 0 \) for \( i \geq 1 \)), so the constant term in the Chebyshev expansion cancels. The proof is completed for \( h \in \mathcal{P}_q \) by applying Lemma 4.4. The conclusion extends to \( h \in C^\infty \) as \( \mathcal{P}_q \) is dense in \( C^\infty[-K, K] \). \( \square \)

In the remainder of this paper, we adopt the notation for the distributions \( \nu_i \) as in Theorem 7.1. It should be emphasized, however, that the definition of \( \nu_i \) depends both on the model and on the noncommutative polynomial \( P \) under consideration. As each of the following sections will be concerned with a specific model and choice of polynomial \( P \), the meaning of \( \nu_i \) will always be clear from context.

### 8. Random regular graphs

The aim of this section is to prove our main results on random regular graphs, the effective Friedman Theorem 3.4 and the staircase Theorem 3.6.
8.1. Proof of Theorem 3.4. The proof of Theorem 3.4 is based on Theorem 7.1 with \(m = 2\). Let us spell out what this says in the present setting.

Lemma 8.1. There exists a compactly supported distribution \(\nu_1\) such that for every \(N \in \mathbb{N}, \beta > 1, \) and \(h \in C^\infty(\mathbb{R})\), we have

\[
\left| \mathbb{E}[\text{tr}_N h(A^N)] - \tau(h(A_F)) - \frac{1}{N} \nu_1(h) \right| \lesssim \frac{(1 + \log d)^8}{N^2} \beta_* \|f(\theta)\|_{L^8[0,2\pi]},
\]

where \(f(\theta) := h(2d \cos \theta)\) and \(1/\beta_* = 1 - 1/\beta\).

Proof. Apply Theorem 7.1 with \(m = 2\) and \(P(s,s^*) = s_1 + s_1^* + \cdots + s_d + s_d^*\), using \(||P||_{C^\infty(F_d)} \leq 2d\) and \(\nu_0(h) = \lim_N \mathbb{E}[\text{tr}_N h(A^N)] = \tau(h(A_F))\) by Corollary 5.3. \(\square\)

The remaining ingredient of the proof is to show that \(\text{supp} \nu_1 \subseteq [-\|A_F\|, \|A_F\|]\). To this end, is suffices by Lemma 4.9 to understand the exponential growth rate of the moments of \(\nu_1\). We begin by computing a formula for the moments of \(\nu_1\). Recall that \(F_d^p\) denotes the non-power elements of \(F_d\) (see Lemma 5.2).

Lemma 8.2. For all \(p \in \mathbb{N},\) we have

\[
\nu_1(x^p) = -\tau(A_F^p) + \sum_{k=2}^p (\omega(k) - 1) \sum_{v \in F_d^p} \sum_{i_1, \ldots, i_p = 1}^{2d} 1_{g_{i_1} \cdots g_{i_p} = v^k}.
\]

Proof. Note that

\[
\nu_1(x^p) + \tau(A_F^p) = \lim_{N \to \infty} N \left( \mathbb{E}[\text{tr}_N (A^N)^p] - (1 - \frac{1}{N}) \tau(A_F^p) \right)
= \lim_{N \to \infty} \sum_{i_1, \ldots, i_p = 1}^{2d} N \left( \mathbb{E}[\text{tr}_N S_{i_1}^N \cdots S_{i_p}^N] - (1 - \frac{1}{N}) \tau(\lambda(g_{i_1}) \cdots \lambda(g_{i_p})) \right).
\]

As \(\tau(\lambda(g_{i_1}) \cdots \lambda(g_{i_p})) = 1_{g_{i_1} \cdots g_{i_p} = e}\), the terms with \(g_{i_1} \cdots g_{i_p} = e\) cancel in the sum as in the proof of Corollary 5.3. The conclusion now follows from Lemma 5.2 (note that the \(k = 1\) term does not appear in the sum as \(\omega(1) = 1 = 0\)). \(\square\)

In the present setting, a simple argument due to Friedman [23, Lemma 2.4] suffices to bound the growth rate of the moments. As a variant of this argument will be needed later in this paper, we recall the proof here.

Lemma 8.3. For every \(k \geq 2\) and \(p \geq 1\), we have

\[
\sum_{v \in F_d^p} \sum_{i_1, \ldots, i_p = 1}^{2d} 1_{g_{i_1} \cdots g_{i_p} = v^k} \leq (p + 1)^4 \|A_F\|^p.
\]

Proof. We would like to argue that if \(g_{i_1} \cdots g_{i_p} = v^k\), there must exist \(a < b\) so that \(g_{i_1} \cdots g_{i_a} = v, g_{i_{a+1}} \cdots g_{i_b} = v,\) and \(g_{i_{b+1}} \cdots g_{i_p} = v^{k-2}\). But this need not be true: if \(v\) is not cyclically reduced, the last letters of \(v\) may cancel the first letters of the next repetition of \(v\), and then the cancelled letters need not appear in \(g_{i_1} \cdots g_{i_p}\).

To eliminate this ambiguity, we note that any \(v \in F_d^p\) can be uniquely expressed as \(v = gwg^{-1}\) with \(w \in F_d^p, g \in F_d\) such that \(w\) is cyclically reduced and such
that $g w g^{-1}$ is reduced if $g \neq e$. Thus we may write for any $k \geq 2$
\[ \sum_{v \in F_d^{2d}} \sum_{t_1, \ldots, t_p = 1}^{2d} 1_{g_1 \cdots g_p = v^k} \leq \sum_{(w, g)} \sum_{0 \leq t_1 \leq t_2 \leq t_3 \leq t_4 \leq t_p, t_1, \ldots, t_p = 1}^{2d} (1_{g_1 \cdots g_{t_1} = g} \times 1_{g_{t_1+1} \cdots g_{t_2} = w} 1_{g_{t_2+1} \cdots g_{t_3} = w} 1_{g_{t_3+1} \cdots g_{t_4} = w^{k-2}} 1_{g_{t_4+1} \cdots g_p = g^{-1}}), \]
where the sum is over pairs $(w, g)$ with the above properties.

The idea is now to express the indicators as $1_{g_1 \cdots g_i = v} = \langle \delta_v, \lambda(g_1) \cdots \lambda(g_i) \delta_e \rangle$. Substituting this identity into the right-hand side of the above inequality yields
\[ \sum_{v \in F_d^{2d}} \sum_{t_1, \ldots, t_p = 1}^{2d} 1_{g_1 \cdots g_p = v^k} \leq \sum_{(w, g)} \sum_{0 \leq t_1 \leq t_2 \leq t_3 \leq t_4 \leq p} (\langle \delta_w, A_F^{t_4-t_1} \delta_e \rangle \langle \delta_w, A_F^{t_2-t_1} \delta_e \rangle \times \langle \delta_w, A_F^{t_3-t_2} \delta_e \rangle \langle \delta_w, A_F^{t_2-t_1} \delta_e \rangle) \times \langle \delta_w, A_F^{t_3-t_2} \delta_e \rangle \langle \delta_w, A_F^{t_2-t_1} \delta_e \rangle) \]
where we used $|\langle \delta_w, A_F^{t_3-t_2} \delta_e \rangle| \leq \|A_F\|^{t_4-t_3}$. The conclusion now follows readily by applying the Cauchy–Schwarz inequality to the sums over $g$ and $w$, as
\[ \sum_{v \in F_d} |\langle \delta_v, A_F^{t} \delta_e \rangle|^2 = \|A_F^{t} \delta_e\|^2 \leq \|A_F\|^{2t} \]
for any $t \geq 0$.

\[ \square \]

**Corollary 8.4.** $\text{supp} \nu_1 \subseteq [-\|A_F\|, \|A_F\|]$. 

**Proof.** Lemmas 8.2 and 8.3 imply that $|\nu_1(x^p)| \leq (1 + p^2(p + 1)^4)\|A_F\|^p$ for all $p \geq 1$, so that the conclusion follows from Lemma 4.9. \[ \square \]

We can now complete the proof of Theorem 3.4.

**Proof of Theorem 3.4.** Let $\chi$ be the test function provided by Lemma 4.10 with $m = 8$, $K = 2d$, and $\rho = \|A_F\| = 2\sqrt{2d - 1}$. As $\chi(x) = 0$ for $|x| \leq \|A_F\|$, we have $\tau(\chi(A_F)) = 0$ and $\nu_1(\chi) = 0$ by Corollary 8.4. Thus Lemmas 8.1 and 4.10 yield
\[ \mathbb{E} |\text{tr}_N \chi(A^N)| \lesssim \frac{(\log d)^8}{N^2} \beta_* \left( \frac{d}{\varepsilon} \right)^{8+1/\beta}, \]
for all $\varepsilon < 2d - 2\sqrt{2d - 1}$ and $\beta_* \geq 1$.

To conclude, we note that as $\chi(x) \geq 1$ for $|x| \geq \|A_F\| + \varepsilon$, we have
\[ \mathbb{P} \left[ \|A^N\| \geq \|A_F\| + \varepsilon \right] \leq \mathbb{P} [\text{Tr} \chi(A^N) \geq 1] \lesssim \frac{1}{N} \left( \frac{d \log d}{\varepsilon} \right)^8 \log \left( \frac{2ed}{\varepsilon} \right) \]
for $\varepsilon < 2d - 2\sqrt{2d - 1}$, where we chose $\beta_* = 1 + \log(2d)$. \[ \square \]

**8.2. Proof of Theorem 3.6.** The proof is based on results of Puder [50]. Let us begin by synthesizing the parts of [50] that we need here.
Lemma 8.5. Define \( \rho_m \) as in Theorem 3.6. Then for any \( 2 \leq m \leq d \), we have

\[
\limsup_{p \to \infty} |\nu_m(x^p)|^{1/p} \leq \rho_m.
\]

Proof. Fix a word \( w \in \mathcal{W}_d \) of length \( q \) that does not reduce to the identity. By Lemmas 5.1 and 5.2, we can write for all sufficiently large \( N \)

\[
N \mathbb{E}[\text{tr}_N w(S^N)] = \sum_{s=0}^{\infty} \frac{b_s(w)}{N^s},
\]

as a rational function is analytic away from its poles. It is shown in [50, §5.5] that \( b_s(w) = 0 \) for \( s \leq \pi(w) - 2 \), that \( b_{\pi(w)-1}(w) = |\text{Crit}(w)| \), and that \( |b_s(w)| \leq q^{2(s+1)} \) for \( s \geq \pi(w) \), where \( \pi(w) \in \{1, \ldots, d\} \cup \{\infty\} \) denotes the primitivity rank of \( w \). We refer to [50, §2.2] for precise definitions of these notions.

Theorem 6.1 with \( m = d + 1 \) and \( P(s, s^*) = s_1 + s_2^* + \cdots + s_d + s_d^* \) yields

\[
\sum_{i_1, \ldots, i_p=1}^{2d} N \mathbb{E}[\text{tr}_N S_{i_1}^N \cdots S_{i_p}^N] 1_{g_{i_1} \cdots g_{i_p} \neq e} = N (\mathbb{E}[\text{tr}_N (A^N)^p] - (1 - \frac{1}{N})\nu_0(x^p))
\]

\[
= \nu_0(x^p) + \sum_{i=0}^{d-1} \frac{\nu_{i+1}(x^p)}{N^{i+1}} + O \left( \frac{1}{N^d} \right)
\]

for \( N \to \infty \) with \( p, d \) fixed (cf. the proof of Lemma 8.2). It follows that

\[
\nu_m(x^p) = \sum_{i_1, \ldots, i_p=1}^{2d} b_{m-1}(g_{i_1} \cdots g_{i_p}) 1_{g_{i_1} \cdots g_{i_p} \neq e} = \sum_{r=1}^m \sum_{w \in \mathcal{W}_p^r} b_{m-1}(w)
\]

for \( m \geq 2 \), where \( \mathcal{W}_p^r = \{ w = g_{i_1} \cdots g_{i_p} : 1 \leq i_1, \ldots, i_p \leq 2d, \pi(w) = r \} \). Thus

\[
|\nu_m(x^p)| \leq mp^{2m} \max_{r=1, \ldots, m} \sum_{w \in \mathcal{W}_p^r} |\text{Crit}(w)|,
\]

where we used that \( |\text{Crit}(w)| \geq 1 \) for \( \pi(w) \neq \infty \). The conclusion now follows from the second (unnumbered) theorem in [50, §2.4].

Corollary 8.6. Let \( d \geq 2 \). Then \( \text{supp} \nu_m \subseteq [-\rho_m, \rho_m] \) for all \( 0 \leq m \leq d \).

Proof. For \( m = 0, 1 \) the follows from \( \|A_N\| = 2\sqrt{2d - 1} \) and Corollary 8.4, while for \( m = 2, \ldots, d \) this follows from Lemmas 8.5 and 4.9. \( \square \)

We can now complete the proof of Theorem 3.6.

Proof of Theorem 3.6. Fix \( m_* \leq m \leq d - 1 \). Let \( \chi \) be the test function provided by Lemma 4.10 with \( m \leftarrow 4(m + 1) \), \( K \leftarrow 2d \), \( \rho \leftarrow \rho_m \). Then \( \nu_i(\chi) = 0 \) for \( i \leq m \) by Corollary 8.6. Thus Theorem 7.1 with \( h \leftarrow \chi \), \( m \leftarrow m + 1 \) and Lemma 4.10 yield

\[
P[\|A_N\| \geq \rho_m + \varepsilon] \leq P[\text{Tr}_N (A^N) \geq 1] \leq \frac{C_d}{N^m \varepsilon^{4(m+1)}} \log \left( \frac{2e}{\varepsilon} \right),
\]

where we chose \( \beta_* = 1 + \log(\frac{2}{\varepsilon}) \) (note that \( \beta_* > 1 \) as \( \varepsilon < \rho_{m+1} - \rho_{m} \leq 2 \)).

For the lower bound, it is shown in the proof of [24, Theorem 2.11] that

\[
P[\|A^N\| \geq \alpha'] \geq (1 - o(1))N^{1-m}
\]
for all $m > m_*$ and $\alpha' < \rho_m$. Choosing $\alpha' = \rho_{m-1} + \varepsilon$ completes the proof. \qed

9. Strong convergence of random permutation matrices

The aim of this section is to prove Theorem 3.9. Most of the proof is identical to that of Theorem 3.4. The only difficulty in the present setting is to adapt the argument of Lemma 8.3 for bounding $\text{supp} \nu_1$. This is not entirely straightforward, because the proof of Lemma 8.3 relied on an overcounting argument which is not applicable to general polynomials. Nonetheless, we will show that a more careful implementation of the idea behind the proof can avoid this issue.

Throughout the proof, we fix a polynomial $P$ as in Theorem 3.9, and define

\[ X^N := P(S^N, S^N^*), \quad X_F := P(s, s^*). \]

To simplify the proof, we begin by applying a linearization trick of Pisier [49] in order to factor $X_F$ into polynomials of degree one.

**Lemma 9.1.** For any $\varepsilon > 0$, there exist $q \in \mathbb{N}$ and operators

\[ X_j := \sum_{i=0}^{2d} A_{j,i} \otimes \lambda(g_i), \quad j = 1, \ldots, q \]

with matrix coefficients $A_{j,i}$ of dimensions $D_j \times D_j'$ with $D_1 = D'_q = D, \ D'_j = D_{j+1}$ for $j = 1, \ldots, q - 1$, so that $X_F = X_1 \cdots X_q$ and $\|X_j\| \leq (\|X_F\| + \varepsilon)^{1/q}$ for all $j$.

**Proof.** This is an immediate consequence of [49, Theorem 1]. \qed

In the following, we fix $\varepsilon > 0$ and a factorization of $X_F$ as in Lemma 9.1. We will also define $X_j^N$ by replacing $\lambda(g_i) \leftarrow S_i^N$ in the definition of $X_j$. Note that as $g_1, \ldots, g_q$ are free, $X_F = X_1 \cdots X_q$ implies that $X^N = X_1^N \cdots X_q^N$.

It will be convenient to extend the indexing of the above operators cyclically: we will define $X_j := X_{(j-1) \mod q} + 1$ for all $j \in \mathbb{N}$. This implies, for example, that $X_F^p = X_1 X_2 \cdots X_{pq}$. We similarly define $A_{j,i} := A_{(j-1) \mod q} + 1, i$ for $j \in \mathbb{N}$.

**9.1. The first-order support.** In the present setting, the moments of the linear functionals $\nu_0$ and $\nu_1$ in Theorem 6.1 satisfy

\[ \nu_0(x^P) = \lim_{N \to \infty} \mathbb{E}[\text{tr}_{DN}(X^N)^P] = \tau(X_F^p), \]

\[ \nu_1(x^P) = \lim_{N \to \infty} N(\mathbb{E}[\text{tr}_{DN}(X^N)^P] - \tau(X_F^p)). \]

We begin by writing an expression for $\nu_1(x^P)$.

**Lemma 9.2.** For every $p \in \mathbb{N}$, we have

\[ \nu_1(x^P) = -\tau(X_F^p) + \sum_{k=2}^{pq} (w(k) - 1) \sum_{v \in \mathbb{P}_{d}^{p}} \sum_{i \in \mathbb{I}^{pq}} 2d a_{i_1, \ldots, i_{pq}} 1_{g_{i_1} \cdots g_{i_{pq}} = v^k}, \]

where we define

\[ a_{i_1, \ldots, i_{pq}} := \text{tr}_D(A_{1, i_1} A_{2, i_2} \cdots A_{pq, i_{pq}}). \]

**Proof.** The proof is identical to that of Lemma 8.2. \qed

We would like to repeat the proof of Lemma 8.3 in the present setting. Recall that the idea of the proof is to write $v^k = g w w^{-2} g^{-1}$ where $w$ is cyclically reduced,
and then to reason that any word $g_1 \cdots g_i$, that reduces to $v^k$ is a concatenation of words $g_1 \cdots g_i = g_1 g_2 \cdots g_i = w$, etc. We can therefore sum over all such concatenations in the expression for $\nu_1$.

The problem with this argument is that the above decomposition is not unique; for example, $g_1 g_2 g_2^{-1} g_1 = g_1^2$ can be decomposed in two different ways $(g_1 g_2 g_2^{-1} g_1)$ or $(g_1 g_2 g_2^{-1}, g_1)$. Thus when we sum over all possible ways of generating such concatenations, we are overcounting the number of words that reduce to $v^k$. Unlike in Lemma 8.3, the coefficients $a_{i_1 \cdots i_p}$ can have both positive and negative signs and thus we cannot upper bound the moments by overcounting.

We presently show how a more careful analysis can avoid overcounting. We begin by introducing the following basic notion.

**Definition 9.3.** For any $v \in \mathbf{F}_d$ and $0 \leq i_1, \ldots, i_k \leq 2d$, we write $g_{i_1} \cdots g_{i_k} \equiv v$ if $g_{i_1} \cdots g_{i_k} = v$ and $g_{i_1} \cdots g_{i_k} \neq v$ for $1 \leq l \leq k$.

To interpret this notion, one should think of any word $g_{i_1} \cdots g_{i_k}$ as defining a walk in the Cayley graph of $\mathbf{F}_d$ when read from right to left, starting at the identity. Then $g_{i_1} \cdots g_{i_k} \equiv v$ states that the walk defined by $g_{i_1} \cdots g_{i_k}$ reaches $v$ for the first time at its endpoint. Just as we can write

$$1_{g_{i_1} \cdots g_{i_k} = v} = \langle \delta_v, \lambda(g_{i_1}) \cdots \lambda(g_{i_k}) \delta_v \rangle,$$

the equivalence notion of Definition 9.3 may also be expressed in terms of matrix elements of the left-regular representation.

**Lemma 9.4.** For any $0 \leq i_1, \ldots, i_k \leq 2d$ and $v \in \mathbf{F}_d$, we have

$$1_{g_{i_1} \cdots g_{i_k} \equiv v} = \langle \delta_v, \lambda(g_{i_1}) \cdots \lambda(g_{i_k}) \delta_v \rangle$$

$$- \sum_{s=1}^{k-1} \langle \delta_v, \lambda(g_{i_1}) Q \lambda(g_{i_2}) \cdots Q \lambda(g_{i_s}) \delta_c \rangle \langle \delta_c, \lambda(g_{i_{s+1}}) \cdots \lambda(g_{i_k}) \delta_c \rangle,$$

where we defined $Q := 1 - \delta_c \delta_c^\ast$.

**Proof.** One may simply note that term $s$ in the sum is the indicator of the event that $g_{i_1} \cdots g_{i_s} = v$, $g_{i_{s+1}} \cdots g_{i_k} = v$, and $g_{i_1} \cdots g_{i_s} \neq v$ for $1 \leq t < s + 1$.

We now use this identity to express the kind of sum that appears in Lemma 9.2 exactly (without overcounting) in terms of matrix elements of the operators $X_t$.

**Lemma 9.5.** Fix $v_1, \ldots, v_\ell \neq e \in \mathbf{F}_d$ ($\ell \geq 2$) so that $v_1 \cdots v_\ell$ is reduced. Define

$$X_{(t,s)} := X_t \cdots X_s,$$

$$X_{[t,s]} := -X_t (1_{D_{s+1}} \otimes Q) X_{t+1} \cdots (1_{D_s} \otimes Q) X_s$$

for $t \leq s$ and $X_{(t,s)} = X_{[t,s]} := 1$ for $t > s$. Then

$$\sum_{i_1, \ldots, i_p = 0}^{2d} a_{i_1 \cdots i_p} 1_{g_{i_1} \cdots g_{i_p} = v_1 \cdots v_\ell} =$$

$$\sum_{1 \leq t_1 \leq s_1 < \cdots < t_\ell \leq s_\ell \leq p} \langle \delta_{v_1}, X_{(t_1, t_2-1)} \delta_c \rangle \prod_{r=2}^\ell \langle \delta_c, X_{[t_{r-1}, t_r-1]} \delta_c \rangle \langle \delta_{v_r}, X_{[s_r, s_{r+1}-1]} \delta_c \rangle$$

where we let $t_{\ell+1} := p+1$. 
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Suppose that $g_{i_1} \cdots g_{i_{pq}} = v_1 \cdots v_\ell$. As we assumed that $v_1 \cdots v_\ell$ is reduced, there are unique indices $1 < t_2 < \cdots < t_\ell \leq pq$ so that

$$g_{i_1} \cdots g_{i_{t_2-1}} = v_1, \quad g_{i_{t_r}} \cdots g_{i_{r+1-1}} = v_r \quad \text{for } 2 \leq r \leq \ell.$$  

Thus we can write

$$1_{g_{i_1} \cdots g_{i_{pq}} = v_1 \cdots v_\ell} = \sum_{1 < t_2 < \cdots < t_\ell \leq pq} 1_{g_{i_1} \cdots g_{i_{t_2-1}} = v_1} \prod_{r=2}^{\ell} 1_{g_{i_{t_r}} \cdots g_{i_{r+1-1}} = v_r}.$$  

The conclusion follows readily by applying Lemma 9.4 to the indicators in this identity and summing over the indices $i_1, \ldots, i_{pq}$. \hfill \Box

With this identity in hand, we can proceed exactly as in Lemma 8.3. In the following lemma, recall that we chose an arbitrary $\varepsilon > 0$ in Lemma 9.1.

**Lemma 9.6.** For every $k \geq 2$, we have

$$\left| \sum_{v \in F_d^{op}} \sum_{i_1, \ldots, i_{pq} = 0} 2a_{i_1, \ldots, i_{pq}} 1_{g_{i_1} \cdots g_{i_{pq}} = v^k} \right| \leq 2(pq)^3(\|X_F\| + \varepsilon)^p.$$  

**Proof.** Suppose first that $k \geq 3$. Let $F$ be the set of $v \in F_d^{op}$ that are cyclically reduced, and let $F' := F_d^{op} \setminus F$. Then every $v \in F'$ can be uniquely expressed as $v = gwg^{-1}$ with $w \in F$, $g \in F_d$ so that $gwg^{-1}$ is reduced. Applying Lemma 9.5 with $\ell = 5$ and $v_1 \leftarrow g$, $v_2 \leftarrow w$, $v_3 \leftarrow w$, $v_4 \leftarrow w^{k-2}$, $v_5 \leftarrow g^{-1}$ yields

$$\left| \sum_{v \in F'} \sum_{i_1, \ldots, i_{pq} = 0} 2a_{i_1, \ldots, i_{pq}} 1_{g_{i_1} \cdots g_{i_{pq}} = v^k} \right| \leq \sum_{1 < t_2 \leq \cdots < t_5 \leq s_5 \leq pq} \|X_{t_2, s_2-1}\| \cdots \|X_{t_5, s_5-1}\| \cdots \|X_{s_5, t_5-1}\| \times \sum_{w \in F_d} |\langle \delta_w, X_{(t_2, t_3-1)}\delta_e \rangle| \sum_{g \in F_d} |\langle \delta_g, X_{(t_1, t_2-1)}\delta_e \rangle|.$$  

Using that $\|X_{t_s, s-1}\| \leq (\|X_F\| + \varepsilon)^{(s-t)/q}$ and $\|X_{t_s, s-1}\| \leq (\|X_F\| + \varepsilon)^{(s-t)/q}$ by Lemma 9.1 and applying Cauchy–Schwarz as in the proof of Lemma 8.3, we can upper bound the right-hand side by $(pq)^3(\|X_F\| + \varepsilon)^p$.  

If we sum instead over $v \in F$ on the left-hand side, we can bound in exactly the same manner by applying Lemma 9.5 with $\ell = 3$ and $v_1 \leftarrow w$, $v_2 \leftarrow w$, $v_3 \leftarrow w^{k-2}$. Thus the proof is complete for the case $k \geq 3$.  

The proof for $k = 2$ is identical, except that we now omit the $w^{k-2}$ terms. \hfill \Box

**Corollary 9.7.** $\supp \nu_1 \subseteq [-\|X_F\|, \|X_F\|].$

**Proof.** Lemmas 9.2 and 9.6 imply that $|\nu_1(x^p)| \leq \|X_F\| + 2(pq)^3(\|X_F\| + \varepsilon)^p$. The conclusion follows by first applying Lemma 4.9, and then letting $\varepsilon \to 0$. \hfill \Box

**9.2. Proof of Theorem 3.9.** The rest of the proof contains no new ideas.

**Proof of Theorem 3.9.** Let $\chi$ be the test function provided by Lemma 4.10 with $m = 8$, $K = \|P\|_{M_d(C)} \|C(\nu_0)\|$, and $\rho = \|X_F\|$. Then $\nu_0(\chi) = \nu_1(\chi) = 0$ by
Corollary 9.7. Thus Theorem 7.1 with $h \leftarrow \chi$, $m \leftarrow 2$ and Lemma 4.10 yield
\[
P\|X^N\| \geq \|X_F\| + \varepsilon \leq P[\text{Tr} \chi(X^N) \geq 1] \lesssim \frac{D}{N} \left( \frac{Kq_0 \log d}{\varepsilon} \right)^S \log \left( \frac{eK}{\varepsilon} \right)
\]
for all $\varepsilon < K - \|X_F\|$, where we chose $\beta_* = 1 + \log(\frac{K}{\varepsilon})$. $\square$

10. STABLE REPRESENTATIONS OF THE SYMMETRIC GROUP

The aim of this section is to prove Theorem 3.13. The main issue here is to extend the basic properties of random permutations matrices of section 5 to general stable representations. With analogues of these properties in place, the remainder of the proof is nearly the same as that of Theorem 3.9.

Throughout this section, we fix a stable representation as in section 3.4.2 and adopt the notations introduced there. In addition, we will denote by $\beta$ the degree of the polynomial $\varphi(x_1, x_2^2, \ldots, x_r^r)$ and by $\kappa := \sup_{N \geq N_0} \frac{D_N}{N^\varepsilon}$.

10.1. Basic properties. We will deduce the requisite properties from the much more precise results of [28]. (In fact, the only facts that will be needed here are relatively elementary, as is explained in [38, Remark 31] and [28, §1.5.1].)

Let $w \in W_d$ be a word. Then clearly
\[
w(\Pi^N) = \pi_N(w(\sigma))
\]
where $\sigma = (\sigma_1, \ldots, \sigma_d)$ are i.i.d. uniformly distributed elements of $S_N$. The distribution of $w(\sigma)$ defines a probability measure $P_{w,N}$ on $S_N$, called the word measure.

Lemma 10.1. Let $w \in W_d$ be any word of length at most $q$ that does not reduce to the identity, and let $N \geq \max\{\beta q, N_0\}$. Then we have
\[
E[\text{Tr} w(\Pi^N)] = \frac{f_w(\frac{1}{N})}{g_q(\frac{1}{N})},
\]
where
\[
g_q(x) := (1 - x)^{d_1} (1 - 2x)^{d_2} \cdots (1 - (\beta q - 1)x)^{d_{q-1}}
\]
with $d_j := \min(d, \lfloor \frac{d_j}{\beta q} \rfloor)$, and $f_w, g_q$ are polynomials of degree at most $\beta q(1 + \log d)$.

Proof. We may assume without loss of generality that $w$ is cyclically reduced with length $1 \leq \ell \leq q$, as $\text{Tr} w(\Pi^N)$ is invariant under cyclic reduction.

The definition of the stable representation implies that
\[
E[\text{Tr} w(\Pi^N)] = E_{w,N}[\varphi(\xi_1, \ldots, \xi_r)].
\]
Let $\xi_1^\alpha_1 \cdots \xi_r^\alpha_r$ be a monomial of $\varphi$ of degree at least one. Then for $N$ sufficiently large, [28, Example 3.6, Definition 6.6, and Proposition 6.8] imply that
\[
E_{w,N}[\xi_1^\alpha_1 \cdots \xi_r^\alpha_r] = \sum_{\Gamma} \left( \frac{1}{N} \right)^{e_\Gamma - e_T} \prod_{i=1}^{v_T} \left( 1 - \frac{i}{N} \right) 
\]
\[
\left( \prod_{j=1}^{d} \prod_{i=1}^{e_j} \left( 1 - \frac{i}{N} \right) \right),
\]
where the sum is over a certain collection of quotients $\Gamma$ of the graph consisting of $\alpha_1$ disjoint cycles of length $\ell$, $\alpha_2$ disjoint cycles of length $2\ell$, etc., whose edges are colored by $\{1, \ldots, d\}$. Here we denote by $v_T$ the number of vertices of $\Gamma$, by $e_1^j$ the number of edges of $\Gamma$ colored by $j$, and by $e_\Gamma = e_1^1 + \cdots + e_1^d$. 

\[
10.1. \text{Basic properties. We will deduce the requisite properties from the much more precise results of [28]. (In fact, the only facts that will be needed here are relatively elementary, as is explained in [38, Remark 31] and [28, §1.5.1].)}

\[
\text{Let } w \in W_d \text{ be a word. Then clearly }
\]
\[
w(\Pi^N) = \pi_N(w(\sigma))
\]
\[
\text{where } \sigma = (\sigma_1, \ldots, \sigma_d) \text{ are i.i.d. uniformly distributed elements of } S_N. \text{ The distribution of } w(\sigma) \text{ defines a probability measure } P_{w,N} \text{ on } S_N, \text{ called the word measure.}
\]

\textbf{Lemma 10.1. Let } w \in W_d \text{ be any word of length at most } q \text{ that does not reduce to the identity, and let } N \geq \max\{\beta q, N_0\}. \text{ Then we have }
\]
\[
E[\text{Tr} w(\Pi^N)] = \frac{f_w(\frac{1}{N})}{g_q(\frac{1}{N})},
\]
\[
\text{where }
\]
\[
g_q(x) := (1 - x)^{d_1} (1 - 2x)^{d_2} \cdots (1 - (\beta q - 1)x)^{d_{q-1}}
\]
\[
\text{with } d_j := \min(d, \lfloor \frac{d_j}{\beta q} \rfloor), \text{ and } f_w, g_q \text{ are polynomials of degree at most } \beta q(1 + \log d).
\]

\textbf{Proof. We may assume without loss of generality that } w \text{ is cyclically reduced with length } 1 \leq \ell \leq q, \text{ as } \text{Tr} w(\Pi^N) \text{ is invariant under cyclic reduction.}

\text{The definition of the stable representation implies that }
\]
\[
E[\text{Tr} w(\Pi^N)] = E_{w,N}[\varphi(\xi_1, \ldots, \xi_r)].
\]
\textbf{Let } \xi_1^\alpha_1 \cdots \xi_r^\alpha_r \text{ be a monomial of } \varphi \text{ of degree at least one. Then for } N \text{ sufficiently large, [28, Example 3.6, Definition 6.6, and Proposition 6.8] imply that }
\]
\[
E_{w,N}[\xi_1^\alpha_1 \cdots \xi_r^\alpha_r] = \sum_{\Gamma} \left( \frac{1}{N} \right)^{e_\Gamma - e_T} \prod_{i=1}^{v_T} \left( 1 - \frac{i}{N} \right) 
\]
\[
\left( \prod_{j=1}^{d} \prod_{i=1}^{e_j} \left( 1 - \frac{i}{N} \right) \right),
\]
\text{where the sum is over a certain collection of quotients } \Gamma \text{ of the graph consisting of } \alpha_1 \text{ disjoint cycles of length } \ell, \alpha_2 \text{ disjoint cycles of length } 2\ell, \text{ etc., whose edges are colored by } \{1, \ldots, d\}. \text{ Here we denote by } v_T \text{ the number of vertices of } \Gamma, \text{ by } e_1^j \text{ the number of edges of } \Gamma \text{ colored by } j, \text{ and by } e_\Gamma = e_1^1 + \cdots + e_1^d.
It is immediate from the above construction that $v_T \leq \ell \sum_{i=1}^r i\alpha_i \leq \beta q$, and analogously $e_T \leq \beta q$. The validity of (10.2) for all $N \geq \beta q \geq \max_i e_i$ can be read off from the proof of [28, Proposition 6.8]. Moreover, we must have $e_T - v_T \geq 0$ for all $T$ that appear in the sum, as $E_{w,N}[\xi_1 \cdots \xi_{\alpha_r}] = O(1)$ by [28, Theorem 1.3] and the following discussion. Thus (10.2) is a rational function of $1/N$. The remainder of the proof proceeds exactly as in the proof of Lemma 5.1. \hfill \Box

We now describe the lowest order asymptotics.

**Lemma 10.2.** Fix a word $w \in \mathcal{W}_d$ that does not reduce to the identity, and express its reduction as $w(g_1, \ldots, g_d) = v^K$ with $v \in \mathcal{F}_d^{*n}$ and $k \geq 1$. Then
\[
\lim_{N \to \infty} E[\text{Tr}(w(\Pi^N))] = \varpi(k)
\]
with $\varpi(1) = 0$ and $|\varpi(k)| \leq ck^\beta$ for $k \geq 2$. Here $c$ is a constant that depends on $\varphi$.

*Proof.* Recall that $\varphi$ is a sum of character polynomials of irreducible representations, and that we assumed that $\pi_N$ does not contain the trivial representation. The case $k = 1$ therefore follows from Lemma 5.2 for the standard representation and from [28, Corollary 1.7] for all other irreducible components of $\varphi$.

For $k \geq 2$, let $\xi_1 \cdots \xi_{\alpha_r}$ be a monomial of $\varphi$. Applying [28, Theorem 1.3] and the following discussion as well as [28, Remark 7.3] yields
\[
\lim_{N \to \infty} E_{w,N}[\xi_1^\alpha_1 \cdots \xi_{\alpha_r}^r] = \lim_{N \to \infty} E_{w,N}[\xi_1^\alpha_1 \cdots \xi_{\alpha_r}^r] = \sum_{P \in \text{Partitions}(S)} \prod_{A \in P} \sum_{j \mid |A|-1} j^{|A|-1},
\]
where $S$ is the multiset that contains $jk$ with multiplicity $\alpha_j$ for $j = 1, \ldots, r$. By crudely estimating $j \leq \gcd(A) \leq rk$, the right-hand side is bounded by $B_1(rk)^{|S|}$ where $B_n \leq n!$ denotes the number of partitions of a set with $n$ elements. The conclusion follows as $|S| = \sum_{j=1}^r \alpha_j \leq \beta$ and using (10.1). \hfill \Box

Note that an immediate consequence of Lemma 10.2 is that the weak convergence as in Corollary 5.3 remains valid in the present setting.

10.2. **Proof of Theorem 3.13.** Fix a self-adjoint noncommutative polynomial $P \in M_d(\mathbb{C}) \otimes \mathbb{C}(s, s^*)$ of degree $g_0$, and let $h \in P_q$. Then $(\text{Tr} \otimes \text{id})(h(P(\Pi^N, \Pi^{N^*})))$ is a linear combination of words $w(\Pi^N)$ of length at most $qq_0$. Summing separately over words that do and do not reduce to the identity yields
\[
E[\text{Tr}(h(P(\Pi^N, \Pi^{N^*})))] = \frac{\tilde{f}_h(\frac{1}{N})}{g_{qq_0}(\frac{1}{N})} + D_N (\text{Tr} \otimes \tau)(h(P(s, s^*)))
\]
by Lemma 10.1, where $\tilde{f}_h$ is a polynomial of degree at most $\beta qq_0(1 + \log d)$. Thus
\[
E[\text{tr}_N h(P(\Pi^N, \Pi^{N^*}))] = \Psi_h(\frac{1}{N}) = \frac{f_h(\frac{1}{N})}{g_{qq_0}(\frac{1}{N})}
\]
where $f_h$ is a polynomial of degree at most $\beta qq_0(1 + \log d) + \alpha \leq 2\beta qq_0(1 + \log d)$. Here we used that $D_N$ is a polynomial of $\frac{1}{N}$ of degree $\alpha$.

We can now repeat the proofs in sections 6–7 nearly verbatim with the replacements $q \leftarrow 2\beta N_0^{1/2}$ and $\Psi_h(\frac{1}{N}) \leq D_N\|h\|_{C^{|-K,K|}} \leq \kappa D\|h\|_{C^{|-K,K|}}$ to conclude the following.
Lemma 10.3. Let \( d \geq 2 \). Fix \( P \) as in Theorem 3.13 and \( K = \|P\|_{M(D(C) \otimes C^*(F_d))} \). Then there exist compactly supported distributions \( \nu_i \) such that

\[
\left| E[\text{tr}_{N^\alpha} h(P(\Pi^N, \Pi^N^*)] - \sum_{i=0}^{\alpha} \nu_i(h) \right| \leq \frac{CD (q_0 \log d)^{4(\alpha+1)}}{N^{\alpha+1}} \beta_s \|f^{(4(\alpha+1)+1)}\|_{L^0[0,2\pi]}
\]

for all \( N \geq N_0, \beta > 1, \) and \( h \in C^\infty(\mathbb{R}) \). Here \( f(\theta) := h(K \cos \theta) \), \( 1/\beta_s := 1 - 1/\beta \), and \( C \) is a constant that depends on the choice of stable representation.

Next, we must characterize the supports of the distributions \( \nu_i \).

Lemma 10.4. \( \text{supp} \nu_i \subseteq [-\|P(s, s^*)\|, \|P(s, s^*)\|] \) for \( i = 0, \ldots, \alpha \).

Proof. Suppose first that \( 0 \leq i < \alpha \). As Lemma 10.2 implies that

\[
E[\text{tr}_{N^\alpha} h(P(\Pi^N, \Pi^N^*)]] = \frac{D_N}{N^\alpha} (\text{Tr} \otimes \tau)(h(P(s, s^*))) + O\left(\frac{1}{N^\alpha}\right)
\]

as \( N \to \infty \) for every \( h \in \mathcal{P} \), it follows that there is a constant \( c_i \) for every \( i < \alpha \) so that \( \nu_i(h) = c_i (\text{Tr} \otimes \tau)(h(P(s, s^*)) \). The claim follows directly.

We now consider \( i = \alpha \). Then we can repeat the proof of Lemma 9.2, but using Lemma 10.2 instead of Lemma 5.2, to obtain the representation

\[
\nu_\alpha(x^p) = D_0 \tau(P(s, s^*)^p) + \sum_{k=2}^{pq} \varpi(k) \sum_{v \in \mathbb{F}_d} \sum_{a_{i_1 \ldots i_{pq}} = 0}^{2d} a_{i_1 \ldots i_{pq}} 1_{g_{i_1 \ldots i_{pq}} = v^k}
\]

where \( D_0 := \varphi(0, \ldots, 0) \) is the constant term in the polynomial \( N \mapsto D_N \). We therefore obtain \( |\nu_\alpha(x^p)| \leq (pq)^{3+\beta} (\|P(s, s^*)\| + \varepsilon)^p \) by Lemmas 9.6 and 10.2, and the conclusion follows by Lemma 4.9 and as \( \varepsilon > 0 \) is arbitrary.

The rest of the proof follows in the usual manner.

Proof of Theorem 3.13. Let \( \chi \) be the test function provided by Lemma 4.10 with \( m \leftarrow 4(\alpha + 1) \) and \( \rho \leftarrow \|P(s, s^*)\| \). Then \( \nu_i(\chi) = 0 \) for all \( i \leq \alpha \) by Lemma 10.4. Thus Lemma 10.3 with \( h \leftarrow \chi \), and Lemma 4.10 yield

\[
P[|P(\Pi^N, \Pi^N^*)| \geq \|P(s, s^*)\| + \varepsilon] \leq \frac{CD}{N} \left(\frac{Kq_0 \log d}{\varepsilon}\right)^{4(\alpha+1)} \log \left(\frac{eK}{\varepsilon}\right),
\]

where we chose \( \beta_s = 1 + \log(K/\varepsilon) \).
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