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Abstract

A digraph G is weightable if its edges can be weighted with real numbers such that the total weight in
each directed cycle equals 1. There are several equivalent conditions: that G admits a 0/1-weighting
with the same property, or that G contains no subdivided “double-cycle” as a subdigraph, or that for
every triple of vertices, all directed cycles containing all three pass through them in the same cyclic
order. And there is quite a rich supply of such digraphs: for instance, any digraph drawn in the
plane such that each of its directed cycles rotates clockwise around the origin is weightable (let us
call such digraphs “circular”), and there are weightable planar digraphs with much more complicated
structure than this.

Until now the general structure of weightable digraphs was not known, and that is our objective
in this paper. We will show that:

• there is a construction that builds every planar weightable digraph from circular digraphs; and

• there is a (different) construction that builds every weightable digraph from planar ones.

We derive a poly-time algorithm to test if a digraph is weightable.



1 Introduction

Graphs and digraphs in this paper are finite, and may have loops or parallel edges. Let G be a
digraph drawn in the plane (without crossings), where the origin belongs to one of the regions. Each
edge e of G subtends an angle at the origin (a w(e) fraction of a full rotation, say). If the drawing has
the property that w(e) > 0 for every edge, then every directed cycle clearly must wind around the
origin. But more than that; every directed cycle must wind around the origin exactly once, because
curves that wind more than once intersect themselves. Let us call such a drawing circular.

This is an intriguing property of digraphs. It is related to a theorem of Thomassen [5, 9], that
says in one form:

1.1 Let G be a digraph such that every vertex has in-degree and out-degree at least two, and let
a, b ∈ V (G), such that every directed cycle contains at least one of a, b. Then there is no directed
cycle containing both a, b if and only if G admits a circular drawing.

This version of Thomassen’s result looks like it ought to be made somehow more general, and that
brings us to the question that was the starting point of the research in this paper: is there a theorem
that says ”every appropriately connected digraph G admits no thing of type X if and only if G admits
a circular drawing”?

Let us say a weighting of a digraph G is a real-valued function w;E(G)→ R, such that w(C) = 1
for every directed cycle C, where w(C) means

∑
e∈E(C)w(e); and if G admits a weighting, we

say G is weightable. In a circular drawing, the function w defined earlier is a weighting; and so
digraphs with circular drawings are weightable. For some time we hoped that for a converse, at least
for sufficiently well-connected digraphs: that, say, every strongly 2-connected, weakly 3-connected
weightable digraph admits a circular drawing. (We will define these terms later.) But this turns out
to be false – see Figure 1.

Figure 1: A weightable digraph with no circular drawing. The four thick edges have weight one, and
the others have weight zero.

We still have not come up with the characterization we hoped for of the digraphs with circular
drawings, but we now know which digraphs are weightable, and that is what we will explain in this
paper.

An answer to the question “which digraphs are weightable?” could mean several things:

• a characterization of the minimal digraphs (under subdigraph containment) that are not
weightable;
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• a poly-time algorithm to test whether an input digraph is weightable;

• a poly-time algorithm to find a weighting if there is one;

• a poly-time algorithm to test if a given function on E(G) is a weighting;

• a method of construction that will build all (ond only) weightable digraphs by piecing together
small, well-understood ones in prescribed ways.

The first of these was already known [6], but all the others are new and obtained in this paper. We
will show in the next section that the third and fourth are both consequences of the second. The
second is a consequence of the fifth, the construction method, which is our main theorem.

Curiously, the construction method breaks into two parts: roughly, we will show how to build all
planar weightable digraphs, by piecing together those with circular embeddings; and then show how
to build general weightable digraphs, by piecing together planar ones (with a different construction).

2 Preliminaries

First, let us state some standard definitions. A graph G is k-connected if it has at least k+ 1 vertices
and G \X is connected for every X ⊆ V (G) with |X| < k. The underlying graph G− of a digraph
G is the graph obtained for forgetting the direction of all edges. A digraph is weakly connected if
its underlying graph is connected, and weakly k-connected or k-weak if its underlying graph is k-
connected. (We usually write “1-weak” for “weakly connected”.) A dipath is a directed path, and a
dicycle is a directed cycle. A digraph G is strongly connected if for every two vertices u, v there is a
dipath from u to v. (This is equivalent to saying that G is 1-weak and every edge is in a dicycle.)
A digraph G is strongly k-connected or k-strong if G \X is strongly connected for every X ⊆ V (G)
with |X| < k.

Let us say a drawing of a digraph G (in a plane or a 2-sphere) is diplanar if for every vertex
v ∈ V (G), the edges of G with head v form an interval in the cyclic ordering of edges incident with
v determined by the drawing. (And a digraph is diplanar if it admits a diplanar drawing.) For
instance, the digraph in Figure 1 is diplanar. (This was called “strongly planar” in [4], but this
seems a confusing name since we also need to talk about 1-strong digraphs in the sense of being
strongly connected.)

We need “ears”. Let H be a 1-strong subdigraph of a 1-strong digraph G. If H 6= G, there is an
ear for H in G, that is, either

• a dipath of G with length at least one, with both ends in V (H) and with no edge or internal
vertex in H; or

• a dicycle of G with exactly one vertex in H.

(This is a standard, elementary result.) The point of ears is that if P is an ear as above, then H ∪P
is also 1-strong, and either H ∪ P = G or we can choose an ear for H ∪ P in G, and so on. Thus
every 1-strong subdigraph of a 1-strong digraph G can be grown by adding ears one at a time until it
becomes G. More exactly, let H be a 1-strong subdigraph of a 1-strong digraph G, and let P1, . . . , Pn

be a sequence of subdigraphs of G such that H ∪ P1 ∪ · · · ∪ Pn = G, and for 1 ≤ i ≤ n, Pi is an ear
for H ∪ P1 ∪ · · · ∪ Pi−1 in G. We call the sequence P1, . . . , Pn an ear sequence for H in G. Then
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there is an ear sequence for every 1-strong subdigraph of a 1-strong digraph. (We mention that if
we were working with 1-strong, 2-weak digraphs, we could change the definition of “ear” to exclude
the dicycle case in the second bullet, and the same result is true. This is proved in [6].)

If C is a cycle of a digraph G, and we select one of the two cyclic orientations of C, let c be the
map from E(G) to R defined by c(e) = 1 if e ∈ E(C) in the direction of the chosen orientation,
c(e) = −1 if e ∈ E(C) is in the other direction, and c(e) = 0 if e /∈ E(C). We call c a characteristic
vector of C. (Thus, C has two characteristic vectors, negations of each other.) If C is a dicycle, it has
a non-negative characteristic vector. Let C0 be a dicycle of a 1-strong digraph G, and let P1, . . . , Pn

be an ear sequence for C0 in G. For 1 ≤ i ≤ n, there is a dicycle Ci consisting of Pi together
with a dipath of C0 ∪ P1 ∪ · · · ∪ Pi−1 between the ends of Pi. We call the sequence of nonnegative
characteristic vectors of C0, . . . , Cn an ear-basis. Thus, if G is 1-strong with E(G) 6= ∅, then it has
an ear-basis. It is easy to see (and is proved in [7]) that for every cycle C, its characteristic vectors
are integer linear combinations of the members of any ear-basis. This has two consequences that we
will need later:

2.1 Let w be a weighting of a 1-strong digraph G, and let C be a cycle of G (not necessarily directed.)
If c denotes a characteristic vector of C, then the scalar product w · c is an integer.

Proof. Let c0, . . . , cn be an ear-basis. Then there are integers λ0, . . . , λn such that
∑

0≤i≤n λici = c.
But since w · ci = 1 for 0 ≤ i ≤ n, it follows that w · c is an integer. This proves 2.1.

2.2 Let G be a weightable 1-strong digraph, and let w : E(G)→ R be some function. Let c0, . . . , cn
be an ear-basis. If w · ci = 1 for 0 ≤ i ≤ n then w is a weighting.

Proof. Let w′ be a weighting of G, and let C be a dicycle of G, with characteristic vector c. Then
there are integers λ0, . . . , λn such that

∑
0≤i≤n λici = c. Since (w − w′) · ci = 0 for 0 ≤ i ≤ n, it

follows that (w − w′) · c = 0, and so w(C) = w′(C) = 1. This proves 2.2.

At the end of the previous section we listed five possible meanings of “which digraphs are
weightable?”. Let us prove that solving the second would solve the third and fourth. We claim
that:

2.3 There are poly-time algorithms that, given a weightable digraph G as input:

• finds a weighting of G; and

• tests whether a given function on the edge set of G is a weighting.

Proof. In both cases, we may assume that the input digraph G is 1-strong. First, choose an ear-basis
c0, . . . , cn.

To find a weighting, just find a function w : E(G) → R that satisfies w · ci = 1 for 0 ≤ i ≤ n.
(This can be done in poly-time in general for a linear program, but for an ear-basis it is particularly
easy, since the corresponding matrix is upper triangular.) By 2.2, w is a weighting.

To test if a given function w is a weighting, just test that w · ci = 1 for 0 ≤ i ≤ n. If so then w
is a weighting by 2.2, and if not then it is not. This proves 2.3.
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3 More examples

It will probably help the reader if we exhibit some more weightable digraphs, and here are two that
were milestones in our research. (We always exhibit a 0/1-valued weighting by thicker edges and
larger arrows, as in Figure 1.) As we said, the digraph of Figure 1 disproved our original conjecture
about the structure of 2-strong weightable digraphs, so what could be the true structure? All dicycles
of the drawing in Figure 1 are clockwise (it is important that we are talking about plane drawings
here, not drawings in the sphere, so that “clockwise” makes sense). We hoped this was a clue, because
one can show if a digraph admits a diplanar drawingin the plane in which every dicycle is clockwise,
then it is weightable. So our next hope was the conjecture that every 2-strong, 3-weak weightable
digraph admits a diplanar drawing in which every dicycle is clockwise. But this was disproved by
the digraph in Figure 2.

Figure 2: A diplanar, 2-strong, weightable digraph, that cannot be drawn in the plane such that all
its dicycles are clockwise.

So both our conjectures were false, and we fell back on, is it at least true that every 2-strong,
3-weak weightable digraph is planar? But that too is false, disproved by the digraph in Figure 3.
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Figure 3: A nonplanar, 2-strong, weightable digraph.

4 Known results

There are some results about weightable digraphs that were already known. It was shown in [6] that:

4.1 If G admits a weighting then it admits a 0/1-valued weighting.

Proof. We may assume that G is 1-weak, and every edge is in a dicycle, and therefore G is 1-strong.
For every set X of vertices, since w is a weighting, so is w+ cX , where cX(e) = 1 for edges e from X
to V (G) \X, and cX(e) = −1 for edges from V (G) \X to X. By adding multiples of the functions
cX to w for appropriate choices of X, we can obtain a weighting which is zero on every edge of some
spanning tree T . For e ∈ E(G) \E(T ), let C be the cycle that contains e and is otherwise in T , and
let c be its characteristic vector. By 2.1, w · c is an integer and so w(e) is an integer. Consequently
this weighting is integer-valued on every edge of G.

Having obtained an integer weighting, now let us choose an integer weighting w that minimizes
the sum of |w(e)| over all edges e with w(e) < 0. Suppose there is an edge e = uv with w(e) < 0.
Let X be the set of all vertices x such that there is a dipath P of G from v to x where w(e) ≤ 0
for all edges e ∈ E(P ). Then w − cX is a better choice than w, a contradiction. So w(e) ≥ 0 for all
edges e, and the result follows.

Henceforth in the paper we will only work with 0/1-valued weightings. Let k ≥ 3. A weak
k-double-cycle is a digraph formed by the union of k dicycles C1, . . . , Ck, where each vertex belongs
to at most two of C1, . . . , Ck, and Ci ∩ Ci+1 is a dipath for 1 ≤ i ≤ k (reading subscripts modulo
k) and Ci is vertex-disjoint from Cj if j 6= i − 1, i, i + 1 modulo k. (In some earlier papers k = 2 is
permitted, but we do not need that here.) It was shown in [6] that:

4.2 A digraph G is weightable if and only if for all k ≥ 3, no subdigraph is a weak k-double-cycle.

A digraph G is odd-weightable if there is a function w : E(G) → {0, 1} such that w(C) is odd for
every dicycle of G. Thus, by 4.1, every weightable digraph is odd-weightable. The proof given in [6]
for 4.2 was obtained from a similar proof in [7], where it was shown that:

5



4.3 A digraph G is odd-weightable if and only if for all odd k ≥ 3, no subdigraph is a weak k-double-
cycle.

There is another set of older results we need, not really about weightable digraphs, but relevant.
Let H be a graph with a bipartition (A,B), and let M be a perfect matching of H; we call the
pair (H,M) a bisource. Direct all the edges of H from A to B, except for the edges in M , and
then contract all the edges in M . This produces some digraph, called a collapse of (H,M) (it also
depends on the choice of the bipartition (A,B), so if H is connected, (H,M) has two collapses, one
obtained from the other by reversing all edges). Conversely, every digraph is a collapse of some
(unique) bisource. There is a remarkable theorem:

4.4 Let H be a bipartite graph, let M,M ′ be perfect matchings of H, and let G,G′ be corresponding
collapses. Then G is odd-weightable if and only if G′ is odd-weightable.

This is proved for “two-extendible” bipartite graphs in [4], although it seems to be implicit in
earlier papers. We do not prove it here because the result is just for background. But the moral is
that to understand odd-weightable digraphs, it is better to understand the bipartite graphs of the
corresponding bisouces, because the choice of perfect matching is irrelevant. It would have been nice
if the same simplification held for the property of being weightable, but it is not; we shall see that
whether a digraph is weightable or not depends on both terms of its bisource.

A graph is k-extendible if every matching of size at most k can be extended to a perfect matching;
and a brace is a connected 2-extendible bipartite graph. A bipartite graph H with a perfect matching
is a brace if and only the collapse of (H,M) is 2-strong for some (or equivalently, every) choice of
a perfect matching M . Let us say a bipartite graph H is Pfaffian if there is a perfect matching M
of H such that the collapse of (H,M) is odd-weightable. (These are precisely the bipartite graphs
that admit “Pfaffian orientations”, a topic of interest in theoretical physics and other areas that we
do not define here.) In [4], Robertson, Seymour and Thomas gave a construction for all Pfaffian
bipartite graphs. Essentially, the problem can be reduced to constructing the Pfaffian braces; and
they showed that a brace H is Pfaffian if and only if either H is planar, or H is the Heawood graph,
or H admits a decomposition into three smaller Pfaffian braces that we will discuss in more detail
later. And reversing this decomposition gives a way to piece together three Pfaffian braces to make
a larger Pfaffian brace.

For our problem, we can reduce it to studying the 2-strong weightable digraphs, and such digraphs
G are collapses of bisourses (H,M) for which H is a brace. Since, as we saw, every such G is odd-
weightable, and therefore H is Pfaffian, we can apply the decomposition theorem of [4] to our
problem, and deduce that either H is planar or admits some useful decomposition into three parts,
and therefore the same applies to G. The problem is, the corresponding composition operation,
of glueing three Pfaffian braces together to make one larger Pfaffian brace, does not preserve the
property that the collapse is weightable, so this by itself does not reduce our problem to the planar
case, and we will need to look carefully at the decomposition given by [4]. To illustrate: the graph
Rotunda, shown in Figure 5, was fundamental in the result of [4]. It has only three perfect matchings
that are not equivalent to one another under symmetries of the graph, and hence it only gives rise
to three nonisomorphic collapses. All three are odd-weightable; but one is nonplanar and weightable
(the digraph in Figure 3), one is nonplanar and not weightable, and one is planar and not weightable.

Nevertheless, by refining the Pfaffian brace decomposition theorem, we will able to reduce the
our problem to the planar case. And we can get a little more from it. When G is the collapse of
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(H,M), if H is planar, then G is not only planar but diplanar; and if H is not planar, then it is so
far from planar that if G is weightable then it is also nonplanar. This will imply the convenient fact
that if G is 2-strong, 3-weak, planar and weightable then it is diplanar.

5 Basic lemmas

If C is a dicycle of a digraph G, and u, v, w ∈ V (C) are distinct, then C passes through these three
vertices in some order, one of the two cyclic orders of the triple {u, v, w}. Let us say the ordered
triple (u, v, w) is in order in C if the dipath of C from u to v does not pass through w. Thus (u, v, w)
are in order in C if and only if (v, w, u) are in order in C. A triple {u, v, w} of three distinct vertices
is bad in a digraph G if there exist dicycles C,C ′ of G, both containing u, v, w, such that (u, v, w) is
in order in C and (w, v, u) is in order in C ′. We say such cycles C,C ′ disagree on {u, v, w}.

Here is a result that we will use very frequently:

5.1 Let G be a digraph; then G is weightable if and only if there is no bad triple.

Proof. First, we assume that G is weightable, and suppose that {u, v, w} is a bad triple. By
4.1 we may choose a 0/1-valued weighting w. Let F be the set of edges e with w(e) = 1. So
every dicycle has exactly one edge in F . Now choose dicycles C,C ′ of G, such that (u, v, w) is
in order in C and (w, v, u) is in order in C ′. Let C(uv) be the subpath of C from u to v, and
define C(vw), C(wu), C ′(uw), C ′(wv), C ′(vu) similarly. Since |E(C) ∩ F | = 1 we may assume that
C(vw), C(wu) both have no edges in F , and similarly two of C ′(uw), C ′(wv), C ′(vu) have no edges
in F , But C(vw) ∪ C ′(wv) includes a dicycle, which has an edge in F , and so F ∩ C ′(wv) 6= ∅; and
similarly C(wu) ∪ C ′(uw) and hence C ′(uw) has an edge in F , a contradiction.

For the converse, now we assume that G is not weightable, and therefore includes a weak k-
double-cycle for some k ≥ 3; let C1, . . . , Ck be as in the definition of weak k-double-cycle. Choose
v1 ∈ V (Ck ∩ C1), and v2 ∈ V (C1 ∩ C2), and v3 ∈ V (C2 ∩ C3). Then there is a dipath P1 of C1 from
v1 to v2, and a dipath P2 of C1 from v2 to v3, and a dipath P3 of C3 ∪ · · · ∪ Ck from v3 to v1, and
the union of these three paths is a dicycle in which (v1, v2, v3) is in order. But similarly, there is a
dipath Q1 of C1 from v2 to v1, and a dipath Q2 of C2 from v3 to v2, and a dipath Q3 of C3 ∪ · · · ∪Ck

from v1 to v3, giving a dicycle C ′ in which (v3, v2, v1) is in order. So {v1, v2, v3} is a bad triple. This
proves 5.1.

We need a lemma which allows us to to convert a 0/1-valued weighting to one that is more
convenient:

5.2 Let G be a weightable digraph and let u ∈ V (G). Then there is a 0/1-valued weighting w of G,
such that w(e) = 1 for every edge e with head u, and w(e) = 0 for every edge with tail u.

Proof. We may assume that every edge of G is in a dicycle (because we can delete any other edges
without changing the question, since they can be given whatever weight we want). We can also
assume that G is 1-weak, and hence 1-strong. By 4.1, there is a 0/1-valued weighting w. Let Xw be
the set of all vertices v such that there is a dipath P of G from u to v where w(e) = 0 for each edge
e ∈ E(P ); and choose w with Xw maximal. Let D+ be the set of edges ab with a ∈ X and b /∈ X,
and let D− be the set of edges ab with a /∈ X and b ∈ X. From the definition of Xw, it follows that
w(e) = 1 for each e ∈ D+. Moreover, we claim that w(e) = 0 for each edge e ∈ D−. To see this,
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observe that e is in a dicycle C, because G is 1-strong, and so C contains an edge in D+; and since
w(C) = 1, it follows that w(e) = 0, as we claimed.

Define w′ by: w′(e) = w(e) − 1 if e ∈ D+; w′(e) = w(e) + 1 if e ∈ D−; and w′(e) = w(e)
otherwise. Then w′ is a 0/1-valued weighting. But Xw ⊆ Xw′ , and so Xw′ = Xw from the choice of
w. Consequently D+ = ∅; and therefore Xw = V (G), since G is 1-strong. We deduce that w(f) = 1
for every f = vu with head u, since there is a dipath P from u to v with w(e) = 0 for each edge
e ∈ E(P ), and adding f to P makes a dicycle. Moreover, for every edge f with tail u, since f belongs
to a dicycle that contains an edge with head u, it follows that w(f) = 0. This proves 5.2.

Similarly, we can obtain a 0/1-valued weighting such that w(e) = 0 for every edge e with head
u, and w(e) = 1 for every edge with tail u. It is easy to convert the proof above to a poly-time
algorithm that, given as input a 1-strong digraph and a 0/1-valued weighting, and a vertex u, outputs
a weighting as in 5.2.

If e is an edge of a digraph G, we denote by G/e the digraph obtained by contracting e. If G is
a digraph, we say an edge e = uv is a singular edge of G if u 6= v and either no edge different from
e has head v, or no edge different from e has tail u, and the operation of contracting this edge is
called singular contraction. If H can be obtained from a subdigraph G′ of a digraph G by repeated
singular contraction, H is said to be a butterfly minor of G.

5.3 If e is a singular edge of G, then G is weightable if and only if G/e is weightable. Consequently,
if G is weightable, and H is a butterfly minor of G, then H is weightable.

Proof. Let e = uv be a singular edge of G. We may assume that no edge different from e has tail
u (the other case is the same, by reversing the direction of all edges). Suppose that G is weightable.
By 5.2, there is a 0/1-valued weighting w of G with w(e) = 0. But then the restriction of w to E(G′)
is a weighting of G/e, since for every dicycle C ′ of G′, either C ′ is a dicycle of G, or there is a dicycle
C containing e with C/e = C ′.

Conversely, suppose that w′ is a weighting of G/e, and define w(e) = 0 and w(f) = w′(f) for
each edge f 6= e of G. For every dicycle C of G, either C is a dicycle of G/e, or e ∈ E(C) and C/e
is a dicycle of G/e, and it follows that w is a weighting of G. This proves 5.3.

6 Some easy reductions

Let us say a digraph is simple if it has no loops or parallel edges (it might have directed cycles of
length two). To understand the weightable digraphs, it evidently suffices to understand those that
are 1-weak, and simple. Moreover, we may assume that every edge e of our digraph G is in a dicycle,
because otherwise w(e) can be arbitrary; and so G is 1-strong. It is slightly less clear that we may
assume that G is 2-strong, so let us prove that. Suppose that G is a 1-strong digraph, and c ∈ V (G),
and there is a partition (A,B) of V (G) \ {c} into two nonempty sets A,B, such that no edge of G is
from B to A. Let A′ be the set of vertices a ∈ A such that there is an edge ab ∈ E(G) with b ∈ B,
and similarly let B′ be the set of b ∈ B such that there is an edge ab ∈ E(G) with a ∈ A. Let G1 be
the digraph made from G[A ∪ {c}] by adding an edge from a to c for each a ∈ A′, if no such edge is
already present; and similarly let G2 be obtained from G[B ∪ {c} by adding an edge from c to each
b ∈ B′ if it is not already present.
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6.1 If G, c,A,B,A′, B′, G1, G2 are as above, then G is weightable if and only if G1, G2 are both
weightable.

Proof. Since G is 1-strong, it follows that for each a ∈ A there is a dipath from c to a, and this
path is a subpath of G[A ∪ {w}] since there is no edge from B to A. Consequently G1 is 1-strong,
and similarly so is G2.

Suppose first that wi is a 0/1-valued weighting of Gi for i = 1, 2. By 5.2, we may assume that
w1(e) = 1 for every edge of G1 with head c, and w2(e) = 1 for every edge of G2 with tail c. For each
e ∈ E(G), define w(e) by: w(e) = wi(e) if e ∈ E(Gi) for i = 1, 2, and w(e) = 1 if e is from A to B.
We claim w is a weighting of G. To see this, it suffices to check that w(C) = 1 for every dicycle C
of G that is not a subdigraph of either of G[A ∪ {c}], G[B ∪ {c}]. Such a cycle C contains an edge
ab from A′ to B′; and since there is no edge from B to A, it follows that c ∈ C, and C consists of
the union of a dipath P1 of G[A ∪ {c}] from c to a, the edge ab, and a dipath P2 of G[B ∪ {c}] from
b to c. But adding the edge bc to P1 makes a dicycle of G1, and since w1(bc) = 1, we deduce that
w1(P1) = 0. Similarly w2(P2) = 0, and so w(C) = 1 as desired. Thus w is a weighting of G.

Conversely, suppose that one of G1, G2, say G1, is not weightable, and let dicycles C,C ′ of G1

disagree on some bad triple {u, v, w} of G1. Define a cycle D of G as follows. If every edge of C
belongs to G let D = C. Otherwise, exactly one edge of C is not an edge of G, and any such edge is
from some a ∈ A′ to c. Choose b ∈ B′ with ab ∈ E(G), and choose a dipath P of G[B] from b to c,
and let D be the dicycle of G made by the union of the dipath of C from c to a, the edge ab, and P .
Define D′ similarly, staring from C ′. Then (u, v, w) is in order in D and (w, v, u) is in order in D′,
and so G is not weightable. This proves 6.1.

In view of 6.1, it suffices to understand the 2-strong weightable digraphs. Let us see also that we
can assume G is 3-weak. Suppose then that G is 2-strong, and |V (G)| ≥ 4, and so G is 2-weak; and
G is not 3-weak. Choose distinct c, d ∈ V (G) and a partition (A,B) of V (G) \ {c, d} such that there
is no edge of G between A,B in either direction. Let G1 be obtained from G[A∪{c, d} by adding an
edge cd and an edge dc if they are not already present, and define G2 similarly from G[B ∪ {c, d}].
Then:

6.2 With G, c, d,A,B,G1, G2 as above, then G is weightable if and only if G1, G2 are weightable.

Proof. Suppose first that wi is a 0/1-valued weighting of Gi for i = 1, 2. By 5.2, we may assume
that w1(cd) = w2(cd). Since wi(cd) = 1 − wi(dc) for i = 1, 2, it follows that w1(dc) = w2(dc). For
each edge e ∈ E(G), define w(e) = wi(e) where e ∈ E(Gi). If C is a dicycle of G that is not a
cycle of either of G1, G2, then, by exchanging c, d if necessary, we may assume that C consists of
a dipath P1 of G1 from c to d and a dipath P2 of G2 from d to c. Since adding dc to P1 makes a
dicycle of G1, it follows that w(P1) = w1(P1) = 1−w1(dc), and similarly w(P2) = 1−w2(cd). Since
w1(dc) + w2(cd) = w1(dc) + w1(cd) = 1, it follows that w(C) = 1, as desired. Thus w is a weighting
of G.

Conversely, suppose that one of G1, G2, say G1, is not weightable, and let C,C ′ disagree on
{u, v, w} in G1. We claim that there is a dipath P2 of G[B ∪ {c, d}] from c to d. To see this, let
b ∈ B. Since G is 2-strong, there is a dipath from c to b in G \ {d}, and this is therefore a path of
G[B ∪ {c, d}]. Similarly there is a dipath of G[B ∪ {c, d}] from b to d, and the union of these paths
includes a dipath of G[B∪{c, d}] from c to d, as claimed. Let P (cd) be such a path, and similarly let
P (dc) be a dipath of G[B ∪ {c, d}] from d to c. If C contains one of cd, dc, say cd, let D be the cycle
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consisting of the path of C from d to c together with P (cd), and define D similarly if dc ∈ E(C).
(Not both cd, dc ∈ E(C), so this is well-defined.) If cd, dc /∈ E(C) let D = C. Define D′ similarly,
starting from C ′. Then D,D′ are dicycles of G that disagree on {u, v, w}, and so G is not weightable.
This proves 6.2.

In view of 6.2, it suffices to understand the simple, 2-strong, 3-weak, weightable digraphs. More
exactly, we have shown so far that

• every weightable digraph G can be built from simple, 2-strong, 3-weak, weightable digraphs,
by operations that preserve being weightable;

• if we have a poly-time algorithm to decide whether any 2-strong, 3-weak digraph is weightable,
then in poly-time we can decide whether a general digraph is weightable, and if so, find a
weighting of it.

7 The planar decomposition

Let G be a digraph drawn in a plane or 2-sphere; then each edge e is an open line segment, and we
speak of points of e to refer to points in this line segment. Let F be a simple closed curve F , such
that F passes through no vertex of G, and passes through at most one point of the interior of each
edge, and crosses each edge that it intersects. Let us call such a curve F a cut-curve. Let us say a
gap of F is a line segment in F with both ends in the drawing and no internal point in the drawing.
Thus, its ends necessarily belong to the interiors of distinct edges. A change in F is a gap with ends
in two edges e, f , such that exactly one of e, f has head inside the disc bounded by F (that is, e, f
cross F in opposite directions). It follows that there is an even number of changes, and we call this
number the change number of F . We are interested in cut-curves with change number two; they will
give the construction we need to build all weightable diplanar digraphs.

Some terminology: if G is a digraph drawn in a 2-sphere, and F is a cut-curve, and A is the set of
vertices drawn within one of the two discs defined by F , we want to consider the digraph and drawing
obtained by squishing A; that is, deleting all edges with both ends in A, and then identifying all the
vertices in A into one vertex, forming a digraph G1. (For the moment, G[A] might not be 1-weak, so
this is not the same as contracting the edges of G[A].) Thus, the edges of G after squishing are the
edges of G before squishing that have at least one end not in A, but the incidence relation between
edges and vertices has changed. In particular, if in G an edge has head in A and tail in V (G) \ A,
then in G1, its head is the new vertex a and its tail is the same as before. So, for clarity, we speak
of the G-head or G1-head of edges, and similarly speak of G-tail and G1-tail.

We observe, first:

7.1 Let G be a digraph drawn in a 2-sphere, and let F be a cut-curve with change number two. Let
A be the set of vertices of G inside one of the discs bounded by F , and let B = V (G) \A. Let G1 be
obtained from G by squishing A into a vertex a, and define G2, b similarly. If G1, G2 are weightable
and 1-strong then G is weightable.

Proof. Suppose G1, G2 are weightable and 1-strong. By 5.2, there is a 0/1-valued weighting w1 of
G1, such that w1(e) = 1 for every edge of G1 with head a, and w1(e) = 0 for every edge with talk a.
Similarly, there is a 0/1-valued weighting w2 of G2, such that w2(e) = 1 for every edge of G1 with
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tail b, and w1(e) = 0 for every edge with head b. For each edge e ∈ E(G), choose i ∈ {1, 2} with
e ∈ E(Gi) and let w(e) = wi(e). (If e belongs to both G1, G2 then it crosses F and w1(e) = w2(e), so
this is well-defined.) We claim that w is a weighting of G. Let C be a dicycle of G, we may assume
that C is not a cycle of G1 or of G2, so C crosses F at least twice. But if we enumerate the edges of
C that cross F in their cyclic order in F , then every consecutive pair cross F in opposite directions,
and since F has crossing number two, it follows that C crosses F exactly twice. Hence there are two
edges e, f of C, that cross F , such that the component P of C \ {e, f} from the head of e to the tail
of f is a path of G1, and the component Q of C \{e, f} from the head of f to the tail of e is a path of
G2. The edges of P , together with e, f , make a dicycle of G1, and since w1(e) = 0 and w1(f) = 1, if
follows that w1(P ) = w(P ) = 0. Similarly w(Q) = 0, and so w(C) = w(P )+w(Q)+w(e)+w(f) = 1
as required. This proves 7.1.

Thus, to give a construction for all planar 1-strong weightable digraphs, it would suffice to show
that each such digraph (except some small ones that we would consider “building blocks”) admits
a cut-curve with change number two, such that the digraphs G1, G2 as in 7.1 are weightable, and
smaller than G. But this needs some care. It is not enough to find a cut-curve with change number
two, such that |A|, |B| ≥ 2 (where A,B are as in 7.1), because the digraphs G1, G2 might not be
weightable. Indeed, even if G is diplanar and G[A], G[B] are 1-weak, the digraphs G1, G2 still might
not be weightable. This is shown by the digraph in Figure 4.

Figure 4: A cut-curve with change number two, in a 1-strong diplanar weightable digraph; contracting
the edge inside the cut-curve makes the digraph not weightable.

So what condition on F do we need to ensure that G1, G2 are weightable? Here is the most
general one we have found:

7.2 Let G be a digraph drawn in a 2-sphere, and let F be a cut-curve with change number two.
Suppose that for every two edges e, f crossing F in opposite directions, there is a dicycle of G that
contains both e, f . Then G1, G2 (defined as in 7.1) are weightable.

Proof. Let A,B, a, b be as in 7.1. We will show that G1 is weightable. Suppose not; then are two
dicycles C1, C2 of G1 that disagree on some triple {x, y, z} of G1. For i = 1, 2, if a /∈ V (Ci) let
C ′i = Ci. If a ∈ Ci, let ei, fi be the edges of Ci that have G1-head a and G1-tail a respectively, let
Pi be a dipath of G from the G-head of ei to the G-tail of fi with interior in A, let Qi = Ci \ a,
and let C ′i be the dicycle of G formed by the union of Pi, Qi, ei and fi. dipath C \ a of G and Pi.
(Such a path Pi exists since there is a dicycle of G containing ei, fi, and since F has change number
two, this cycle only crosses F twice.) Since G is weightable, C ′1, C

′
2 do not disagree on {x, y, z} in G,

and so one of x, y, z equals a, say z. If some vertex w belongs to both V (P1), V (P2), then C ′1, C
′
2 do

not disagree on {x, y, w}, a contradiction, so P1, P2 are vertex-disjoint. Hence we may assume that
e1, e2, f2, f1 appear in this order in the cyclic order of the edges that cross F .
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Now x, y ∈ V (Q1) ∩Q2), and since C1, C2 disagree on {x, y, a} in G1, we may assume that x is
before y in Q1 and y is before x in Q2. Since y is before x in Q2, there is a minimal dipath Q2[r, s]
of Q2, such that r, s ∈ V (Q1), and s is strictly before r in Q1. It follows that no edge or internal
vertex of Q2[r, s] belongs to Q1 (because if some t belongs to V (Q1) and the interior of L, then
either t is after s or before r in Q1, and in either case the minimality of Q2[r, s] is contradicted).
Let R2 be the subpath of Q2 from the G-head of f2 to r, and let S2 be the subpath from s to the
G-tail of e2. Thus Q2 is the concatenation of R2, Q2[r, s], and S2. Let S1 be the subpath of Q1

from the G-head of f1 to s, and let R1 be the subpath from r to the G-tail of e1. Thus Q1 is the
concatenation of S1, Q1[s, r], and R1. If some vertex t ∈ V (R2) also belongs to R1 with t 6= r,
then t 6= s, and t, r, s appear in this order in Q2, and in the order s, r, t in Q1, so C ′1, C

′
2 disagree

on {r, s, t}, a contradiction. If some t ∈ V (R2) ∩ V (S1) then t 6= r, s and again C ′1, C
′
2 disagree on

{r, s, t}; and similarly V (S2∪S2)i = {s}, and V (S2∩R1) = ∅. Consequently R1∪R2 a nd S1∪S2 are
vertex-disjoint dipaths, which contradicts that e1, e2, f2, f1 appear in this order in the cyclic order of
the edges that cross F .

Hence there are no such C1, C2 and so G1 is weightable, and similarly G2 is weightable. This
proves 7.2.

In the same notation, we say w ∈ A is a centre for A if for each edge uv with u ∈ B and v ∈ A
there is a dipath of G[A] from v to w, and for each edge uv with u ∈ A and v ∈ B there is a dipath
of G[A] from w to u. We define a centre for B similarly. An easy way to arrange that a cut-curve
with change number two has the property of 7.2 is to ensure that A,B have centres. A central cycle
for A is a dicycle of G[A] such that all its vertices are centres for A.

In view of 7.2 and 7.1, we might now look for a theorem that if G is 1-strong, weightable, and
drawn in the plane, then it admits a cut-curve as in 7.2, unless G is already suffiently simple to
be understood. But we don’t really need that, because we already reduced the general problem of
constructing all weightable digraphs to constructing those that are 2-strong and 3-weak; and we will
show later that if G is 2-strong, 3-weak, planar and weightable then it is diplanar. So we could
confine ourselves to finding cut-curves in 2-strong 3-weak diplanar weightable digraphs if we wanted,
and this extra information will be helpful.

But that turns out to be too much information. We can build such digraphs from smaller digraphs,
but the smaller digraphs need not be 2-strong, even if the digraph we are building is 2-strong. That
looks like a difficulty; but, fortunately, the same building method also serves to build all strong
diplanar weightable digraphs rather than just those that are 2-strong. Thus, to get a result saying
that we can build all digraphs with property X from smaller digraphs with property X, we will take
property X to be “strong, diplanar and weightable”.

Let S be a 2-sphere, and let C1, C2 be dicycles, drawn in S, and bounding closed discs with
disjoint interiors. Fix an orinetation “clockwise” of the 2-sphere. If each of C1, C2 rotates clockwise
around its disc, or each rotates anticlockwise around its disc, we say C1, C2 are similarly-oriented.
A great merit of working with diplanar drawings is that, if C1, C2 are similarly-oriented cycles that
bound discs in the 2-sphere with disjoint interiors, then C1, C2 are vertex-disjoint, as is easily seen.

Let us assign an orientation “clockwise” to the plane. In a digraph drawn in the plane, each
dicycle rotates clockwise or counterclockwise in the natural sense; a clockwise cycle means a dicycle
that rotates clockwise, and a counterclockwise cycle is defined similarly. (It is important that we are
working with drawings in the plane rather than in a 2-sphere.)

We extend the “similarly-oriented” terminology to planar drawings in the natural way. Note
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that if C1, C2 are similarly-oriented vertex-disjoint dicycles in a planar drawing, then each bounds a
unique disc in the plane, and these discs might be disjoint, or one might contain the other. In the
first case, either both C1, C2 are clockwise in the plane, or both are counterclockwise. In the second
case, one is clockwise in the plane and the other is counterclockwise (which might seem paradoxical
at first sight, since we called them “similarly-oriented”).

We will prove:

7.3 Let G be a 1-strong, weightable digraph with a diplanar drawing in the 2-sphere. Suppose that
there are two vertex-disjoint similarly-oriented cycles D1, D2 in G, and choose D1, D2 such that the
annulus between them is minimal. Then G admits a cut-curve F with change number two, such that,
in the usual notation, D1 is a central cycle for A and D2 is a central cycle for B.

Proof. With a given planar drawing, for each cycle C of G, let ins(C) be the closed disc in the plane
bounded by C. Since G admits a diplanar drawing in a 2-sphere in which D1, D2 bound disjoint
discs and D1, D2 are similarly-oriented, G also admits a diplanar drawing in the plane such that D1

is clockwise, and D2 is counterclockwise, and ins(D1) ⊆ ins(D2). Fix such a drawing. Let Σ be the
annulus in the plane between D1, D2 (including D1, D2). The choice of D1, D2 implies that:

(1) There is no dicycle C in Σ different from D1, D2 such that ins(D1) ⊆ ins(C) ⊆ ins(D2).

Let us say a set of dicycles of G is free if its members bound discs in the plane with disjoint
interiors, and each of them is drawn in ins(D2) and vertex-disjoint from D2. If C is a free set
of dicycles, let U(C) denote the union of the members of C, and let I(C) be the subdigraph of G
consisting of all vertices and edges that are drawn in or inside some C ∈ C.

Choose a free set C of dicycles, with D1 ∈ C, such that U(C) is 1-strong, and subject to that,
with I(C) maximal. Thus I(C) is 1-strong.

(2) Every ear for I(C) has a vertex in D2.

Let P be an ear for I(C), and suppose that V (P ∩D2) = ∅. Consequently P is drawn in Σ, and either
P is a dipath with both ends in U(C) and no internal vertex or edge in I(C), or P is a dicycle with
one vertex in U(C) and with no other vertex or edge in I(C). Since U(C) is 1-strong, there is a dipath
Q (possibly of length zero) of U(C) such that P ∪Q is a dicycle. Since Q intersects I(C) only in U(C),
it follows that for each C ∈ C, either ins(C) ⊆ ins(P ∪Q), or the interiors of ins(C), ins(P ∪Q) are
disjoint. Let C′ be the set consisting of P ∪Q and all C ∈ C such that ins(C), ins(P ∪Q) are disjoint.
From (1), D1 ∈ C′; and C′ is free, and I(C) is a proper subset of I(C′), a contradiction. This proves (2).

(3) For every edge e with one end in V (U(C)) that does not belong to I(C), there is a dipath con-
taining e with one end in V (U(C)), the other end in V (D1), and with no internal vertex in either set.

Let e = ab say. From the symmetry, we may assume that a ∈ V (U(C)). Since G is 1-strong, e
belongs to a dicycle C of G. Let P be the minimal subpath of C from b to V (U(C)) ∪ V (D2) (this
exists since a ∈ V (U(C)). Let the ends of P be b, p. If p ∈ V (U(C)) then the union of P and e is an
ear violating (2); so p ∈ V (D2), and the union of P and e satisfies (3). This proves (3).

By (2), every edge with both ends in V (U(C)) belongs to I(C). Consequently, there is a cut-curve
F , obtained by closely following the outer boundary of U(C), such that the edges that cross F are
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precisely the edges e with exactly one end in V (U(C)). If F has change number two, we are done,
so we assume for a contradiction that F has change number at least four. Hence there are edges
e1, e2, e3, e4, each crossing F and numbered according to the clockwise cyclic order defined by F ,
such that e1, e3 have tail in V (U(C)) and e2, e4 have head in V (U(C)). By (2), there are dipaths
P1, . . . , P4, such that ei is an edge of Pi for 1 ≤ i ≤ 4, and such that P1, P3 are from the tail of ei to
D2, and P2, P4 are from D2 to the head of ei; and for 1 ≤ i ≤ 4, no internal vertex of Pi belongs to
V (U(C)) ∪ V (D2). Let Pi be from ai to bi for 1 ≤ i ≤ 4.

(4) For 1 ≤ 4, Pi, Pi+1 are internally disjoint. (Here P5 means P1.)

If w belongs to the interiors of Pi, Pi+1, then Pi ∪ Pi+1 includes an ear for I(C) violating (2). This
proves (4).

Let Q2,1 be a path of U(C) from the last vertex of P2 to the first vertex of P1. Suppose that
b1 = a2. Since the drawing of G is diplanar, and D2 is a counterclockwise circuit that intersects the
dicycle P1 ∪ P2 ∪ Q2,1, it follows that P1 ∪ P2 ∪ Q2,1 is counterclockwise; and since e1, e2, e3, e4 are
in clockwise order in F , it follows that b1, a2, b3, a4 are all equal, contradicting that the drawing is
diplanar. Thus b1 6= a2, and similarly b3 6= a4. Let R1,2 be the subpath of D2 from the last vertex
of P1 to the first vertex of P2. Then P2 ∪Q2,1 ∪ P1 ∪R1,2 is a counterclockwise dicycle, and by (1),
ins(D1) is not a subset of ins(P2∪Q2,1∪P1∪R1,2). So ins(D1) is a subset of ins(P2∪Q2,1∪P1∪R2,1),
where R2,1 is the dipath of D2 from a2 to b1. (This cycle is not a dicycle.) Similarly, ins(D1) is a
subset of ins(P1∪Q4,3∪P3∪R4,3), where Q4,3, R4,3 are respectively a dipath of U(C) from b4 to a3 and
a dipath of D2 from a4 to b3. Consequently, P2∪Q2,1∪P1 and P4∪Q4,3∪P3 are not vertex-disjoint.
Let x, y be the first and last vertices of the path P2 ∪Q2,1 ∪ P1 that belong to P4 ∪Q4,3 ∪ P3. Since
the drawing is diplanar it follows that x 6= y, and hence from planarity, y is strictly earlier than x in
the path P4∪Q4,3∪P3. But then the dicycles P2∪Q2,1∪P1∪R1,2 and P4∪Q4,3∪P3∪R3,4 disagree
on {x, y, b1} (where R4,3 is the dipath of D2 from a4 to b3), a contradiction. This proves 7.3.

A drawing in a 2-sphere can be converted to a drawing in the plane by removing from the 2-
sphere one point in some region of the drawing. Let us call this puncturing the drawing. Let us say a
drawing in the plane (without crossings) of a digraph G is circular if the origin belongs to one of the
regions, and each edge of G is drawn as a curve that moves monotonically in a clockwise direction
around the origin. (This is a more exact restatement of the definition of “circular” given in the
Introduction.) Theorem 4.2 of [1] implies that if a 1-strong digraph G admits a diplanar drawing in
a 2-sphere with no two vertex-disjoint similarly-oriented cycles, then G admits a circular drawing in
the plane. Here is a slight strengthening (we omit its proof): that one can obtain a circular drawing
by puncturing the 2-sphere drawing at some point inside a region bounded by a directed cycle.

Thus, from 7.3 we deduce our first main result:

7.4 Let G be a 1-strong weightable digraph with a diplanar drawing in the 2-sphere. Then either:

• the drawing of G can be constructed by the construction of 7.1 from diplanar drawings of two
smaller 1-strong weightable digraphs, in such a way that the sets A,B of 7.1 have similarly-
oriented central cycles; or

• by puncturing the drawing one can obtain a circular drawing in the plane.
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8 Carvings of planar digraphs

There is another interesting way to view 1-strong diplanar weightable digraphs, following an approach
in [8] for decomposing planar graphs. Let V be a finite set with |V | ≥ 2. Two subsets A,B ⊆ V
cross if A∩B, A \B, B \A and V \ (A∪B) are all nonempty. A carving in V is a set C of subseteq
of V , such that:

• ∅, V 6= C;

• no two members of C cross; and

• C is maximal with this property.

It follows that if A ∈ C then V \A ∈ C; and {v} ∈ C for each v ∈ V .
One can view a carving as arising from a tree, as follows. (The leaves of a tree are its vertices of

degree 1.)

8.1 Let V be a finite set with |V | ≥ 2, let T be a tree in which every vertex has degree 1 or 3, and
let τ be a bijection from V onto the set of leaves of T . For each edge e of T let T1(e), T2(e) be the
two components of T \ e; and let

C = {{v ∈ V : τ(v) ∈ V (Ti(e))} : e ∈ E(T ), i = 1, 2}.

Then τ is a carving in V . Conversely, every carving in V arises from some tree T and bijection τ
in this way.

(This is theorem 1.1 of [8].)
The main result of [8] is a poly-time algorithm that, given as input some planar graph G with

|V (G)| ≥ 2, finds a carving C of V (G) such that maxC∈C |δ(C)| is as small as possible, where δ(C)
denotes the set of edges with an end in C and an end in V (G)\C. (Its running time was O(|V (G)|+
|E(G)|)2, where the multiplicative constant was reasonable.) But now we want to use carvings for
planar digraphs, and instead of minimizing maxA∈C |δ(C)|, we want to minimize something else,
related to change number.

This can be done in a few different ways, but the neatest is only possible if we assume that the
digraph G is 1-strong and 2-weak, and loopless. If G is drawn in the plane and A ⊆ V (G) such that
G[A] and G[V (G) \ A] are both nonnull and 1-weak, the set of edges between C and V (G) \ C is a
“bond” of the graph underlying G, that is, a minimal edge-cutset, and so corresponds to a cycle of
the dual graph. Hence, there is a cut-curve F separating C, V (G) \ C, and the edges crossing F are
the edges in δ(C). Let us say the change number of C is the change number of F ,

Let us say a bond carving of a planar digraph G is a carving C of G such that G[C] is 1-weak for
all C ∈ C. The diwidth of C is the maximum over all C ∈ C of the change number of C. We will
prove:

8.2 Let G be a 1-strong, 2-weak, loopless digraph with a diplanar drawing in the plane. Then G is
weightable if and only if G admits a bond carving of diwidth two.

To prove this we need a couple of lemmas. First:
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8.3 Let G be a 1-strong, 2-weak, loopless digraph drawn in the plane, and let A,B be a partition
of V (G) into two nonnull subsets such that G[A], G[B] are both 1-weak. Let G1, G2 be the drawings
obtained by contracting all the edges of G[A] (respectively, all edges of G[B]). Then both G1, G2 are
1-strong and 2-weak and loopless, and if they both admit bond carvings of diwidth two then so does
G,

Proof. Clearly G1, G2 are 1-strong and loopless. Let a be the vertex made by contracting G[A]
into a vertex, and define b similarly. To see that G1, G2 are 2-weak, note that G1 \ v is 1-weak for
all v 6= a since G is 2-weak; and G1 \ a = G[B] is 1-weak. So G1 is 2-weak, and similarly so is G2.

Suppose that for i = 1, 2, Ci is a bond carving of Gi with diwidth two. Thus {a} ∈ C1 and
{b} ∈ C2. Let

C′1 = {C ∈ C1 : a /∈ C} ∪ {A ∪ (C \ {a}) : C ∈ C1, a ∈ C},

and define C′2 similarly. Thus A,B belong to both C1, C2. Let C = C′1 ∪ C′2; then C is a bond carving
of G with diwidth two. This proves 8.3.

Second, we need:

8.4 Let G be 1-strong, 2-weak and loopless, and admit a diplanar drawing in the plane, such that
every dicycle is clockwise and bounds a disc including the origin. Then G admits a bond carving of
diwidth two.

Proof. We proceeed by induction on |V (G)|+ |E(G)|. Thus, we may assume that G is simple. The
boundary of the infinite region is a cycle (because G is a 2-weak graph drawn in the plane), and it
is a clockwise dicycle (because each of its edges is in a directed cycle, since G is 1-strong, and this
directed cycle is clockwise by hypothesis). Let D be this cycle.

(1) We may assume that no vertex v of D has outdegree one and indegree one.

Suppose that v ∈ V (D) has outdegree one and indegree one. Let uv be the edge with head v.
If D has length two, then either u is a 1-vertex cutset, or |V (G)| = 2, in either case contradicting
that G is 2-weak. So D has length at least three. If |V (G)| = 3, then G = D and the theorem is
true; so we assume that |V (G)| ≥ 4. Hence the digraph G1 obtained by contracting the edge uv is
1-strong and 2-weak. From the inductive hypothesis, G1 admits a bond carving C1 with diwidth two.
Let w be the vertex made by identifying u, v under contraction. Let

C = {C ∈ C1 : w /∈ C} ∪ {{u, v} ∪ (C \ {w}) : C ∈ C1, w ∈ C} ∪ {{u}, {v}}.

Then C is a bond carving of G of diwidth two, as required. This proves (1).

(2) We may assume that G \ {e, f} is 1-weak for all distinct e, f ∈ E(D).

Suppose not, and let e = a1b1 and f = b2a2. Since G is 2-weak and by (1), it follows that a1, b1, b2, a2
are all distinct. Since G \ {e, f} is not weakly connected, it has exactly two weak components, one
(say A) including the dipath of D from a2 to a1, and the other (B) including the dipath from b1 to
b2. Let G1 be obtained from G by contracting all edges in G[A], and G2 by contracting the edges of
G[B]. Since A,B have change number two, and hence G1, G2 admits diplanar drawings that satisfy
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the hypothesis of the theorem, we deduce from the inductive hypothesis that G1, G2 both admit
bound carvings of diwidth two. But then so does G, by 8.3. This proves (2).

From (2) and theorem 2.1 of [2] (or just by choosing an edge e of D in as few directed cycles as
possible), we deduce that there is an edge e ∈ E(D) such that G \ e is 1-strong. Let e = ab.

(3) G \ e is 2-weak.

Suppose not; then there is a vertex w of the path C \ e with w 6= a, b, such that a, b belong to
different weak components (say, A,B respectively) of (G \ e) \ w. Since G \ w is weakly connected,
(G \ e) \ w has at most two weak components, and so A ∪ B = (G \ e) \ w. Since G \ e is 1-strong,
there is a directed path in G \ e from a to w, which is therefore a dipath of A, and similarly there is
a dipath of B from w to b. Consequently there is a directed cycle of A that contains the edge of D
with tail w, and a directed cycle of A that contains the edge of D with head w. These two cycles are
both clockwise, by hypothesis, and share exactly one vertex, and both contain an edge incident with
the infinite region of G, which is impossible since each bounds an open disc including the origin.

From (3), the boundary of G \ e is a directed cycle. The edge e is incident with two regions of
the drawing of G, one the infinite region outside D, and the other, r say, inside D. The cycle of G
that forms the boundary of f consists of e and a path P joining the ends of e; and P is part of the
boundary of the infinite region of G \ e. Hence P is a directed path from a to b. From the inductive
hypothesis, amd (3), G \ e admits a bond carving C of diwidth two. Hence C is also a bond carving
of G, and we claim that it still has diwidth two. If not, then there exists A ∈ C, containing exactly
one of a, b, say a, such that in the cyclic order of edges in δ(A), the edges before and after e have
head in A. But that is impossible, since one of these two edges belongs to P . This proves 8.4.

Proof of 8.2 Let G be a 1-strong, 2-weak, loopless digraph with a diplanar drawing in the plane,
and we assume first that G is weightable. We must show that G admits a bond carving of diwidth
two, and we prove this by induction on |V (G)|.

(1) We may assume that there is no partition (A,B) of V (G) with |A|, |B| ≥ 2, such that G[A], G[B]
are both 1-weak and A has change number two, such that the digraphs G1, G2 obtained obtained by
squishing A and squishing B respectively are weightable.

Suppose that such A,B exist. Then G1, G2 are both loopless, 1-strong, and 2-weak, and admit
diplanar drawings in the plane (since A has change number two). Since |A|, |B| ≥ 2, we can apply
the inductive hypothesis to G1, G2, and deduce that they both admit bond carvings of diwidth two.
But then so does G, by 8.3. This proves (1).

Suppose that there are two vertex-disjoint similarly-oriented cycles in G. By 7.3, G admits a
cut-curve F with change number two, such that both parts A,B of the corresponding partition have
central cycles. But then G[A], G[B] are 1-weak, and the correspond digraphs G1, G2 are weightable,
by 7.2, contrary to (1). Thus there are no two vertex-disjoint similarly-oriented cycles in G. Hence
G admits a diplanar drawing in the plane such that every directed cycle is clockwise and bounds an
open disc containing the origin. But then the result holds by 8.4. This proves ithe “only if” part of
the theorem.
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For the “if” part of the theorem, assume now that G admits a bond carving C of diwidth two,
and we must prove that G is weightable. We proceed by induction on |V (G)|. Suppose that there
exists A ∈ C such that |A|, |B| ≥ 2, where B = V (G) \ A. Let G1, G2 be obtained by squishing A
and squishing B respectively. Then G1, G2 both have diplanar drawings, both are 1-strong, 2-weak
and loopless, and both admit bond carvings of diwidth two. From the inductive hypothesis both are
weightable. But then, from 7.1, G is weightable. Thus we may assume that there is no such A ∈ C.
Hence C is the set of all singleton subsets of V (G) and their complements. From the maximality
condition in the definition of a carving, it follows that |V (G)| ≤ 3. Since G is diplanar it follows that
G is weightable. This proves the “if” part, and so proves 8.2.

Could we extend this further? If we want a bond carving, G must be 2-weak, because planar
digraphs that are not 2-weak do not admit bond carvings. But we could drop the “2-weak” hypothesis
if we were willing to weaken the requirement that the corresponding edge-cutsets must be bonds.
Instead of requiring G[A] to be 1-weak for each A ∈ C, we could just ask that for each A ∈ C, there
is a cut-curve with change number two that separates A and V (G) \ A in the natural sense. Every
diplanar 1-strong weightable digraph admits a carving with this property, but we omit the details.

9 Nonplanar compositions

We will prove that every 2-strong, 3-weak, weightable digraph can be built from planar ones by
composition operations that prerve being weightable, and in this section we explain the compositions
we will use.

If G is a digraph and Y ⊆ V (G), a Y -wing is a subdigraph W with Y ⊆ V (W ), such that every
edge of G with an end in V (W ) \ Y belongs to W . (Edges with both ends in Y might or might
not belong to W .) A Y -wing W is non-trivial if V (W ) 6= Y , and non-separable if it is non-trivial
and W \ Y is 1-weak. Two Y -wings W1,W2 are internally disjoint if V (W1) ∩ V (W2) = Y and
E(W1) ∩ E(W2) = ∅. If W is a Y -wing, a W -path is a dipath of W with distinct ends both in Y ,
such that none of its internal vertices belong to Y . (It might have no internal vertices.)

9.1 Let G be a digraph, let y1, y2, y3 be distinct, and let Y = {y1, y2, y3}. Let W1,W2 be internally
disjoint Y -wings with union G. Suppose that;

• there is a W1-path from y2 to y1, and y1 is a source of W2, and y2 is a sink of W2;

• the digraph G1 obtained from W1 by adding the edges y1y2, y1y3, y3y2 (if they are not already
present) is 1-strong and weightable; and

• the digraph G2 obtained from W2 by adding the edges y2y1, y1y3, y3y2 (if they are not already
present) is 1-strong and weightable (equivalently, by 5.3, the digraph obtained from G2 by
contracting y2y1 is 1-strong and weightable).

Then G is weightable.

Proof. By 5.2, there is a 0/1-valued weighting w1 of G1 such that w1(y1y2) = w1(y1y3) = 1.
Since there is a W1-path from y2 to y1, it follows that w1(y3y2) = 0. By 5.2, there is a 0/1-valued
weighting w2 of G2 such that w2(e) = 1 for every edge e with tail y1, and w2(y2y1) = 0. It follows
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that wi(y3y2) = 0, since y1-y3-y2-y1 is a dicycle. For each e ∈ E(G), define w(e) = wi(e) where
i ∈ {1, 2} and e ∈ E(Wi) (i exists and is unique since W1 ∪ W2 = G and W1,W2 are internally
disjoint).

For every W2-path P from y to y′, it follows that (y, y′) is one of (y1, y3), (y3, y2), (y1, y2), since
y1 → Ai and y3 ← Ai, and so yy′ is an edge of G1 that we call the P -substitute. We claim that:

(1) For every W2-path P , w(P ) = w1(yy
′) where yy′ is the P -substitute.

Let P be from y to y′. Then (y, y′) is one of (y1, y3), (y3, y2), (y1, y2). If (y, y′) = (y1, y3), then P can
be completed to a dicycle of G2 by adding the edges y3y2 and y2y1. Since w2(y3y2), w2(y2y1) = 0,
it follows that w2(P ) = 1 = w1(y1y3). Similarly, if (y, y′) = (y3, y2) then w2(P ) = 0 = w1(y3y2) (by
adding y2y1 and y1y3), and if (y, y′) = (y1, y2) then w2(P ) = 1 = w1(y1y2) (by adding y2y1). This
proves (1).

We claim that w is a weighting of G. To see this, let C be a dicycle of G. The W2-paths included
in C are pairwise edge-disjoint and include all edges of C not in W1. By replacing each such W2-path
P by the P -substitute, we obtain a dicycle C ′ of G1 such that w1(C

′) = w(C), and consequently
w(C) = 1. This proves that w is a weighting, and so proves 9.1.

For the second construction, it is easier to break it into two parts. First, we have:

9.2 Let G be a digraph, let y1, y2, y3, y4 be distinct, and let Y = {y1, . . . , y4}. Let W1,W2 be
internally disjoint Y -wings with union G. Suppose that;

• y1 is a source of W1, and y2 is a sink of W1, and y3 is a source of W2, and y4 is a sink of W2;

• there is a dipath of W1 from y1 to y2, and there is a dipath of W2 from y3 to y4;

• the digraph G1 obtained from W1 by adding a new vertex v1 and the edges v1y1, y2v1, y3v1, v1y4, y2y1
is 1-strong and weightable; and

• the digraph G2 obtained from W2 by adding a new vertex v2 and the edges y1v2, v2y2, v2y3, y4v2, y4y3
is 1-strong and weightable.

Then G is weightable.

Proof. By 5.2, there is a 0/1-valued weighting w′1 of G1 such that w′1(e) = 1 for e ∈ {v1y1, v1y4}
and w′1(e) = 0 for e ∈ {y2v1, y3v1}. Since there is a dipath of W1 from y1 to y4, which can therefore
be completed to a dicycle of G1 via y4-y1 of via y4-v1-y1, it follows that w′1(y4y1) = 1. Since G1 is 1-
strong, every edge e of G1 with tail y1 belongs to a dicycle which therefore contains one of v1y1, v2y1,
and so w′1(e) = 0. Consequently, since all in-edges of y1 have weight one, and all out-edges of y1 have
weight zero, there is a 0/1-valued weiighting w1 of G1 such that w1(v1y4) = 1, w1(e) = 0 for each of
the other three edges incident with v1, w1(y2y1) = 0, and w1(e) = 1 for every edge e of G1 with tail
y1. Similarly, there is a 0/1-valued weiighting w2 of G2 such that w2(y1v2) = 1, w2(e) = 0 for each
of the other three edges incident with v2, w2(y4y3) = 0, and w2(e) = 1 for every edge e of G2 with
head y4. For each edge e of G, let w(e) = wi(e) where i ∈ {1, 2} satisfies e ∈ E(Wi). We claim that
w is a weighting of G. To see this, let C be a dicycle of G. We may assume that C is not a dicycle
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of G1 or of G2. Thus either C ∩W1 and C ∩W2 are both dipaths, or C ∩W1 is the disjoint union of
two dipaths and so is C ∩W2.

Suppose first that C ∩W1 is a dipath P from y to y′. Thus y, y′ ∈ Y are distinct, and C ∩W2

is a dipath Q from y′ to y. Since y1 is a source of W1, it follows that y′ 6= y1, and similarly y 6= y2,
y′ 6= y3 and y 6= y4. So, of the twelve pairs (y, y′) where y, y′ ∈ Y are distinct, only four possibilities
remain: the pairs (y1, y3), (y1, y2), (y4, y3), (y4, y2). If (y, y′) = (y1, y3), then w1(P ) = 1, since P can
be completed to a dicycle of G1 via y3-v1-y1, and w2(Q) = 0, since Q can be completed to a dicycle
of G2 via y1-v2-y3; and so w(C) = 1. The other three cases are can all be handled similarly, and we
omit the details.

Now we assume (for a contradiction) that C ∩W1 is the disjoint union of two dipaths P1, P2, and
so C ∩W2 is also the union of two dipaths Q1, Q2. Since y1 is a source of W1, neither of P1, P2 has
last vertex y1, and so neither of Q1, Q2 has first vertex y1. By the same arguments for y2, y3, y4, it
follows that P1, P3 are both from {y1, y4} to {y2, y3}, and therefore Q1, Q2 are both from {y2, y3} to
{y1, y4}. Suppose first that P1 is from y1 to y3, and so P2 is from y4 to y2. We recall that there is a
dipath R in W1 from y1 to y4. But then

v1-y1-R-y2-v1

v1-y4-P2-y2-y1-P1-y3-v1

are dicycles of G1 that disagree on {v1, y1, y2}, a contradiction. So neither of P1, P2 is from y1 to y3;
and similarly, neither of Q1, Q2 is from y3 to y1, which is impossible. Thus there is no such cycle C;
and consequently w is a weighting. This proves 9.2.

We also need:

9.3 Let G be a digraph, let y1, y2, y3, y4 be distinct, and let Y = {y1, . . . , y4}. Suppose that;

• y1, y3 are sources of G, and y2, y4 are sinks of G; and

• the digraph G0 obtained from G by adding the edges y1y3, y3y1 and making the identifications
y1 = y2 and y3 = y4 is 1-strong and weightable.

Let H be obtained from G by adding two new vertices v1, v2 and the edges

y2y1, y4y3, v1y1, y2v1, y3v1, v4y4, y1v2, v2y2, v2y3, y4v2

is weightable.

Proof. Let G′ be obtained from G by adding two new vertices v1, v2 and the edges

y1v2, v2y3, v1y1, y3v1, y2v1, y4v2.

Let F = {y4y3, v1y4, v2y2, y2y1}; thus, G′ is obtained from H by deleting the edges in F . The edges
v1y1, v2y3, y2v1, y4v2 are all singular edges of G′ (because y2, y4 are sinks of G), and G0 is obtained by
contracting these edges. Consequently, G′ is 1-strong, and weightable by 5.3. By 5.2 we may choose
a 0/1-valued weighting w′ of G′ such that w′(e) = 1 for all edges e with tail y1, and w′(v1y1) = 0.
Since y1-v2-y3-v1-y1 is a dicycle of G′, it follows that w′(e) = 0 for e ∈ {v2y3, y3v1, v1y1}. Since G0 is
1-strong, and y3 is a source and y2 a sink of G, there is a dipath R of G from y1 to y4. Consequently,
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w′(y4v2) = 0 (because R can be extended to a dicycle via y4-v2-y3-v1-y1). Similarly, w′(y2v1) = 0.
For each edge e of H, define w(e) = w′(e) if e ∈ E(G′), and w(y4y3) = 0, w(v1y4) = 1, w(v2y2) = 0
and w(y2y1) = 0. We claim that w is a weighting of H. To show this, suppose that there is a dicycle
C of H with w(C) 6= 1, and choose it with E(C) ∩ F minimal. Since w′ is a weighting of G′, it
follows that E(C) ∩ F 6= ∅.

Suppose that y4y3 ∈ E(C). If v2 /∈ V (C), then we can replace the edge y4y3 of C by the path
y4-y2-y3 and obtain another dicycle C ′ say, with w(C ′) = w(C) 6= 1, contrary to the minimality of
E(C)∩F . Thus, v2 ∈ V (C). Hence C is the concatenation of three dipaths: from y4 to y3 (or length
one); a dipath P say from y3 to v2; and a dipath Q say from v2 to y4. Since y3 /∈ V (Q), it follows
that y2 is the second vertex of Q; and since y2, y4 /∈ V (P ), it follows that y1 is the penultimate
vertex of P . Hence y1 /∈ V (Q), and so v1 is the third vertex of Q; but then both in-neighbours of y1
belong to Q, and yet one of them belongs to P , a contradiction. Thus y4y3 /∈ E(C); and similarly
y2y1 /∈ E(C).

Suppose that v1y4 ∈ E(C). Hence y4v2 ∈ E(C) (because y4y3 /∈ E(C)), and since we cannot
replace the subpath v1-y4-v2 in C by v1-y1-v2 (because these two paths have the same total weight)
it follows that y1 ∈ V (C). But there is no diapth in H from v2 to v1 passing through y1 and not
containing y4, a contradiction. So v1y4 /∈ E(C), and similarly v2y2 /∈ E(C). This proves that w is a
weighting of H, and so proves 9.3.

By combining 9.2 and 9.3, we obtain what we really wanted:

9.4 Let y1, . . . , y4 be distinct vertices of a digraph G, and let Y = {y1, . . . , y4}. Let W1,W2,W3 be
pairwise internally disjoint Y -wings with union G. Suppose that:

• y1 is a source of W1 ∪W3, and y2 is a sink of W1 ∪W3, and y3 is a source of W2 ∪W3, and
y4 is a sink of W2 ∪W3;

• there is a dipath of W1 from y1 to y2, and there is a dipath of W2 from y3 to y4;

• the digraph G1 obtained from W1 by adding a new vertex v1 and the edges v1y1, y2v1, y3v1, v1y4, y2y1
is 1-strong and weightable;

• the digraph G2 obtained from W2 by adding a new vertex v2 and the edges y1v2, v2y2, v2y3, y4v2, y4y3
is 1-strong and weightable; and

• the digraph G0 obtained from W3 by adding the edges y1y3, y3y1 and making the identifications
y1 = y2 and y3 = y4 is 1-strong and weightable.

Then G is weightable.

Proof. Let W+
3 be obtained from W3 as in 9.3; that is, by adding two new vertices v1, v2 and the

edges
y1v2, v2y3, v1y1, y3v1, y2v1, y4v2.

Then W+
3 is 1-strong and weightable, by 9.3. By 9.2 applied to W1 and W+

3 , we deduce that the
digraph obtained from W1 ∪W3 by adding a new vertex v1 and the edges v1y1, y2v1, y3v1, v1y4, y2y1
is strong and weightable. By 9.2, applied to W1 ∪W3 and W2, it follows that G is weightable. This
proves 9.4.
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Finally, we need:

9.5 Let y1, . . . , y4 be distinct vertices of a digraph G, and let Y = {y1, . . . , y4}. Let W1,W2 be
internally disjoint Y -wings with union G. Suppose that:

• y1, y3 are sources of W1 and y2, y4 are sinks of W1;

• there are dipaths of W1 from y1 to y4 and from y3 to y2, and there are dipaths of W2 from y2
to y1 and from y4 to y3;

• the digraph G1 obtained from W1 by adding the edges y2y1, y4y3, y1y3, y3y1 is 1-strong and
weightable (equivalently, by 5.3, the digraph obtained from G1 by contracting y2y1, y4y3 is 1-
strong and weightable);

• the digraph G2 obtained from W2 by adding two new vertices v1, v2 and the edges y1v1, y3v2, v1y4, v2y3, y3y4
is 1-strong and weightable.

Then G is weightable.

Proof. By 5.2, there is a 0/1-valued weighting w1 of G1 such that w1(e) = 1 for the edges of G1

with tail y1, and w1(e) = 0 for those with head v. Since there are dipaths of W1 from y1 to y4 and
from y3 to y2, it follows that w1(y4y3) = w1(y2y1) = 0. By 5.2, there is a 0/1-valued weighting w2 of
G2 such that w2(e) = 1 for the edges with head v1 and w2(e) = 0 for the edges with tail v1. Since
there are dipaths of W2 from y2 to y1 and from y4 to y3, it follows that w2(y3v2) = w2(v2y2) = 0.
(w2(y3y4) is not yet determined.)

For each edge e ∈ E(G), define w(e) = wi(e) where e ∈ E(Gi). We claim that w is a weighting
of G. To show this, let C be a dicycle of G. We may assume that C is not a cycle of W1 or of
W2, so either C ∩ W1, C ∩ W2 are both paths, or C ∩ W1, C ∩ W2 are both the disjoint union
of two paths. Suppose first that C ∩ W1 is a path from y to y′, where y, y′ ∈ Y are distinct.
Since y1, y3 are sources of W1, and y2, y4 are sinks of W1, it follows that (y, y′) is one of the pairs
(y1, y2), (y1, y4), (y3, y2), (y3, y4). If (y, y′) = (y1, y2), then w1(C ∩W1) = 0 (because C ∩W1) can be
completed to a dicycle of G1 via y3-y2), and w2(C ∩W2) = 0 (because C ∩W2 can be completed via
y1-v1-v2-y2), and so w(C) = 1. The argument is similar in the other three cases and we omit the
details.

Now we assume that C ∩W1, C ∩W2 are both the disjoint union of two paths. Since y1, y3 are
sources of W1, and y2, y4 are sinks of W1, the two components of C ∩W1 are both from {y1, y3} to
{y2, y4}, so there are two possibilities:

• C ∩W1 is the disjoint union of P1 from y1 to y4 and Q1 from y3 to y2, and C ∩W2 is the
disjoint union of P2 from y2 to y1 and Q2 from y4 to y3; or

• C ∩W1 is the disjoint union of P1 from y1 to y2 and Q1 from y3 to y4, and C ∩W2 is the
disjoint union of P2 from y2 to y3 and Q2 from y4 to y1.

In the first case, w1(P1) = 1 (by completing via y4-y3-y1), and similarly w1(Q1) = 0, and w2(P2) = 0,
and w2(Q2) = 0, and so w(C) = 1 as required. In the second case, since P2, Q2 are disjoint, it follows
that

y2-P2-y3-y4-Q2-y1-v1-v2-y2

is a dicycle of G2. But w2(P2) = 1 (by completing via y3-v2-y2), and w2(y1v1) = 1, so this second
case cannot occur. This proves that w is a weighting, and so proves 9.5.

22



10 Decompositions in the nonplanar case

If a 2-strong weightable graph is nonplanar, we can deduce from the main theorem of [4] that it has
a 2-,3- or 4-vertex cutset X such that its deletion from G makes at least three weak components; and
this will allow us to construct G from smaller weightable 2-connected digraphs by the constructions
of the previous section.

The graph “Rotunda” is shown in Figure 5.

Figure 5: Rotunda.

There are four vertices of Rotunda (two at the top and two at the bottom of the figure) such
that deleting them makes a graph with three components, each a cycle of length four. We call the
set of these four vertices the join of Rotunda. By an odd subdivision of Rotunda, we mean a graph
R obtained from a copy of Rotunda by replacing each edge by a path of odd length, all internally
disjoint. Such a graph R is bipartite, and the set of four vertices of R that corresponds to the join
of Rotunda is called the join of R. (It is uniquely defined by R.)

The Heawood graph is shown in Figure 6. For every perfect matching M of the Heawood graph
H, the collapse of (H,M) is isomorphic to the digraph F7 in Figure 6.

Figure 6: The Heawood graph, and its (unique) collapse F7.

The following two results are proved in [4]:

10.1 Let H be a Pfaffian brace. Then either H is planar, or H is the Heawood graph, or there is a
subgraph R of H that is an odd subdivision of Rotunda, such that H \ V (R) has a perfect matching.
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10.2 Let H be a Pfaffian brace, and suppose that R is a subgraph of H that is an odd subdivision of
Rotunda, and H \ V (R) has a perfect matching. Let X be the join of R. Then the three components
of R \X are contained in three dustunct components of H \X.

A weak component of a digraph is a maximal 1-weak subdigraph. For brevity, if G is a digraph
and A is a subdigraph or a subset of V (G), and v is a vertex of G not in A, we write v → A to mean
that every edge of G between v and A is from v to A, and v ← A to mean that every edge of G
between v and A is from A to v.

y1

y2

y3
y1

y2

y3

y4

y1

y2

y3

y4

Figure 7: The three decompositions of 10.3. The arrows mean “all edges between this vertex and
this set go in this direction”. The wiggly lines mean edges can go in either direction. In each case
there may be more weak components of G \ Y than drawn, and there may be edges with both ends
in Y .

We will deduce from 10.1 and 10.2 that:

10.3 Let G be a 2-strong, 3-weak odd-weightable digraph that is not diplanar. Then either G is F7,
shown in Figure 6, or there is a set Y ⊆ V (G), such that one of the following holds (shown in Figure
7):

• |Y | = 3, Y = {y1, y2, y3} say, and G \ Y has at least three weak components (and hence G is
nonplanar), and has at least two weak component W such that |V (W )| ≥ 2 and y1 → W and
y2 ←W .

• |Y | = 4, Y = {y1, . . . , y4} say, where y4y1, y2y3 /∈ E(G). Let A be the set of weak components
C of G \ Y such that y1 → C and y2 ← C, and let B be the set such that y3 → C and y4 ← C.
Then A ∪ B is the set of all weak components of G \ Y , and A ∩ B 6= ∅.

• |Y | = 4, Y = {y1, . . . , y4} say, and G \ Y has at least two weak components W such that
|V (W )| ≥ 2 and y1, y3 →W and y2, y4 ←W .

Proof. Let (H,M) be the bisource for G. Since G is 2-strong and odd-weightable, it follows that
H is a Pfaffian brace, by theorems of [4]. Since G is not diplanar, it follows that H is not planar, so
we can apply 10.1 and 10.2. If H is the Heawood graph, then G is the digraph F7 of Figure 6, so
we assume not. Hence by 10.1 and 10.2, there is a subgraph R of H that is an odd subdivision of
Rotunda, with join X say, such that:
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• H \ V (R) has a perfect matching; and

• the three components of R \X are contained in three distinct components of H \X.

Let (A,B) be a bipartition of R. Let R1, R2, R3 be the three components of R\X. Since R is an odd
subdivision of Rotunda, it follows that |A ∩X| = 2. Let X = {x1, . . . , x4} where X ∩ A = {x1, x3}.
Let C1, . . . , Ck be the components of H \X, and let Ri ⊆ Cti for i = 1, 2, 3. By 10.2, i1, i2, i3 are all
different.

(1) |V (C) ∩ A| = |V (C) ∩B| for each component C of H \X, and therefore the number of edges in
M between X ∩A and V (C) ∩B equals the number between X ∩B and V (C) ∩A.

In this case, we may assume that ti = i for i = 1, 2, 3, and C 6= C1, C2, by the symmetry between
C1, C2, C3. Choose edges e1, e2 between x1 and V (C1), and between x3 and V (C2), respectively.
Since H is 2-extendible, the matching {e1, e2} can be extended to a perfect matching of H, and
consequently |V (C) ∩ A| ≤ |V (C) ∩ B|. Similarly, |V (C) ∩ B| ≤ |V (C) ∩ A|, and so equality holds.
This proves the first statement of (1), and the second follows since M is a perfect matching. This
proves (1).

For 1 ≤ i ≤ k, let Mi be the set of edges in M that have both ends in V (Ci). We produce G
from H by directing the edges of H from A to B, and then contracting the edges of M ; for each edge
e ∈M , let φ(e) be the vertex of G made by contracting e, and for N ⊆M let φ(N) = {φ(e) : e ∈ N}.
Let Y be the set of vertices φ(e) such that e ∈M has an end in X.

Since G is 3-weak, at most one edge of M has both ends in X, so 3 ≤ |Y | ≤ 4. Suppose first that
there is such an edge, say x3x4 ∈M . Let e1, e2 be the edges in M incident with x1, x2 respectively.
By (1), there exists j ∈ {1, . . . , k} such that e1, e2 each have an end in V (Cj). From the symmetry,
we may assume that i1 = 1, i2 = 2 and j = 3 (possibly j = i3). It follows that φ(M1), φ(M2) are
the vertex sets of weak components of G \ Y . Moreover, for i = 1, 2, all edges of H between V (Ci)
and an end of e1 are incident with x1 (since the other end of e1 is in V (Cj)), and so in G, all edges
between V (Wi) and y1 are directed from y1 to Wi, that is, y1 →Wi. Similarly y2 ←Wi for i = 1, 2.
Since |V (Ct3)| ≥ 4, it follows that |M3| ≥ 1 (even if j = 3), and so G \ Y has at least three weak
components, and therefore the first outcome of the theorem holds.

Thus we may assume that no edge of M has both ends in X. For 1 ≤ i ≤ 4, let ei be the edge
in M incident with xi, and let φ(ei) = yi.

Next, we assume that there exist distinct j1, j2 ∈ {1, . . . , k} such that e1, e2 have an end in V (Cj1)
and e3, e4 each have an end in V (Cj2). It follows that y4y1 /∈ E(G) (because the end of e1 in B and
the end of e4 in A belong to different components of H \X), and similarly y2y3 /∈ E(G). For every
weak component W of G \ Y , let FW ⊆M such that φ(FW ) = V (W ); then FW is a subset of Mi for
some i. If no edge in M joins X and V (Ci), then FW = Mi, and y1, y3 → W , and y2, y4 ← W . Let
A be the set of weak components W of G \ Y such that φ(FW ) 6⊆ V (Cj2), and let B be the set such
that φ(FW ) 6⊆ V (Cj1). Thus, y1 → W and y2 ← W for each W ∈ A, and y3 → W and y4 ← W for
each W ∈ B. It follows that every weak component of G \ Y belongs to A ∪ B. Mooreover, one of
t1, t2, t3 6= j1, j2, so A ∩ B 6= ∅. Hene the second outcome holds.

Finally, we assume that for some j ∈ {1, . . . , k}, e1, . . . , e4 each have an end in V (Cj). We may
assume that j 6= t1, t2, and so φ(M(t1)), φ(M(t2)) are the vertex sets of two weak components W of
G\Y that satisfy y1, y3 →W and y2, y4 ←W . Hence the third outcome holds. This proves 10.3.
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This result tells us about decompositions in odd-weightable digraphs. Since weightable digraphs
are odd-weightable, 10.3 applies also to weightable digraphs, but for weightable digraphs we can
refine these decompositions so that they become the reverse of constructions, as we show in the next
few sections.

11 Path lemmas

We need some lemmas about dipaths. If P is a dipath and u, v ∈ V (P ), and u is earlier than v in
P , then P [u, v] denotes the subpath of P from u to v.

11.1 Let G be a digraph, and let a1, a2, b1, b2 ∈ V (G) be distinct. Suppose that:

• |V (G)| ≥ 5;

• no edge has head a1 or a2, and no edge has tail b1 or b2;

• for each vertex v ∈ V (G) \ {b1, b2} and i = 1, 2, there is a dipath from v to bi, and

• for every vertex v ∈ V (G) \ {a1, a2} and i = 1, 2, there is a dipath from ai to v.

Then there are two dipaths from {a1, a2} to {b1, b2} that are not vertex-disjoint, and such that their
ends are all distinct.

Proof. We begin with:

(1) There is a dipath from a1 to b1 with length at least two.

Since |V (G)| ≥ 5, there is a vertex different from a1, a2, b1, b2, by the third and fourth bullets,
there is a dipath from a1 to this vertex, and from this vertex to b1, and therefore the union of these
paths includes a dipath from a1 to b1 of length at least two. This proves (1).

Let us say a fork means a triple (P1, P2, Q1), where P1, P2, Q1 are dipaths, pairwise vertex-disjoint
except that they have a common end v 6= a1, a2, b1, b2, and P1 is from a1 to v, P2 is from a2 to v,
and Q1 is from v to b1.

(2) There is a fork.

By (1), there is a dipath from a1 to b1 with non-null interior. By the fourth bullet of the theo-
rem, there is a dipath from a2 to the interior of P1; choose a minimal such path P2, and let v be the
end of P2 in the interior of R. Let P1, Q1 be the subpaths of R from a1 to v, and from v to b1. Then
(P1, P2, Q1) is a fork. This proves (2).

Let us choose a fork (P1, P2, Q) with Q maximal, and let v be the common end of the three paths.

(3) There is no dipath between V (P1), V (P2) that is vertex-disjoint from V (Q1).
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Suppose that is a such a path, from V (P1) to V (P2), say, and let R be a minimal such path,
with ends ri ∈ V (Pi) for i = 1, 2. Then

(P1[a1, r1] ∪R,P2[a2, r2], P2[r2, v] ∪Q2)

is a fork, contrary to the maximality of Q1. This proves (3).

There is a dipath from V (Q1) to b2; let Q2 be a minimal such path, with ends u ∈ V (Q1) and b2.
Thus, u is the only vertex of Q2 in V (Q1), and u 6= b1. By (3), Q2 does not meet both V (P1)\{v} and
V (P2) \ {v}, and so, exchanging a1, a2 if necessary, we may assume that V (Q2)∩V (P2) ⊆ {u}∩{v}.
But then the dipaths P2 ∪ Q1[v, u] ∪ Q2 and P1 ∩ Q1 have nonempty intersetion and satisfy the
theorem. This proves 11.1.

Let G be a digraph, let a1, a2, b1, b2 ∈ V (G), and for i = 1, 2 let Pi be a dipath from ai to bi,
chosen such that P1, P2 intersect, and subject to that their union is minimal. We say that P1, P2 are
in bubble form.

11.2 Let G, a1, a2, b1, b2, P1, P2 be as above, where P1, P2 are in bubble form. Then P1 ∩ P2 is the
disjoint union of dipaths Q1, . . . , Qk for some k ≥ 1, such that Q1, . . . , Qk are in this order in P1,
and in the reverse order in P2.

Proof. We claim that:

(1) If u, v ∈ V (P1 ∩ P2), then either u is before v in one of P1, P2 and after v in the other, or
the subpaths of P1, P2 joining u, v are equal.

To see this, suppose that u is before v in both P1, P2 There is a dipath P ′2 from a2 to b2, in-
cluded in P2[a2, u] ∪ P1[u, v] ∪ P2[v, b2]. Since P ′2 ⊆ P1 ∪ P2, the minimality of P1 ∪ P2 implies that
P2 ⊆ P1 ∪ P ′2, and in particular every edge of P2[u, v] belongs to E(P1 ∪ P ′2) and hence to E(P1)
(because it cannot belong to P ′2 unless it is in P1[u, v]). So P2[u, v] is a subpath of P1, and therefore
P2[u, v] = P1[u, v]. This proves (1).

Certainly P1 ∩ P2 is the disjoint union of some number of dipaths Q1, . . . , Qk; let us number
the latter in their order in P1. By (1), these subpaths appear in P2 in reverse order. This proves
11.2.

If P1, P2 are in bubble form, we call the number of components of P1 ∩ P2 their intersection
number; and we say P1, P2 make a bubble if they have intersection number two.

12 Refining the outcomes of 10.3

Now we will start to convert the outcomes of 10.3 to reversible decompositions for weightable di-
graphs. We begin with the the first outcome of 10.3. Two dipaths are internally disjoint if every
vertex in both of them is an end of each of them.
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12.1 Let y1, y2, y3 be distinct vertices of a 2-strong, 3-weak, weightable digraph G, and let Y =
{y1, y2, y3}. Suppose that G\Y has at least two weak components W such that y1 →W and y2 ←W .
Then G can be built from two smaller weightable digraphs by an application of the construction of
9.1.

Proof. By hypothesis, there are two weak components A,B of G \ Y such that y1 → A ∪ B and
y2 ← A ∪B. Let C = G \ V (A ∪B). For distinct yi, yj ∈ Y , we mean by A[i, j] a dipath from yi to
yj with all internal vertices in V (A), and the same for B. By C[i, j] we mean a dpath of C from yi
to yj with no internal vertex in Y .

(1) C[2, 1], C[3, 2] exist.

Since G is 2-strong, there are two internally disjoint dipaths from {y2, y3} to y1, and since y1 → A∪B,
it follows that each of these dipaths has no vertex in V (A ∪B). This proves (1).

(2) A[1, 3], A[3, 2], B[1, 3], B[3, 2] exist.

Choose v ∈ V (A). Since G is 2-strong, there are two internally disjoint dipaths of G from v to
Y and y1 → B, and since y1 → A, all their vertices belong to V (B) ∪ {y2, y3}. Similarly, there
are dipaths from y1, y3 to v such that all their vertices belong to {y1, y3} ∪ V (A). Consequently,
A[1, 3], A[3, 2] exist, and the same holds for B. This proves (2).

(3) B[1, 3], B[3, 2] are internally disjoint, for every choice of B[1, 3], B[3, 2].

Suppose not, and choose b ∈ V (B) that belongs to both paths. Then the dicycles B[1, 3] ∪ C[3, 1]
and B[3, 2] ∪ C[2, 1] ∪A[1, 3] disagree on {b, y3, y1}, contrary to 5.1. This proves (3).

Let W1 = G \ V (A), and let W2 be the subdigraph obtained from A by adding Y and all edges
of G between Y, V (A). Thus, W1,W2 are internally disjoint Y -wings with union G. We claim:

• There is a W1-path from y2 to y1, and y1 is a source of W2, and y2 is a sink of W2. This is true
because C[2, 1] is such a path, and y1 → A, and y2 ← A.

• The digraph G1 obtained from W1 by adding the edges y1y2, y1y3, y3y2 (if they are not already
present) is 1-strong and weightable. This is true because G1 is clearly 1-strong, and it can be
obtained as a butterfly minor from G by contracting singular edges of W1 ∪ A[1, 2] ∪B[1, 3] ∪
B[3, 2], by (3).

• The digraph G2 obtained from W2 by adding the edges y2y1, y1y3, y3y2 (if they are not already
present) is 1-strong and weightable. This is true because it is clearly 1-strong, and it can be
obtained as a butterfly minor from G by contracting singular edges of W2 ∪ C[2, 1] ∪B[1, 3] ∪
B[3, 2].

This proves 12.1.

Now we handle the second outcome of 10.3:
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12.2 Let y1, . . . , y4 be distinct vertices of a 2-strong, 3-weak, weightable digraph G, and let Y =
{y1, . . . , y4}. Let A be the set of all weak components A of G \ Y such that y1 → A and y2 ← A,
and let B be the set of all weak components B of G \ Y such that y3 → B and y4 ← B. Suppose that
y4y1, y2y3 /∈ E(G); every weak component of G \ Y belongs to A ∪ B; and A ∩ B 6= ∅. Then G is
nonplanar, and can be constructed from three smaller weightable digraphs by the construction of 9.4.

Proof. For each weak component A of G \ Y , and all distinct i, j ∈ {1, . . . , 4}, A[i, j] denotes a
dipath of G from yi to yj with all internal vertices in V (A).

(1) For each C ∈ A ∩ B, C[1, 2], C[1, 4], C[3, 2], C[3, 4] exist, and every choice of C[3, 2] is vertex-
disjoint from every choice of C[1, 4].

Choose v ∈ V (C). Since G is 2-strong, there are two dipaths from v to Y , vertex-disjoint except for
v, and since y1, y3 → C, it follows that these paths are from v to y2, y4 respectively. Similarly, there
are dipaths from y1, y3 to v; and consequently C[1, 2], C[1, 4], C[3, 2], C[3, 4] exist.

Suppose that there is a vertex c in some C[3, 2] and in some C[1, 4]. There are two vertex-disjoint
dipaths from y4 to y1, say P,Q, and by hypothesis, each contains one of y2, y3; so we may assume
that P contains y2 and Q contains y3. Since y4 ← C and y1 → C, and y2 /∈ V (Q), it follows that
V (Q) ∩ V (C) = ∅. But then C[3, 2] is a dicycle containing c, y3, y1 in this order. Similarly there is
a dicycle containing c, y1, y3 in this order, and these cycles disagree on {c, y1, y3}, a contradiction.
This proves (1).

(2) In G, every dipath from y1 to y3 intersects every dipath from y4 to y2.

Suppose that P,Q are dipaths from y1 to y3 and from y4 to y2 respectively, that are vertex-disjoint.
In particular, no internal vertex of P or Q belongs to Y . Hence, either P has length one, or there
exists A1 ∈ A \ B such that P is a path of A+

1 . Similarly, either Q has length one, or there exists
A2 ∈ A \ B such that Q is a path of A+

2 . (Possibly A2 = A1.) There is a dipath R from y2 to y1 in
G \ {y4}. Either R has length one, or its second vertex belongs to V (B1) for some B1 ∈ B \A; and if
the latter, then B1 is a path of B+

1 , since y3 → B1. In particular, R is internally disjoint from P,Q.
By 11.1, there are two dipaths L,M in C+ from {y1, y3} to {y2, y4} that are not vertex-disjoint, and
such that their ends are all distinct. By (1), we may assume that L is from y1 to y2 and M is from
y3 to y4. By (1), L,M do not have intersection number one, so there exist a, b such that y1, a, b, y2
are in order in L, and y3, b, a, y4 are in order in M . But then R ∪ L and P ∪ R ∪ Q ∪M are both
dicycles, and they disagree on {a, b, y1}, a contradiction. This proves (2).

(3) |A \ B| = 1 and |B \ A| = 1.

There is a dipath P from y1 to y3, not containing y4. Either P has length one, or its penulti-
mate vertex belongs to V (A1) for some A1 ∈ A; and if the latter, then P is a path of A+

1 , since
y2 ← A1 and y4 /∈ V (P ). Similarly, there is a dipath from y4 to y2, that either has length one or is a
path of A+

2 for some A2 ∈ A. By (2), these two dipaths share an internal vertex; so they do not have
length one, and A1 = A2. Since there is an edge from V (A1) to y3, it follows that A1 /∈ B. We claim
that A1 is the unique member of A\B. Suppose that A3 is another. Since A3 /∈ B, it is not the case
that y3 → A3 and y4 ← A3. From the symmetry under reversing the direction of all edges, we may
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assume that y3 6→ A3. For each v ∈ V (A3), let Mv be the set of y ∈ Y such that there is a dipath of
A+

3 from y to v with no internal vertex in Y , and let Nv be the set of y ∈ Y such that there is a dipath
of A+

3 from v to y with no internal vertex in Y . (Thus Nv ⊆ {y2, y3, y4} and Mv ⊆ {y1, y3, y4}, since
y1 → A3 and y2 ← A3.) Let X be the set of all vertices v ∈ V (A3) with y3 ∈ Nv. Thus X 6= ∅, and
there is no edge of A3 from V (A3) \X to X. Thus y2 /∈ Mv since y2 ← A3; and y1 /∈ Mv, since by
(2), every dipath from y1 to y3 intersects a dipath of A+

1 . Since |Mv| ≥ 2 (because G is 2-strong), it
follows that Mv = {y3, y4} for each v ∈ X. By (2) again, y2 /∈ Nv; and from the hypothesis, y1 /∈ Nv,
since every dipath from y4 to y1 contains one of y2, y3. Thus Nv = Mv = {y3, y4}, for each v ∈ X.
Since G is 3-weak, there is an edge of A3 between X and V (A3) \X. We already saw that no such
edge has head in X, so we assume that vu ∈ E(A), where v ∈ X and u /∈ X. Hence Nu ⊆ Nv, and
since |Nu| ≥ 2 it follows that Nu = {y3, y4}. Since y3 /∈ Mu (because u /∈ X) and Mu ⊆ {y1, y3, y4},
it follows that Mu = {y1, y4}, contradicting (2). This proves (3).

Let A \ B = {A}, and B \ A = {B}. Consequently, A[1, 3], A[4, 2] exist and intersect, and there-
fore A[1, 2], A[4, 3] exist; and similarly B[3, 1], B[2, 4] exist and intersect, and B[3, 4], B[2, 1] exist.
Thus, each vertex in Y has a neighbour in V (A), and a neighbour in V (B); and since there exists
C ∈ A ∩ B, and at least three vertices in Y have a neighbour in V (C) since G is 3-weak, it follows
that G is nonplanar.

(4) There do not exist ditinct vertices x, y in both A[1, 3], A[4, 2], such that y1, x, y, y3 are in or-
der in A[1, 3], and y4, y, x, y2 are in order in A[4, 2]. Consequently, if A[1, 3], A[4, 2] are in bubble
form, they have intersection number one, and the same for B[3, 1], B[2, 4].

Suppose that x, y belong to both A[1, 3], A[4, 2], and y1, x, y, y3 are in order in A[1, 3], and y4, y, x, y2
are in order in A[4, 2]. Choose z in both B[3, 1], B[2, 4]. Then A[1, 3] ∪ B[3, 1] and A[4, 2] ∪ B[2, 4]
are dicycles that disagree on {x, y, z}, a contradiction. This proves (4).

(5) There is a choice of the three dipaths A[1, 3], A[4, 2], A[4, 3] such that the intersection of each
pair of them is a path, and the intersection of all three is null. Similarly there is a choice of
B[3, 1], B[2, 4], B[2, 1] with the same property.

If y4y3 ∈ E(G) then the claim is true by (4), so we assume that y4y3 /∈ E(G). There are two
internally disjoint dipaths P,Q in G from y4 to y3, both of length at least two. By (2), the second
vertex of P is not equal to y2, and so it belongs to V (A). Similarly, the penultimate vertex of P
belongs to V (A). Suppose that P has some internal vertex notin V (A). Hence, and since y1 → A,
P ∩ A contains two disjoint subpaths, one from y4 to y2, and the other from y1 to y3, contrary to
(2). Hence all vertices of P belong to V (A)∪Y , and so y1, y2 /∈ V (P ) (because y1 → A and y2 ← A,
and so neither is an interior vertex of a dipath of A+). Thus P is a choice for A[4, 3], and similarly
so is Q. Let R be a choice of A[1, 3], and S a choice of A[4, 2]; and in addition, let us choose R,S
with P ∪Q ∪ R ∪ S minimal. Let R1 be the minimal path of R from y1 to V (P ∪Q), and we may
assume that R1 has ends y1 and r ∈ V (P ). (Possibly r = y3, but if not then R1 is disjoint from Q.)
Similarly, let S1 be the minimal subpath of S from V (P ∪Q) to y2, with ends s, y2. Thus s belongs
to one of P,Q. Suppose first that s ∈ V (Q). By (4) applied to R1 ∪ P [r, y3] and Q[y4, s] ∪ S1, it
follows that R1, S1 have intersection number one, and by the minimality of P ∪Q ∪R ∪ S it follows
that R1∩S1 is a path. But then the claim holds, taking A[1, 3] = R1∪P [r, y3], A[4, 2] = Q[y4, s]∪S1
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and A[4, 3] = P . Thus we may assume that s /∈ V (Q), and so s ∈ V (P ). Next suppose that s
belongs to P [y1, r], and s 6= r. Then from (4), it follows that R1, S1 are disjoint, and so taking
A[1, 3] = R1 ∪ P [r, y3], A[4, 2] = P [y4, s] ∪ S1 and A[4, 3] = Q. So we may assume that s belongs to
P [y4, r]. By (4), R1, S1 have intersection number one, and so by the minimality of P ∪Q ∪R ∪ S it
follows that R1 ∩ S1 is a path. But then taking A[1, 3] = R1 ∪ P [r, y3], A[4, 2] = P [y4, s] ∪ S1 and
A[4, 3] = Q satisfies the claim. This proves (5).

Let W1 be the Y -wing obtained from A by adding Y , all edges between Y and V (A), and the
edge y4y3 if it exists. Let W2 be the Y -wing obtained from B by adding Y , all edges between Y
and V (B), and the edge y2y1 if it exists. Let W3 be the Y -wing such that W1,W2,W3 are pairwise
internally disjoint and have union G. Then we claim:

• y1 is a source of W1 ∪W3, and y2 is a sink of W1 ∪W3, and y3 is a source of W2 ∪W3, and
y4 is a sink of W2 ∪W3. To see this, it is clear that y1 is a source of W1, but we must check
that it is a source of W3, and similarly we must check the other three statements for W3. But
each C ∈ A ∩ B satisfies y1, y3 → C and y2, y4 ← C, so we only need to check the edges with
both ends in Y . Let yy′ ∈ E(G), where y, y′ ∈ Y . We must show that either (y, y′) = (y4, y3)
(when this edge is included in W1), or (y, y′) = (y2, y1) (similarly), or y 6= y2, y4 and y′ 6= y1, y3.
Suppose that y ∈ {y2, y4}. By (2) and since A[1, 3], B[3, 1] exist, it follows that y′ /∈ {y2, y4}.
But there are no edges y4y1 or y2y3, by hypothesis, and the edges y4y3, y2y1 are not as problem,
as we saw. So we may assume that y /∈ {y2, y4}, and similarly y′ /∈ {y1, y3}, as required.

• There is a dipath of W1 from y1 to y2, and there is a dipath of W2 from y3 to y4. This is true
since A[1, 2] and B[3, 4] exist.

• The digraphG1 obtained fromW1 by adding a new vertex v1 and the edges v1y1, y2v1, y3v1, v1y4, y2y1
is 1-strong and weightable. This is true since this digraph is a butterfly minor of G, obtained
from W1∪B[3, 1], B[2, 4], B[2, 1] by contracting singular edges, where B[3, 1], B[2, 4], B[2, 1] are
as in (5).

• The digraphG2 obtained fromW2 by adding a new vertex v2 and the edges y1v2, v2y2, v2y3, y4v2, y4y3
is 1-strong and weightable. This is true for the same reason as the previous bullet.

• The digraph G0 obtained from W3 by adding the edges y1y3, y3y1 and making the identifications
y1 = y2 and y3 = y4 is 1-strong and weightable. This is true since this digraph is a butterfly
minor of G, obtained by contracting singular edges of W3 ∪ A[1, 3] ∪ A[4, 3] ∪B[3, 1] ∪B[2, 1],
where A[1, 3], A[4, 3], B[3, 1], B[2, 1] are as in (5).

This proves 12.2.

Finally, we handle the third outcome:

12.3 Let y1, . . . , y4 be distinct vertices of a 2-strong, 3-weak, weightable digraph G, and let Y =
{y1, . . . , y4}. Suppose that A,B are distinct weak components of G \ Y , and y1, y3 → A,B and
y2, y4 ← A,B. Then G is nonplanar, and G can be built from two smaller weightable digraphs by the
construction of 9.5.
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Proof. Let C = G \ V (A ∪B). For distinct yi, yj ∈ Y , A[i, j] means a dipath from yi to yj with all
internal vertices in V (A), and B[i, j] is defined analogously. By C[i, j] we mean a dipath of C from
yi to yj with no internal vertex in Y .

(1) We may assume that there are choices of C[2, 1], C[4, 3] that are vertex-disjoint.

Since G is 2-strong, there are two vertex-disjoint dipaths from {y2, y4} to {y1, y3}, and by exchanging
y1, y3 if necessary, we may assume that there are disjoint dipaths from y2 to y1 and from y4 to y3.
Since neither path has any internal vertex in Y , and y1, y3 → A ∪ B, it follows that both paths are
paths of C. This proves (1).

Since V (A) 6= ∅ and G is 2-strong, it follows as usual that A[1, 2], A[1, 4], A[3, 2], A[3, 4] exist, and
the same for B.

(2) A[1, 4], A[3, 2] are vertex-disjoint, for every choice of A[1, 4], A[3, 2]; and the same for B.

Suppose there is a vertex c in both A[1, 4], A[3, 2]. Then, choosing C[2, 1], C[4, 3] as in (1),

A[1, 4] ∪ C[4, 3] ∪B[3, 2] ∪ C[2, 1]

A[3, 2] ∪ C[2, 1] ∪B[1, 4] ∪ C[4, 3]

are dicycles that disagree on {y1, y3, c}, a contradiction. This proves (2).

(3) There are choices of A[1, 2], A[3, 4] that intersect, and the same for B.

This is immediate from (2) and 11.1.

(4) C[4, 1], C[2, 3] intersect, for every choice of C[4, 1], C[2, 3]; and hence G is nonplanar.

Otherwise, choosing A[1, 2] and A[3, 4] as in (3), and c in both paths,

A[3, 4] ∪ C[4, 1] ∪B[1, 2] ∪ C[2, 3]

A[1, 2] ∪ C[2, 3] ∪B[3, 4] ∪ C[4, 1]

are dicycles that disagree on {y1, y3, c}, a contradiction. This proves the first claim. Since the com-
mon vertices of C[4, 1], C[2, 3] are not in Y . the internal vertices of C[4, 1], C[2, 3] all belong to a
weak component D of G \Y and each of y1, . . . , y4 has a neighbour in V (D). Since each of y1, . . . , y4
also has a neighbour in V (A) and a neighbour in V )B), G is nonplanar. This proves (4).

(5) There is a choice of A[1, 2] and A[3, 4] that make a bubble, and the same for B.

By (3) we may choose A[1, 2] and A[3, 4] in bubble form. By (2), their intersection is not a sin-
gle path, and so it consists of at least two disjoint paths P1, . . . , Pk. Suppose that k ≥ 3, and choose
pi ∈ V (Pi) for i = 1, 2, 3. Then, by 11.2, the dicycles A[1, 2] ∪ C[2, 1], A[3, 4] ∪ C[4, 3] disagree on
{p1, p2, p3}, a contradiction. Thus k = 2, and this proves (5).
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(6) C[2, 1], C[4, 3] are vertex-disjoint for every choice of C[2, 1], C[4, 3].

Suppose some vertex c belongs to both C[2, 1], C[4, 3], and choose A[1, 2], A[3, 4] as in (5). Choose
p1, p2 in both A[1, 2], A[3, 4], such that y1, p1, p2, y2 are in order in A[1, 2] and y3, b, a, y4 are in order
in A[3, 4]. Then A[1, 2] ∪ C[2, 1], A[3, 4] ∪ C[4, 3] are dicycles that disagree on {p1, p2, c}, a contra-
diction. This proves (6).

(7) There is a choice of C[4, 1], C[2, 3] that make a bubble.

From (4) we may choose C[4, 1], C[2, 3] in bubble form. By (6), their intersection is not one path, so
it is the disjoint union of at least two. If it is the disjoint union of at least three paths, choose vertices
c1, c2, c3 from three of these paths; then C[4, 1] ∪ A[1, 4], C[2, 3] ∪ A[3, 2] disagree on {c1, c2, c3}, a
contradiction. So C[4, 1], C[2, 3] make a bubble. This proves (7).

Let W1 be the Y -wing obtained from A ∪ B by adding Y and all edges between V (A ∪ B) and
Y , and let W2 = C. Thus, W1,W2 are internally disjoint Y -wings with union G. We claim:

• y1, y3 are sources of W1 and y2, y4 are sinks of W1. This is clear.

• There are dipaths of W1 from y1 to y4 and from y3 to y2, and there are dipaths of W2 from y2
to y1 and from y4 to y3. This is true because A[1, 4], A[3, 2], C[2, 1], C[4, 3] exist.

• The digraph G1 obtained from W1 by adding the edges y2y1, y4y3, y1y3, y3y1 is 1-strong and
weightable. This is true since G1 is a butterfly minor of G, obtained by contracting singular
edges of W1 ∪ C[4, 1] ∪ C[2, 3], where C[4, 1], C[2, 3] are chosen as in (7).

• The digraph G2 obtained from W2 by adding two new vertices v1, v2 and the edges

y1v1, y3v2, v1y4, v2y3, y3y4

is 1-strong and weightable. This is true since G2 is a butterfly minor of G, obtained by
contracting singular edges of W2 ∪A[1, 2] ∪A[3, 4] ∪B[3, 4], where A[1, 2], A[3, 4] are as in (5).

This proves 12.3.

We deduce:

12.4 Every 2-strong 3-weak weightable planar digraph is diplanar.

Proof. We assume that G is 2-strong, 3-weak, weightable and not diplanar, and we need to show
that G is not planar. Since G is weightable, G 6= F7, and it follows from 10.3 that G satisfies one of
the three outcomes of that theorem. In the first case, G is immediately nonplanar. In the other two
cases, G is nonplanar by 12.2 and 12.3 respectively. This proves 12.4.

And our second main theorem:

12.5 Every weightable digraph can be built by means of the constructions of Sections 6 and 9 from
1-strong diplanar digraphs.
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Proof. Let G be a weightable digraph; we prove that G can be so constructed by induction on
|V (G)|. We can assume that G is simple. We may assume that G is 2-strong and 3-weak, because
otherwise it can be built from smaller weightable digraphs by the constructions of Sections 6. If G
is planar, then it is diplanar by 12.4 and we are done. Otherwise, by 10.3 and 12.1, 12.2 and 12.3, G
can be built by the constructions of Section 9 from smaller 1-strong digraphs, and the result follows
from the inductive hypothesis. This proves 12.5.
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