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ABSTRACT. We prove that the %—snowﬂake of any finite-dimensional normed space X embeds into

a Hilbert space with quadratic average distortion
0 ( log dim(X)) .

We deduce from this (optimal) statement that if an n-vertex expander embeds with average dis-
tortion D > 1 into X, then necessarily dim(X) > n®*/P) which is sharp by the work of John-
son, Lindenstrauss and Schechtman (1987). This improves over the previously best-known bound
dim(X) 2> (logn)?/D? of Linial, London and Rabinovich (1995), strengthens a theorem of Ma-
tousek (1996) which resolved questions of Johnson and Lindenstrauss (1982), Bourgain (1985) and
Arias-de-Reyna and Rodriguez-Piazza (1992), and answers negatively a question that was posed
(for algorithmic purposes) by Andoni, Nguyen, Nikolov, Razenshteyn and Waingarten (2016).

1. INTRODUCTION

Given D > 1, we say that an infinite metric space (111, dy) embeds into a normed space (Z, ||| 2)
with quadratic average distortion D if for every Borel probability measure w on 771 there exists a
D-Lipschitz mapping f = f. : 11l — Z that satisfies

// 1£(@) — F@)]2 du(z) du(y) > // dn(z,y)? du(z) du(y). 1)
M xnm mxm

In comparison, the requirement that (171, dy;) embeds with bi-Lipschitz distortion D into (Z,] - ||z)
means that there exists a D-Lipschitz mapping f : 11l — Z that satisfies

Va,ye M, (@) = fW)lz= dm(z,y). (2)

Thus is a natural average-case counterpart to the worst-case condition (2)) where, in lieu of a
canonical probability measure on 771, one demands that the notion of “average” is with respect to
any Borel probability measure on 771 while allowing the embedding to depend on the given measure.

The following theorem is (a special case of) our main result. Its statement uses the terminology
(e.g [44]) that for w € (0, 1], the w-snowflake of a metric space (171, dyn) is the metric space (171, djf;).

Theorem 1. For every integer k > 2, the %—snowﬂake of any k-dimenstonal normed space embeds

into a Hilbert space with quadratic average distortion Cy/logk, where C > 0 is a universal constant.

Compare Theorem |1| with John’s classical theorem [67] that X embeds into a Hilbert space with
bi—Lipschit distortion v/k. This is sharp, as exhibited by X = E’;o or X = E’f. Power-type behavior
is necessary also for bi-Lipschitz embeddings of snowflaked norms, as shown by the following lemma.

Lemma 2. Fiz w € (0,1] and k € N. The w-snowflake of any k-dimensional normed space embeds
with bi-Lipschitz distortion k% into a Hilbert space. Conversely, any embedding of the w-snowflake
of Kﬁo into a Hilbert space incurs bi-Lipschitz distortion at least a universal constant multiple of k= .
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1john’s theorem is often stated in the literature with the embedding being a linear transformation, but this is
equivalent to the way we stated it by passing to a derivative of the embedding, which exists almost everywhere [54} 26].



In contrast to Lemmal[2] in Theorem [I] we establish that if one wishes to obtain an embedding into
a Hilbert space which is %—Hélder and preserves the %—snowﬂaked distances only on average rather
than the worst-case pairwise distance preservation requirement of John’s theorem (or its version

for snowflakes that appears in Lemma, , which shows that for %—snowﬂakes the best bi-Lipschitz

distortion that one could hope for is of order v/k), then the distortion can be improved dramatically
to a universal constant multiple of v/log k. Importantly, the notion of “average” here can be taken
to be with respect to any Borel probability measure on X whatsoever.

Theorem [1|is sharp in two ways. Firstly, we will see that its Cy/log & bound is sharp (this occurs
when X = (% and the probability measure is uniform over an isometrically embedded k-vertex
expander). Secondly, one cannot perform a lesser amount of snowflaking of the norm while still
obtaining average distortion k°(!). Namely, we will see that if ¢ € (0, %] and one aims to embed the
(% + 5)—snowﬂake of every such X into a Hilbert space with quadratic average distortion D, then
necessarily D > k° (this occurs when X = ¢¥ and the probability measure is uniform over {0, 1}*).

Thus, the exponential improvement over John’s distortion bound that we obtain in Theorem [I]is
made possible by allowing the distances to be preserved only on average, and simultaneously intro-
ducing an inherent nonlinearity through snowflaking; performing only one of these two modifications
of John’s theorem does not suffice. We will soon see that, despite the fact that the distance preser-
vation guarantee that is furnished by Theorem is (necessarily) weaker than that of John’s theorem,
it has quite substantial implications. It is also worthwhile to note that unlike John’s embedding,
which is achieved explicitly by considering the ellipsoid of maximal volume that is inscribed in the
unit ball of X, our proof of Theorem [1| establishes the existence of the stated embedding implicitly
through reliance on a duality argument; obtaining a more constructive proof would be valuable.

Theorem [I]is in fact a special case of a stronger theorem that treats embeddings into targets that
are not necessarily Hilbertian, L, variants of the quadratic requirement , and other snowflakes of
X, and it also obtains improved embeddings (i.e. with less snowflaking) if X satisfies an additional
geometric assumption; see Theorem [12] below. It is beneficial to start by presenting the above basic
version (quadratic, Hilbertian, without any assumption on the geometry of X) because it does not
require the introduction of further terminology, and it has a noteworthy geometric consequence that
we wish to explain first, prior to passing to the somewhat more involved setup of Section below.

Remark 3. In the spirit of Theorem [1] it is simple to find other examples of metric spaces (11, dp)
whose quadratic average distortion into some Banach space Z is significantly smaller than their
bi-Lipschitz distortion into Z. Indeed, it is straightforward to check that if (771, djy;) is an infinite
equilateral space, i.e., dpy(z,y) = 1 for all distinct z,y € 1M, then 1M embeds into Z = R with finite
quadratic average distortion, but 711 does not admit a bi-Lipschitz embedding into R™ for any n € N.
Much more substantially, any weighted planar graph (equipped with its shortest-path metric) or
any O(1)-doubling metric space (see [61]) embeds into the real line with O(1)-quadratic average
distortion (see [107, Section 7| for a justification of this, which adapts the reasoning in [125]), while
such spaces need not even admit a bi-Lipschitz embedding into a Hilbert space |29, [77]. Also, if
2 < p < oo, then £, does not admit a bi-Lipschitz embedding into a Hilbert space (see [26]), but it
follows from [I07] that ¢, embeds into a Hilbert space with quadratic average distortion O(p), and
that this bound is optimal. More such examples will be obtained below.

1.1. Notation, terminology, conventions. Below, all metric spaces will be tacitly assumed to be
separable. While some of the ensuing statements hold without a separability assumption, adhering
to this convention avoids measurability side-issues that would otherwise obscure the main geometric
content. Alternatively, one could harmlessly consider throughout only finitely supported measures.

In addition to the usual O(-),o(+), (-) notation, we will use the following (also standard) asymp-
totic notation. For Q, Q" > 0, the notations Q < Q" and Q' 2 @ mean that Q < KQ’ for a universal
constant K > 0. The notation @ =< @’ stands for (Q < Q') A (Q" < Q). If we need to allow for



dependence on parameters, we indicate this by subscripts. For example, in the presence of auxiliary
parameters \, &, the notation @ Sy ¢ Q' means that Q@ < c¢(¥, &)Q’, where ¢, &) € (0,00) may
depend only on 1 and &, and analogously for the notations @ 2y ¢ Q" and Q =<y Q'

We will use notions of Banach spaces [82} [83], metric embeddings [93], 119] and expanders [64] [6].
Any undefined term in the ensuing discussion is entirely standard and appears in the aforementioned
references, but in this short subsection we recall a modicum of simple concepts.

For a normed space (Z,] - ||z) and p > 1, the normed space ¢,(Z) consists of all those Z-valued
sequences x = (x1,Z2,...) € Z such that Ha:HZ(Z) = > [|zill% < co. One writes £,(R) = £,

Theorem |1| tensorizes in a straightforward manner to give the same conclusion for ¢1(X). In order
to facilitate later reference, it is beneficial to record this fact as the following separate statement.

Corollary 4. For any normed space X of dimension k > 2, the %—snowﬂake of £1(X) embeds into

a Hilbert space with quadratic average distortion Cy/logk, where C > 0 is a universal constant.

Proof. For every i € N let ¢; : £1(X) — X denote the i’th coordinate projection, i.e., ¢;(z) = z; for
each x = (r1,22,...,) € £1(X). Fix any Borel probability measure n on ¢1(X). For each i € N, an
application of Theorem 1| to the measure (¢;)sp on X (the image of u under ¢;) yields f; : X — H
which is 1-Holder with constant Cy/logk, where (H, || - [|g) is a Hilbert space, that satisfies

(eil)) — Filc 2 4l S (o), ) |
//gl ) 1£:(ci(@)) = fi(ei() || dre(z) du(y) > //E e 1@~ i) @) duty)
The desired embedding f : ¢1(X) — ¢2(H) is now defined by f(z) = (fi(x1), fa(x2),...). O

The bi-Lipschitz distortion of a metric space (1, djy;) in a normed space (Z, || - || z) is a numerical
invariant denoted cz (1) that is defined to be the infimum over those D € [1, 00| for which there
exists a D-Lipschitz mapping f : M — Z satistying || f(z) — f(y)|lz = dm(z,y) for all z,y € M.

The most natural setting to discuss average distortion of embeddings is that of metric probability
spaces, namely triples (171, dmy, ) where (171, dyy) is a metric space and p is a Borel probability
measure on /71. In this context, as an obvious variant of , forp > 0and D > 1, say that (1M, dm, 1)
embeds with p-average distortion D into a Banach space (Z, || - ||z) if there is a D-Lipschitz mapping
f M — Z such that [[,, 1 f(x) = f(w)l7 du(z) du(y) = [0 dm(z,y)P du(z) du(y). If this
holds with p = 1, one simply says that (111, dpy, 1) embeds with average distortion D into (Z, | ||z).

When a finite metric space (111, dpy) is said to embed with p-average distortion D into a Banach
space (Z, ]| -||z) without explicitly specifying the underlying probability measure w, it will always be
understood that p is the uniform probability measure on 171. Embeddings of finite metric spaces with
controlled average distortion have several interesting applications, and their systematic investigation
was initiated by Rabinovich [125]. If (171, dyy) is an infinite metric space, then when we say that it
embeds with p-average distortion D into (Z, ||-||z) we mean that for every probability measure p on
1M the metric probability space (111, dpy, 1) embeds with p-average distortion D into (Z, ] -||z). The
difference between the terminology for finite and infinite spaces is natural because finite spaces carry
a canonical probability (counting) measure while infinite spaces do not. We chose these conventions
so as to be consistent with the terminology in the literature, which only treats finite spaces.

Using the above terminology, we record for ease of later reference the following immediate con-
sequence of Corollary 4] (with the universal constant C € [1,00) the same).

Corollary 5. Suppose that (X, | -||x) is a normed space of dimension k > 2 and that (11, dm, 1)
is a metric probability space that embeds into ¢1(X) with average distortion D. Then, (11, /dm, 1)
embeds into a Hilbert space with quadratic average distortion C/D logk.

The following proposition demonstrates that the notion of average distortion is robust to changes
of the moments of distances that one wishes to approximately preserve, as well as to snowflaking.



Proposition 6. Fiz p,q,D € [1,00) and w € (0,1]. Suppose that an infinite separable metric space
(M, dy) embeds with p-average distortion D into a Banach space (Y, ||-|ly). Then, the w-snowflake
of (M, dm) embeds with q-average distortion D' = D'(p,q,w) > 1 into (Y, || - ||y), where

D/ §p7q7 max (U} (3)

We postpone discussion of Proposition [f] to Section [5.2| below, where it is proved and the implicit
dependence on p, ¢, w in (3)) is specified; see . It suffices to say here that Proposition @ shows
that phenomena such as Theorem [I] (as well as more refined results that we will soon state), in which
upon performing a certain amount of snowflaking the average distortion decreases from power-type
behavior to logarithmic behavior, are independent of the choice of “p” in the notion of p-average
distortion that one considers, and they persist if one performs an even greater amount of snowflaking.

Given n € N, let A1 = {n = (m,...,m,) € [0,1]" : Y7 ,m = 1} denote the simplex of
probability measures on {1,...,n}. When we say that a matrix A = (a;;) € M,(R) is stochastic we
always mean row-stochastic, i.e., (a1, ...,a;,) € A" ! for every i € {1,...,n}. Given me A" a
stochastic matrix A = (a;;) € M, (R) is m-reversible if ma;; = mja; for every i,j € {1,...,n}. In
this case, A is a self-adjoint contraction on Lo(7r) and the decreasing rearrangement of the eigenvalues
of A is denoted 1 = A1(A) > ... > A, (A) > —1. The spectral gap 1 — A2(A) can be interpreted by
straightforward linear algebra (expanding the squares and expressing in an eigenbasis of A) as the
largest factor (in the left hand side) for which the following quadratic inequality holds true.

n o n
Vai,...,on 652, 1 —)\2 ZZT[ZT[]HxZ x]\% ZZT[Z'CLZ‘j”l'i —xjHi. (4)

i=1 j=1 i=1 j=1

If G = ({1,...,n}, Eg) is a connected graph, then the shortest-path metric that it induces is
denoted dg : {1,...,n} x{1,...,n} — NU{0}. If G is A-regular for some A € {2,...,n}, then the
normalized adjacency matrix of G, denoted Ag € M, (R), is the symmetric stochastic matrix whose
entry at (,7) € {1,...,n} x {1,...,n} is equal to %1{i,j}eEG- Write A2(G) = Aa(Ag).

1.2. A spectral gap is an obstruction to metric dimension reduction. For every n € N there
is a O(1)-regular graph G,, = ({1,...,n}, Eg,) with 1/(1 —A2(G,,)) = O(1). See the survey [64] for
this statement and much more on such expanders. In particular, it is well-known that an argument
of Linial, London and Rabinovich [84] gives that if the -snowflake of ({1,...,n},dg,) embeds with
quadratic average distortion D > 1 into a Hilbert space, then necessarily D = /logn.

We will next recall why this nonembeddability statement holds, following an influential formula-
tion of the approach of [84] due to Matousek [92] and Gromov [56]. Before doing so, note that this
establishes the aforementioned optimality of the distortion bound of Theorem [I], since the Fréchet
embedding [563] yields an n-point subset S of X = (2 that is isometric to ({1,...,n},dg,), and
therefore if W is the uniform measure on S, then the quadratic average distortion of any embedding of
the 3-snowflake of (X, || ||z , 1) is at least a universal constant multiple of \/logn = +/log dim(X).

So, fix an integer n > 4 and A € {3,...,n—1}. Suppose that G = ({1,...,n}, Eg) is a connected
A-regular graph. Let (H, || - ||z) be a Hilbert space and assume that f: {1,...,n} — H satisfies

P FOESIO]-= Zchw and  V{i,j} € Eg, |If(i)—f()lg <D (5)

i=1 j=1 i=1 j=1
By a simple and standard counting argument (e.g. [92] page 193|), a positive universal constant

fraction of the pairs of vertices (4,7) € {1,... ,n} x {1,...,n} satisfy dg(i,j) = llgggz Hence,

ES I NTORNIDITE $5 9) SIEER. L3 ()

i=1 j=1 i=1 j=1




With this observation, the average distortion D can be bounded from below through an application
of the interpretation of a spectral gap to the normalized adjacency matrix of G, as follows.

H 1 ) .1_}\ n @1_)\((;)
2 s TEe| > O -rila = 2 ZZHf Ny = ﬁbgn, (7)

{Zvj}EEG =1 j=1

We have thus shown (following [84, 02| 56]) that

p> Y120 o0 (8)

Viog A
So, D Z y/logn when ﬁ <1and A <1, i.e., for expanders. In general, we have

Theorem 7. Fiz D > 1 and integers n, A > 3 with A < n. Let G= ({1,...,n}, Eg) be a A-reqular

connected graph. Suppose that (X, | - HX) is a finite-dimensional normed space such that the metric
space ({1,...,n},dg) embeds with average distortion D into £1(X). Then necessarily
©) 1—2A2(G
dim(X) >n'D,  where 1(G)> 1= 2(6) (9)

log A
Proof. By combining with Corollary it follows that /D logdim(X) = ¥ 11 ):f Viegn. 0O

Remark 8. The reasoning by which we deduced from did not use the entirety of the second
condition of . Namely, in addition to the first inequality in , it suffices to assume that

1

1 2
(55 X WO-10I) <, (10)

{ivj}eEG

Thus, we only need to have an upper bound on the discrete Sobolev W12 norm of the embedding
f, namely the left hand side of , rather than an upper bound on the Lipschitz constant of f. By
using this variant in place of the average distortion assumption in Theorem [7] one deduces mutatis
mutandis that the same conclusion (9 holds true if there exists f : {1,...,n} — ¢1(X) that satisfies

the following two requirements (which can be described, respectively, as “quantitative invertibility
on average,” combined with a bound on the discrete Sobolev W norm).

LS S~ 1Dy > 5 30D delind)

i=1 j=1 i=1 j=1
and )
B 2 0= F()l o < D
{l,]}GEG
In words, if G has a spectral gap and large average distance, and one is given x1, ..., z, € X for which

the averages of the two sets of distances {|lz; — ;[ x } ¢ j)eq1, ..nyx{1,..n} a0 {[|2i — 25X } i j1ere
are within a fixed but potentially large constant factor from the corresponding averages of distances
in G, then this crude geometric information about two specific “distance statistics” of the finite point
configuration {x1,...,z,} C X forces the continuous ambient space X to be high-dimensional.

The natural variant of Theorem [7]for £, products of k-dimensional normed spaces {(Xj, [|-||x,)}52,
that need not all be the same space (X, || - || x) holds mutatis mutandis by the same reasoning. Also,
a version with ¢;(X) replaced by £,(X) for any p > 1 appears in Section below, where it is
explained that this seemingly more general setting is, in fact, a formal consequence of its counterpart
for £1(X) that we deduced above from Theorem |l| Section is a description of the history of the



questions that Theorem [7|resolves, as well as an indication of subsequent algorithmic developments
that rely on it and were found since the initial posting of a preliminary version of the present work.

1.2.1. A matriz-dimension inequality. Let (X, | - ||x) be a normed space of dimension k > 2. Fix
n € Nand m € A""!. For every n-tuple of vectors x1,...,2, € X we can apply Theorem [1| to
obtain a function f = frg,, .2, : X = H, where (H, | - ||g) is a Hilbert space, satisfying

Ve,ye X, |[f(@) = fW)llg < CVlogh -4/l —yllx, (11)

as well as
n n
S ) — el 2 30D il sl (12)
i=1 j=1 i=1 j=1
If A = (a;j) € Mp(R) is a stochastic and m-reversible matrix, then

@ i 21 ais | f (@) — f (@)l

C?logk >
> i Zj:l miaijl|zi — 2l
(Z) n n 70T x;) — Jlx; 2
> (1 o }\Q(A)) ZZ—l?]—ln ]Hf( ) f( ])HH (13)
> ic1 2o Tt — xly
> Tl — x
2 (1 *}\Q(A)) Z_l Z]_l ]” ]HX

> i Z}Ll Tal|lzi — 2l
Above, and henceforth, the ratios that appear in are interpreted to be equal to 0 when their

denominator Y | > maij||lz — |y vanishes (thls “disconnected” case will never be of interest).
We have thus estabhshed that, as a consequence of Theorem|[I] every finite configuration of points

T1,...,Tyn € X imposes the following geometric lower bound on the dimension of the ambient space.
1—A2(A TG | |2 — 5
dim<x>>eXp< 2(A) | Xy Yo o - jHX) 14
C > i ijl miaij ||z — 2l
The ¢; bound formally implies the following £, counterpart for every p > 1.
1
dim(X) > exp 2( )(Zz 12] 17" JH ) JH); >p : (15)
B(p) D i1 21 Taaa ]|l — @jlly

where the constant (3(p) > 0 depends only on p. This is so because, by Proposition @, it is a formal
consequence of Theorem [1| that there is also an Hilbertian embedding of the %—snowﬂake of X with
(2p)-average distortion C(p)+/logk for every p > 1 (the special case of Proposition @ that was used
here is due to [107, Section 7.4]). By substituting this into the above reasoning, one arrives at ([15]).

While the asymptotic dependence in (the above use of ) Proposition@that we obtain in Section
improves over what is available in the literature, it does not yield the sharp dependence of 3(p)
on p as p — oo, and more care is needed in order to derive Theorem [J] below, which we will prove
in Section [5.3] It obtains what we expect to be the sharp asymptotic dependence on p, though at
present we do not see a proof of this; the desired optimality would follow from Conjecture [I1] below.

Theorem 9. There is a universal constant K > 0 such that for everyp > 1 andn € N, if (X, || x)
is a normed space, T € A" and A = (a;;) € My (R) is a stochastic Tt-reversible matriz, then

1= Ag(A) ( S S |l — g% ))

Kp D iy 2y M| — @y

Vai,...,x, € X, dim(X)}exp( (16)

We thus obtain the following variant of Theorem |7|in which ¢; (X)) is replaced by ¢,(X) for p > 1.



Corollary 10. Fiz D,p > 1 and integers n,A > 3 with A < n. Let G = ({1,...,n},Eg) be a
A-reqular connected graph. Suppose that (X, | - HX) is a normed space such that ({1,...,n},dg)
embeds with average distortion D into £,(X). Then, dim(X) = n"(©/®P) for n(G) > 0 as in (9).

Proof. For f:{1,...,n} = ¢,(X) and m € N denote the m’th entry of f by f,, : {1,...,n} = X,
Le., for every i € {1,...,n} we have f(i) = (fi(i), f2(),...) € £y(X). Then, by Theorem [J] applied
to the finite configuration { f,(1),..., fin(n)} of points in X for each m € N separately, we see that

1—7\2<A>Sup< Vit g I (@) = fn (D% >>
Kp meN Zz IZ] 1az]Hfm() m( )HX '

It remains to observe that if f : {1,...,n} — £,(X) is D-Lipschitz (with respect to the shortest-path
metric dg), yet > iy 325 [1F(0) = F(Dlle,x) = 220z 2o5=1 da (i, ), then

dim(X) > exp(

sup
meN

it 21 @i fm(8) = fm ()R it g aill f @) = FOIT (x

n

= 1
> s S0 — Sl > g 3D i) 2 ot

i=1 j=1 i=1 j=1

LS S @) = DR N [ e e G = FODIT )
< o X) > <n Lo d >)>

where the first step holds because % < SUPpen 32 for any {am}r_y, {bm}i=y C (0,00), the

second step is an application of Jensen’s inequality in the numerator and the D-Lipschitz condition
in the denominator, the third step is our second assumption on f, and the final step is @ ]

We expect that Corollary [10]is sharp in terms of its dependence on p, as expressed in Conjecture
below, whose positive resolution might have algorithmic applications; this could be quite tractable
by adapting available methods, specifically those of |70}, 90, 911, 02 [J.

Congecture 11. There is a universal constant C > 1 with the following property. For every p, D > 1
there exists ng = no(p, D) € N such that if n > ng, then for every n-point metric space (171, dp)
there exists k € N with k& < n®®P) and a k-dimensional normed space (X, || - ||x) such that M
embeds with bi-Lipschitz distortion D into £,(X). Conceivably this even holds true for X = ¢%

1.3. Uniform convexity and smoothness. Henceforth, the closed unit ball of a normed space
(X, ]| ]|x) will be denoted by Bx = {z € X : ||z||x < 1}. The moduli [45] of uniform convexity and
uniform smoothness of (X, ||-||x), commonly denoted dx : [0,2] — [0,00) and px : [0,00) — [0, 00),
respectively, are the (point-wise) smallest such functions for which every z,y € Bx and T € [0, 00)
satisty 2+ yllx <201 — x (o - yllx)) and [ +7ylx + [z — Tollx < 2(1 + px (1)),

Given p,q € [1,00), one says that (X, | - |[x) has moduli of uniform convexity and uniform
smoothness of power type ¢ and p, respectively, if dx(¢) Zx 4 €? and px(T) Sxp T for all € € [0, 2]

and T € [0,00). By the parallelogram identity, a Hilbert space has moduli of uniform convexity
and uniform smoothness of power type 2; conversely, Figiel and Pisier [52] proved (confirming a
conjecture of Lindenstrauss [81]) that if a Banach space has this property, then it is isomorphic
to a Hilbert space. In the reflexive range p € (1,00), the works of Clarkson [40] and Hanner [59]
show that any L,(p) space has moduli of uniform convexity and uniform smoothness of power type
max{p, 2} and min{p, 2}, respectively.

An important theorem of Pisier [122] asserts that if dx(g) > 0 for all € € (0, 2], then there exists
q € [2,00) and an equivalent norm on X with respect to which it has modulus of uniform convexity
of power type g. Analogously, if lim,_,g+ px(T)/T = 0, then there exists p € (1,2] and an equivalent
norm on X with respect to which it has modulus of uniform smoothness of power type p. For this
reason, we will focus below only on uniform convexity and smoothness with power-type behavior.



Theorem 12. Fizp,q € [1,00) that satisfy p < 2 < q. Let (X, ||-||x) and (Y, ||-|ly) be Banach spaces
that have moduli of uniform smoothness and uniform convexity of power type p and q, respectively.
Then, there exists D = D(px,dy,q) € [1,00) satisfying

1
D Sox sy wa (log(ey(X) +1))1, (17)
such that the %—snowﬂake of (X, -|lx) embeds with g-average distortion D into £4(Y).

Furthermore, if (Y,| - ||y) has modulus of uniform smoothness of power type r > p, then for every
e € [0, F] the (£ +e)-snowflake of (X, ||-||x) embeds with q-average distortion D into £y(Y'), where

1 . r—
o (log(cy(X)+1))7 if0<e< Toa6, (o) 8
~Px,0y,Py g r—p % re_ . r—p r—p (18)
(722) v ()5 i g < <

Because £4(¢4(Y)) is isometric to £4(Y) and by [51] if ¥ satisfies the assumption of Theorem
then so does £,(Y"), Theorem [12] establishes that the worst-case bi-Lipschitz distortion into £4(Y’) is
exponentially larger than its average-case counterpart. Specifically, in the setting of Theorem
if one finds any Borel probability measure pn on X such that no embedding of the (p/q)-snowflake
of (X, |- ||x,n) into £4(Y") has g-average distortion less than D > 1, then any embedding of X into
{4(Y') incurs bi-Lipschitz distortion at least exp(B.D?), where 3 > 0 depends only on px, dy,p, q.

Theoremis a special case of Theorem . Indeed, if dim(X) = k and Y = £, then ¢, (X) < VE
by John’s theorem (the simpler Auerbach lemma [I19, Lemma 2.22] suffices for this application).
The assumptions of Theorem (12 hold with p = 1 for any Banach space (X, | - ||x) and with ¢ = 2
when Y = /5, in which case ¢2(Y") is still a Hilbert space, so we arrive at the conclusion of Theorem

When (X, || - ||x) has modulus of uniform smoothness of power type 1 < p < 2, Theorem
obtains the desired embedding with Hoélder regularity that improves with p, namely a lesser amount
of snowflaking. In particular, if (X, ||-|/x) has modulus of uniform smoothness of power type 2 and
(Y| - |ly) has modulus of uniform convexity of power type 2, then the embedding of Theorem [12]is
of the original metric on (X, ||-||x) without any snowflaking (i.e., it is Lipschitz rather than Holder).

Returning to an examination of the special case when (Y, || - ||y) is a Hilbert space, the first part
of Theorem [12] yields the same quadratic average distortion as that of Theorem [I, but now this is
achieved for the §-snowflake of (X, || - ||x). For p > 1 this is better (a less dramatic deformation of
the original metric on X') than the %—snowﬂake of Theorem , albeit under the stronger assumption
that the modulus of uniform smoothness of (X, || -||x) is of power type p. For every 1 < p < 2 (thus
also covering the setting of Theorem , this amount of snowflaking is sharp in the sense that for
any fixed exponent that is strictly larger than £, the dependence on cy (X) in must sometimes
grow as cy (X) — oo at a rate that is at least a definite positive power of cy (X). This is the content
of the following lemma, which also establishes that the exponent of ¢y (X) in , which is equal
to 2¢/(2 — p) when Y is a Hilbert space (hence ¢ = r = 2), cannot be improved in general.

Lemma 13. Fizp e [1,2), x> 1, § > 2 and ¢ € [0,1 — E]. For arbitrarily large c > 1 there exists
a normed space (X, || - ||x) that satisfies cp,(X) = ¢ and whose modulus of uniform smoothness has
power type p, such that if the (5§ 4-¢)-snowflake of (X, ||-||x) embeds with x-average distortion D > 1

into Lg(l2), then necessarily
1 2
D> — c2p, 19
S VaTE )
We do not know if the analogue of Lemma|[I3]holds in the full range of parameters of Theorem
namely when either ¢ # 2 or r # 2 (note that by the aforementioned Figiel-Pisier characterization
of Hilbert space [52], if ¢ = r = 2, then Y must be isomorphic to a Hilbert space).

Question 14. Is the exponent of ¢y (X) in (18)), namely %, optimal also when (g,r) # (2,2)7



Despite the optimality for Y = /3 of the amount of snowflaking that is required for achieving
the logarithmic behavior , as expressed in Lemma, at the endpoint case of g—snowﬂakes the
potential optimality of the dependence on ¢y, (X) in (17)) is much more mysterious. The case p =1
is an exception, because we have already seen (in the beginning of Section that the distortion
bound of Theorem [l|is sharp; more generally, Remark [51| below shows that is sharp for p =1
and any ¢ > 2. However, this is proved by considering X = ¢%_, which is not pertinent to the range

€ (1,2]. The (in our opinion unlikely) possibility remains that if p € (1,2], then for every Banach
space X whose modulus of uniform smoothness has power type p there exists w = w(X) € (0, 1]
such that the w-snowflake of X embeds with average distortionﬂ D = D(X) € [1,00) into a Hilbert
space; we do not know an obstruction to this holding even for the maximal possible exponent w = £.

A Banach space X is called superreflerive if it admits an equivalent uniformly smooth norm,
namely a norm for which lim_,o+ px(T)/T = 0, and this holds if an only if [48] it admits an
equivalent uniformly convex norm, namely a norm for which dx(g) > 0 for all € € (0,2]. These are
not the original definitions of superreflexivity (due to James [66]), but they are equivalent to them by
deep work of Enflo [48]. By the aforementioned renorming theorem of Pisier [122], superreflexivity
is equivalent to admitting an equivalent norm whose modulus of uniform smoothness has power
type p for some p > 1. Therefore, the above discussion coincides with the following question.

Question 15. Does every superreflexive Banach space X admit w(X) € (0,1] and D(X) € [1,00)
such that the w(X)-snowflake of X embeds with average distortion D(X) into a Hilbert space?

We conjecture that the answer to Question is negative; constructing an example that demon-
strates this conjecture would be an important achievement. Perhaps even is sharp, but at
present we do not have sufficient evidence in support of this more ambitious conjecture (other than
that this is so when p = 1). Notwithstanding the above expectation, if it were the case that Ques-
tion had a positive answer, then this would be a truly remarkable theorem, asserting that
the mere presence of uniform convexity implies “bounded distance on average” from Hilbertian ge-
ometry. In particular, a positive answer to Question would resolve a central open question
(see e.g. [78, [124] 99]) by demonstrating that every classical expander is a super-expander; we will
explain this deduction in Remark [20] below, after the relevant concepts are recalled.

1.3.1. Embedding a complez interpolation family into its endpoint. Theorem [I2] and therefore also
its special case Theorem [I| (average John) and its corollaries Theorem [7] (impossibility of dimension
reduction for expanders) and Theorem @] (matrix-dimension inequality), are all consequences of the
structural statement for complex interpolation spaces that appears in Theorem [16] below. We recall
the (standard) background in Section [3[ below; here we explain the idea in broad stokes.

Following Calderon [34] and Lions [87], to a pair (X, |- |x), (Z, |- ||z) of complex Banach spaces
that satisfies a mild compatibility assumption (which will be immediate in our setting), one asso-
ciates a one-parameter family (6 € [0, 1]) — [X, Z]o of Banach spaces which interpolates between
them, namely [X, Z]p = X and [X, Z]; = Z. This provides a useful way to deform the geometry of
(X, || ]|x) to that of (Z, || - ||z), and Theorem [L6]is a technical statement that quantifies the extent
to which elements of this complex interpolation family differ from its 8 = 1 endpoint.

Theorem 16. Fiz 0 € (0,1] and p,q € [1,00) with1 < p <2< q. Let (X, ||x) and (Z,||-||z) be a
compatible pair of complex Banach spaces such that the moduli of uniform smoothness and convezity
of [X,Z]e and Z are of power type p and q, respectively. Then, there exists D > 1 salisfying

1 1
D SQ[X,Z]evézvpvq <6>q7 (20)

2For concreteness we chose to discuss average distortion, but note that due to Proposition @ for any ¢ > 1 such a
qualitative statement is equivalent to the same statement with “average distortion” replaced by “g-average distortion.”



such that the %—Snowﬂake of [X, Z]g embeds with g-average distortion D into £y(Z).

The implicit dependence in on the data pfy, z},, 8z, p, q is specified in Section 3| below, where
Theorem (16| is proved; see specifically inequality . Section below demonstrates that Theo-
rem [16] implies Theorem [12] The basic idea is as follows. Suppose that (X, || - | x) and (V.|| - [|y)
are Banach spaces that satisfy the assumptions of Theorem [12] Assume for simplicity that they are
a compatible pair of complex Banach spaces (this side-issue is treated in Section [3[ via a standard
complexification step). By estimating the relevant modulus of [X, Y], contrasting the bound ([20))
with a bound on the distance of [ X, Y]e to X, and then optimizing over 6, we arrive at Theorem
Thus, the role of complex interpolation in the proof of Theorem [12]is in essence as a Banach space-
valued flow starting at X and terminating at Y, parameterized by 6 € [0,1]. At positive times
0 > 0, this flow consists of spaces that embed on average into ¢,(Y"), by Theorem . The desired
embedding of X itself is obtained since this flow tends to X as 8 — 01 (at a definite rate).

Remark 17. Theorem (combined with Proposition@ shows that Questionhas a positive answer
for spaces of the form [X, H]g where X, H is a compatible pair of complex Banach spaces with H
being a Hilbert space, and 6 € (0,1] (thus, by Pisier’s extrapolation theorem [123], Question
has a positive answer for superreflexive Banach lattices). An inspection of the ensuing proof of
Theorem reveals that this holds also for subspaces of quotients of the class of 0-Hilbertian
Banach spaces that was introduced by Pisier in [124] (we will not recall the definition here). So, a
proof of our conjectured negative answer to Question [Lo| would entail constructing a superreflexive
Banach space which is not a subspace of a quotient of any 8-Hilbertian Banach space. Such spaces
are not yet known to exist; see [124] pages 15-16] for a discussion of this intriguing open question
in structural Banach space theory. As stated above and justified in Remark [20] also disproving our
conjecture by answering Question 15| positively would have interesting ramifications.

1.4. Historical discussion. Adopting terminology of [84] Definition 2.1|, given n € N, an n-point
metric space 1M1 and D > 1, define an integer dimp(777), called the (bi-Lipschitz distortion-D)
metric dimension of 111, to be the minimum k& € N for which there exists a k-dimensional normed
space Xy such that 771 embeds into Xj, with bi-Lipschitz distortion D. By the Fréchet isometric
embedding into £%5°!, we always have dimp (1) < dim; (M) < n — 1.

Johnson and Lindenstrauss asked [68, Problem 3] if dimp(77) = O(logn) for some D = O(1)
and every n-point metric space 11. The O(logn) bound arises naturally here, because it cannot be
improved due to a standard volumetric argument when one considers embeddings of the equilateral
space of size n. See Remark |19 below and mainly the survey [I11] for background on this question
(and, more generally, the field of metric dimension reduction, to which the present investigations
belong), including how it initially arose in the context of the Ribe program.

Bourgain proved [28], Corollary 4] that the Johnson-Lindenstrauss question has a negative answer.
Specifically, he showed that for arbitrarily large n € N there is an n-point metric space 11, such
that dimp(71,) 2 (logn)?/(Dloglogn)? for every D > 1. This naturally led him to raise the
question [28, page 48] of determining the asymptotic behavior of the maximum of dimp(171) over
all n-point metric spaces 171. It took over a decade for this question to be resolved.

Towards this goal, Johnson, Lindenstrauss and Schechtman [70] proved that there exists a univer-
sal constant o > 0 such that for every D > 1 and n € N we have dimp (M) <p n®/P for any n-point
metric space 111. In [90] 1], Matousek improved this result by showing that one can actually embed
any such 11 with distortion D into ¢%, for some k € N satisfying k <p n®/P ie. the target normed
space need not depend on 171 (Matousek’s proof is also simpler than that of [70], and it yields a
smaller value of the constant o; see the exposition in Chapter 15 of the monograph [93]).

For small distortions, Arias-de-Reyna and Rodriguez-Piazza proved [I5] the satisfactory assertion
that for arbitrarily large n € N there exists an n-point metric space 11, such that dimp(M1,,) Z2p n
for every 1 < D < 2. For larger distortions, they asked [15, page 109] if for every D € (2,00) and
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n € N we have dimp (1) <p (logn)°M) for any n-point metric space 1. For this distortion regime,
an asymptotic improvement (as n — oo) over the aforementioned lower bound of Bourgain [28] was
made by Linial, London and Rabinovich [84] Proposition 4.2], who showed that for arbitrarily large
n € N there exists an n-point metric space 111, such that dimp(M,,) = (logn)?/D? for every D > 1.

In [91], Matousek answered the above questions by proving Theorem (18| below via an ingenious
argument that relies on (a modification of ) graphs of large girth with many edges and an existential
counting argument (inspired by ideas of Alon, Frankl and Rodl [4]) that uses the classical theorem
of Milnor [102] and Thom [I33] from real algebraic geometry.

Theorem 18 (Matousek [91]). For every D > 1 and arbitrarily large n € N, there exists an n-point
metric space 1My, (D) such that dimp (1M,(D)) Zp n®'P where ¢ > 0 is a universal constant.

Due to the Johnson-Lindenstrauss—Schechtman upper bound [70], Theorem [18|is a complete (and
unexpected) answer to the aforementioned questions of Johnson-Lindenstrauss [68], Bourgain [28]
and Arias-de-Reyna—Rodriguez-Piazza [15], up to the value of the universal constant c¢. Theorem
furnishes a new resolution of these questions, via an analytic approach for deducing dimension lower
bounds from rough metric information that differs markedly from Matousek’s algebraic argument.

Our solution has some novel features. It shows that the spaces 11,,(D) of Theorem L8| can actually
be taken to be independent of the distortion D, while the construction of [91] depends on D (it is
based on graphs whose girth is of order D). One could alternatively achieve this by considering the
disjoint union of the spaces {111,(2%)}7, for m < logn, which is a metric space of size O(nlogn).

Rather than using an ad-hoc construction (and a non-constructive existential statement) as in [91],
here we specify a natural class of metric spaces, namely the shortest-path metrics on expanders (see
also Remark 55| below), for which Theorem [7|holds. The question of determining the metric dimen-
sion of expanders was first considered by Linial-London—Rabinovich [84]. Indeed, their aforemen-
tioned lower bound dimp(11,) 2 (logn)?/D? was obtained when 11, is the shortest-path metric
on an n-vertex expander G = ({1,...,n}, Eg). This lower bound remained the best-known prior to
our proof of Theorem 7| that establishes the exponential improvement dimp({1,...,n},dg) > n"/?
for some 1 = Q(1), which is best-possible up to the value of 1.

We were motivated to revisit this old question because it arose more recently in the work [L13]
of Andoni, Nguyen, Nikolov, Razenshteyn and Waingarten on approximate nearest neighbor search
(NNS). They devised an approach for proving an impossibility result for NNS that requires the
existence of an n-vertex expander that embeds with bi-Lipschitz distortion O(1) into some normed
space of dimension n°). By Theorem (7] no such expander exists, thus resolving (negatively) a
question that Andoni-Nguyen—Nikolov—Razenshteyn-Waingarten posed in [I3], Section 1.6].

Unlike Theorem , the lower bound dim(X) > nf¥1) of Theorem [7|assumes (when the underlying
graph G is an n-vertex expander) that the embedding has O(1) average distortion rather than the
worst-case control that O(1) bi-Lipschitz distortion entails. In fact, we only need to assume that
thereis f : {1,...,n} — X that preserves up to constant factors two specific distance sums, i.e., that
S e 1O~ FDx = Yo ene doli, ) and S0y S0 [1£6) — FG)lx = X0y 0y dei, 5):
Moreover, we also deduce the lower bound dim(X) > nf2() from the existence of an embedding into
¢1(X) with these properties. We do not see how the algebraic technique of [91] could address such
issues, namely distance preservation being only on average and infinite dimensional targets.

Thus, the new approach that we devise here is both more robust than that of [91], in the sense
that it relies on significantly less stringent assumptions, and it also provides an explicit criterion
(spectral gap) for intrinsic (largest-possible) high-dimensionality. Both of these features, as well
as ideas within our proof, turned out to be important for subsequent developments that occurred
since a preliminary version of the present work was posted (November 2016). Specifically, in a series
of collaborations with Andoni, Nikolov, Razenshteyn and Waingarten [9, 10} 12], 1], we studied
the algorithmic question (NNS) that Theorem [7| resolves negatively (recall that it is a negative
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solution to a question that would have implied an algorithmic impossibility result). These works
design NNS data structures for arbitrary high-dimensional norms that were previously believed to
be unattainable. For this purpose, the robustness of the average-case requirements in combination
with our use below of a recently developed theory of nonlinear spectral gaps are both crucial for
uncovering new structural information about general norms (a randomized hierarchical partitioning
scheme that is governed by the intrinsic geometry). We refer to [9) 10}, 12, I1] and the surveys |7, 111]
for more information on these more recent algorithmic developments which rely on the present work.

Remark 19. The Ribe program aims to uncover an explicit “dictionary” between the local theory of
Banach spaces and general metric spaces, inspired by a rigidity theorem of Ribe [127] which indicates
that a dictionary of this sort should exist. See [29] as well as the surveys [72, 105 20 111] and
the monograph [119] for more on this area. While much of the more recent research on dimension
reduction is driven by the need to compress data, the initial motivation of the above question
of [68] arose in the Ribe program. It is simplest to include here a direct quotation of Matousek’s
explanation in [91 page 334] for the origin of the investigations that led to his Theorem .

... This investigation started in the context of the local Banach space theory, where
the general idea was to obtain some analogs for general metric spaces of notions and
results dealing with the structure of finite dimensional subspaces of Banach spaces.
The distortion of a mapping should play the role of the norm of a linear operator,
and the quantity logn, where n is the number of points in a metric space, would
serve as an analog of the dimension of a normed space. Parts of this programme
have been carried out by Bourgain, Johnson, Lindenstrauss, Milman and others...

Despite many previous successes of the Ribe program, not all of the questions that it raised
turned out to have a positive answer (e.g. [97]). Theorem [18is among the most extreme examples
of failures of natural steps in the Ribe program, with the final answer being exponentially worse than
the predictions. Here we provide a different derivation (and strengthening) of this phenomenon.

It is an amusing coincidence that while Johnson and Lindenstrauss raised [68, Problem 3| as a step
toward a metric version of John’s theorem (see [68, Problem 4[; this was resolved by Bourgain [2§],
who took a completely different route than the one proposed in [68]), the present work finds another
nonlinear version of John’s theorem and demonstrates that in fact it serves as an obstruction to the
dimension reduction phenomenon that Johnson and Lindenstrauss were hoping for.

1.5. Roadmap. Section [2| recalls the theory of nonlinear spectral gaps that was alluded to above.
Further background on uniform convexity and smoothness, as well as background on Ball’s notion
of Markov type (both of which are tools for subsequent proofs) appears, respectively, in Section
and Section 2.2 The link between nonlinear spectral gaps and Theorem [I] is through a duality
statement that we proved in [I07]; Section describes a convenient enhancement of this duality
which is proved in (the mainly technical) Section . Sectiontreats complex interpolation, leading to
Theorem . A key inequality (Theorem about nonlinear spectral gaps in complex interpolation
spaces appears in Section Its proof adapts an approach of [I07] where a similar inequality
was derived; such an adaptation is required because [I07] relies on somewhat arbitrary choices of
distance exponents, due to which we do not see how to use the results of [107] to prove Theorem
The deduction of Theorem [12| (hence also its special case Theorem |[1]) from Theorem [25( appears in
Section The proof of Theorem namely our main nonlinear spectral gap inequality, appears
in Section[d], though it assumes Proposition [6] whose proof is postponed to Section [5] which is devoted
to several auxiliary embedding results of independent interest. The case w = 1 of Proposition []
(passing from p-average distortion to g-average distortion) was first broached in [107] where a similar
statement is obtained under an additional assumption that is not needed in our context, and with
much (exponentially) worse dependence on p, ¢ than what we derive here; due to the basic nature of
these facts and also because obtaining them is not merely a technical adaptation of [107], full proofs

12



are included in Section The more novel case w € (0, 1) of Proposition []is based on elementary
geometric reasoning; again, due to the fundamental nature of this fact (as well as its connection to
longstanding open questions), we prove it in Section while taking care to obtain good asymptotic
dependence as w — 07. The proof of Theorem [9] appears in Section [5.3.1] Section [f]is devoted to
several impossibility results, including those that were discussed above, such as Lemmas [2| and
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2. NONLINEAR SPECTRAL GAPS AND DUALITY

Suppose that (11, dp) is a metric space, p > 0 and n € N. If m € A" ! and A = (a;;) € M,,(R)
is a stochastic and 7-reversible matrix, then in analogy to one measures the magnitude of the
(reciprocal of) the nonlinear spectral gap of A relative to the kernel dj), : 771 x 111 — [0, c0) through
a quantity v(A, d},) € [0, 00] which is defined [99] as the infimum over those y € [0, 0o such that

n

Vai,...,o, € M, ZZT[ZT[]dm (x4, 25)P yZZmawdm (i, x5)P. (21)

=1 j=1 =1 j=1

Even though is analogous to , a nonlinear spectral gap can differ markedly from the usual
(reciprocal of the) gap in the (linear) spectrum; see [99, [100] for some of the subtleties and mysteries
that arise from this generalization. As explained in [99], unless 171 is a singleton, if y(A,d},) is
finite, then A2(A) is bounded away from 1 by a positive quantity that depends on y(A,d},). So, the
property of a matrix that is being considered here (determined by its interaction with the geometry
of a metric space) is more stringent than requiring that it has a spectral gap in the classical sense.

A quite substantial theory of nonlinear spectral gaps was developed in a series of works, in-
cluding [92, 57, 23| 65], [78, [79], 124, 116}, [76] 98| 99, 107, 100l 103 37, 46l 8], for several geometric
applications, though many fundamental questions remain open. Establishing the utility of nonlinear
spectral gaps to the results presented in the Introduction is a key conceptual contribution of the
present work, and this underlies the algorithmic applications that were developed in 9] 0] 12} [1T].

Remark 20. Fix A € N. A sequence of A-regular graphs {G,, = (V,,, E,)}22, is an expander with
respect to a metric space (111, dy) if limy, o0 |Vi| = 00 and sup,,cy Y(Ag,, d%;) < 0o, where we recall
that Ag, is the normalized adjacency matrix of G,. {G,}; is called a super-ezpander if it is an
expander with respect to every superreflexive Banach space. It is a major open problem if a sequence
{G,}52; of bounded-degree regular graphs is a super-expander whenever sup,,cy 1/(1—A2(G,,)) < oo,
i.e., when {G,}2° is an expander in the classical sense. If Question [15| uhad a positive answer, then

any classical expander would be a super-expander. Indeed, let (X, ||-||x) be a superreflexive Banach
space. It suffices to prove that for every regular graph G = ({1,...,n}, Eg) we have
1
1 w(X)
A 2 < _ . 22
vl 18) x (=) (22)

To establish (22), by the hypothesized positive answer to Question [L5] there are w(X) € (0,1] and
D(X) € [1,00) such that the w(X)-snowflake of X embeds with average distortion D(X) into ls.
Proposition [ with parameters w = w(X), D = D(X), p = 1 and ¢ = 2/w(X) shows that there
exists D'(X) € [1, 00) such that the w(X)-snowflake of X embeds with (2/w(X))-average distortion
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D'(X) into ly. If 21,...,2, € X, then an application of this conclusion to the uniform measure on
{z1,...,2,} provides and embedding f : X — ¢5 which is w(X)-Holder with constant D'(X) and

LSS )~ eI = S -l 23)

i=1 j=1 i=1 j=1

By [23, Lemma 5.5] (see also (147) below), there exists a universal constant C' € (0, 00) such that

W) 1 < (o) e 5 e - )l e

=1 j=1 {i,j}€Eq
The fact that f is w(X)-Holder with constant D'(X) gives
2
1 = D'(X)»x)
B X ) - el < TS S -l (25)
{ivj}eEG {imj}EEG

By substituting into , and then substituting the resulting inequality into , we see that

2
1 2 CD'(X) )MM 1 2
—E E T, —T; < — E T — Tjllx -
n2 ” ]HX < (X) 1—7\2(G) |E| H jHX

i=1 j=1 {i,i}€Ee

Recalling (1)), since this holds for every z1,...,2, € X, the justification of is complete.

Prior to explaining how nonlinear spectral gaps relate to the embedding results that we stated
in the Introduction, were recall some terminology and notation that will be used in what follows.

2.1. Uniform convexity and smoothness. Let (X, | - [[y) be a normed space and fix p,q > 1
satisfying p < 2 < ¢. In the Introduction we recalled the traditional definitions of when it is said
that X has moduli of smoothness and convexity of power type p and ¢, respectively. However, it
is often convenient to work with an equivalent formulation of these properties due to Ball, Carlen
and Lieb [2I] (inspired by contributions of Pisier [122] and Figiel [51]), which we shall now recall.
The p-smoothness constant of X, denoted §,(X), is the infimum over those 8§ € [1, 00| such that

Iz +yl% + llz — yll§

v X
x7y€ ) 2

=zl < &llyllx- (26)

By the triangle inequality we always have 81(X) = 1. The g-convexity constant of X, denoted
K4(X), is the infimum over those K € [1, 00] such that

o+ ylle + 2 — I
Vo€ X, m&<x% x X e ).

2

As shown in [21], X has moduli of smoothness and convexity of power type p and g, respectively,
if and only if §,(X) < oo and K4 (X) < oo, respectively. It is beneficial to work with the coefficients
8p(X), Kq(X) rather than the aforementioned classical moduli d x, px because they are well-behaved
with respect to basic operations, an example of which is the duality X,,,_1)(X™) = 8,(X), as
shown in [21]. Another example that is directly relevant to the present work is their especially clean
behavior under complex interpolation; see Section below. Further useful properties of these
parameterizations of uniform convexity and uniform smoothness can be found in [99, Section 6.2].
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2.2. Markov type. Following Ball [19], a metric space (111, djy) is said to have Markov type p > 1
if there exists M > 1 with the following property. Suppose that n € N and m € A"~!. Then, for

every stochastic and 7-reversible matrix A = (a;;) € M, (R), every z1,...,2, € X and every s € N,
n n % ) n n %
<ZZ7TZ‘(AS)ijdm(IL'i,$j)p> < Msr <Zzﬂiaijdm($i7xj)p> . (27)
=1 j=1 i=1 j=1

The infimum over those M > 1 which satisfy is called the Markov type p constant of 771, and is
denoted M,,(1M). This nomenclature arises from a natural probabilistic interpretation [19] of
in terms of how stationary reversible Markov chains interact with the geometry of 771. We omit this

description since it will not be needed below, though it is very important for other applications.
The following theorem, dueﬂ to [112, Theorem 2.3], will be used in the proof of Theorem

Theorem 21. For every p € [1,2], every Banach space (X, | - ||y) with 8,(X) < oo satisfies
M, (X) S 8p(X). (28)

2.3. Duality, compactness and Hdélder extension. The connection between nonlinear spectral
gaps and Theorem is through Theorem below. For the first part of its statement, we refer
to [62] for background on ultrapowers of Banach spaces. It suffices to say here that to each Banach
space (Z, ||-|| z) one associates a (huge) Banach space Z4, called an ultrapower of Z, that has valuable
compactness properties. Z is canonically isometric to a subspace of ZY, and any finite-dimensional
linear subspace of Z% embeds into Z with bi-Lipschitz distortion 1 + ¢ for any ¢ > 0. Thus, Z is
essentially indistinguishable from any of its ultrapowers in terms of their finitary substructures. Due
to Corollary 23] below, if one does not mind losing a constant factor that depends only on the moduli
of uniform convexity and uniform smoothness, then one could drop all mention of ultrapowers in
the ensuing discussion, and work throughout with the classical sequence space ¢4(Z) instead.

Theorem 22. Suppose that p,q,C > 1 and p < q. Let (M, dm) be a metric space and (Y, | - ||y) be
a Banach space such that for every n € N, every symmetric stochastic matriz A € My, (R) satisfies

Y(A, diy) < CY(A - F)- (29)

1
Then, the g—snowﬂake of M embeds into some ultrapower of £y(Y) with q-average distortion 2Cq.

Furthermore, if in addition to the above assumption 111 has Markov type p and the modulus of
uniform convezity of Y has power type q, then there exists D > 1 satisfying

D $ M, ()%, (Y)es,
such that the %—Snowﬂake of MM embeds into L,(Y') with q-average distortion D.
The following corollary is a combination of the second assertion of Theorem [22| and Theorem

Corollary 23. Suppose thatp,q,C > 1 andp < 2 < q. Let (X, ||-||x) and (Y, ||-||y) be Banach spaces
whose moduli of uniform smoothness and uniform convezity have power type p and q, respectively.
Suppose also that for every n € N and every symmetric stochastic matriz A € My, (R) we have

YA IR) < Cy(A - [I§)-

Then, the g—snowﬂake of X embeds into (4(Y) with q-average distortion D, where

D < 8,(X)45,(Y)es. (30)

3Formally, [I12} Theorem 2.3| asserts that M, (X) <, 8,(X) with the implicit constant tending to co as p — 1%,
However, [107, Theorem 4.3] adjusts the martingale argument of [I12] so as to make that implicit constant universal.
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Theorem is deduced in Section [7| as a formal consequence of [I07, Theorem 1.3|, which was
proved by a duality argument and implies the first assertion of Theorem 22| for average distortion
embeddings of finite subsets of X. Those who are only interested in our application to metric
dimension reduction could therefore skip Section [7] since for this finitary application one could
use [107, Theorem 1.3] as a “black box.” Theorem 22]is needed only for the full embedding statements
in the Introduction, which treat arbitrary Borel measures and require that the embeddings have a
controlled Lipschitz constant on all of X rather than only on the support of the given measure.

The deduction of Theorem 22| from [107, Theorem 1.3] amounts to a somewhat tedious but quite
straightforward compactness argument, combined with a deep Holder extension theorem that we
use for the second assertion of Theorem , namely to obtain an embedding into £4(Y"). It remains
open if a loss as in of a multiplicative factor that depends on the data p,q,8,(X),XK,(Y) is
needed if one wishes to obtain an embedding into £,(Y") rather than into its ultrapower.

Remark 24. A version of Theorem [22]is available in which the target Y need not be a Banach space,
but for that purpose further background in metric geometry is required (see [98], [107]; the pertinent
concepts are metric Markov cotype ¢ and Wy-barycentric spaces). We omit the discussion since its
treatment in full generality will lead to a needlessly lengthy digression.

3. COMPLEX INTERPOLATION

We briefly present background on the vector-valued complex interpolation method of Calderon [34]
and Lions [87]; an extensive treatment can be found in e.g. [27, Chapter 4]. A pair of Banach spaces
(X, lx), (Z,|| - ||z) over the complex scalars C is said to be a compatible pair of Banach spaces if
they are both subspaces of a complex linear space W with X+2 = W. The space W is a complex Ba-
nach space under the norm ||w||w = inf{||z||x +]2]|z : (z,2) € X xZ and v+2 = w}. Let (X, Z)
denote the space of all bounded continuous functions P : {{ € C: 0 < R(() < 1} — W that are
analyticon {¢ € C: 0 < R({) < 1}, such that for all ¢ € R we have f(ti) € X and f(1+ti) € Z, the
mappings ¢t — f(ti) and ¢t — f(1+ti) are continuous relative to the norms || - [|x and || - ||z, respec-
tively, and limyy o0 || f () || x = limyy o0 || f(1+27)]|z = 0. To each 6 € [0, 1] one associates as follows
a Banach space [X, Z]g. The underlying vector space is {{(0) : P € F(X,Z)} C W, and the norm
of w e (X, Zlo 15 lollixzo = fper(x 2y (6o XLy D] x, Suprcg (1 + )7}
This turns [X, Z]g into a Banach space. By [27, Theorem 4.2.1] we have [X, X]o = X for 6 € [0, 1].

By [27, Theorem 4.2.1|, if X N Z is dense in both X and Z, then [X, Z]p = X and [X,Z]; = Z.
In what follows, whenever we say that (X, |- ||x),(Z,] - ||z) is a compatible pair of Banach spaces
we will tacitly assume that X N Z is dense in both X and Z, thus ensuring that {[X, Z]¢}oco,1) i3
a one-parameter family of Banach spaces starting at X and terminating at Z.

The reiteration theorem 34 Section 12.3] (see also [41] and the exposition in [27, Section 4.6])
asserts that if (X, |- | x),(Z,] - ||z) is a compatible pair of complex Banach spaces, then

Vo, B,0€[0,1], (X, Z]a, [X, Z]p] g = [X, Z](1_6)atep- (31)

The equality in means that the corresponding spaces are linearly isometric (over C). Going
forward, this is how all the ensuing equalities between complex Banach spaces are to be interpreted.

A basic property of vector-valued complex interpolation [87, [34] is that if (X, | - |lx),(Z,| - |l2)
and (U, || lz), (V. |- lv/) are two compatible pairs of complex Banach spacesand T': XNZ - UNV
is a linear operator that extends to a bounded linear operator from (X, | - ||x) to (U,| - ||v) and
from (Z,] - ||z) to (V.| - ||v), then the following operator norm bounds hold true.

—0 0
VO el Il ssp < ITIESITIS - (32)
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Fixp > 1 and n € N. For a complex Banach space (X, ||-||x) and a weight & : {1,...,n} — [0, 00),
we denote (as usual) by L,(&; X) the vector space X™ equipped with the norm that is given by

1

n def
V) € XY @ wn) e S (Bl + -+ e )

In particular, if (1) = ... = &(n) = 1, then L,(&; X) = £;(X). Calderén’s vector-valued version of
Stein’s interpolation theore [132, Theorem 2] (see part(i) of §13.6 in [34] or Theorem 5.6.3 in [27])
asserts that if (X, -|lx),(Z,]-|lz) is a compatible pair of complex Banach spaces, then for every
a,be[l,00],0€[0,1] and &,¢:{1,...,n} — [0,00) we have

[Lo(E: X), (G D)]g = Ly (£00700 gomstizom: [, 7). (33)

Bat+(1—0)b

The special case & = C of , in combination with , corresponds to the vector-valued version
of the classical Riesz—Thorin interpolation theorem [129] [134].

3.1. Nonlinear spectral gaps along an interpolation family. Our main technical result is the
following theorem which (under certain geometric assumptions) controls the growth of nonlinear
spectral gaps along an interpolation family {[X, Z]¢}gc[o,1) a5 6 — 07", in terms of their value at the
endpoint 6 = 1. The relevance to Theorem [I2]is through the duality of Theorem

Theorem 25. There is a universal constant o > 1 with the following property. Fiz 6 € (0,1] and
(p,q) € [1,2]x[2,00). Let (X, ||-|lx), (Z, ||| z) be a compatible pair of complex Banach spaces. Then,
for every n € N, any symmetric stochastic matriz A € M, (R) satisfies the following inequality.

p p
V(AP ) < (g2 M Py (0 1) 2 (o)) S EY . s

By Theorem , Theorem [25| directly implies Theorem yielding the following version of
with the implicit dependence of the constant factor on the relevant parameters specified explicitly.

2p L 2p 1
DS M(X, Z10)4 5,20 (5)' S 8,(1X, Z1e) %2 (5)" (3)

It is worthwhile to note in passing that, by the first part of Theorem [22] a smaller factor is achievable
in (35) if one considers embeddings into an ultrapower of £,(Z) rather than into ¢,(Z) itself.

3.2. Deduction of Theorem [12]from Theorem We first derive some preparatory estimates.

3.2.1. Tracking the coefficients 8,(|X, Zlg) and K,([X, Z]o) as a function of © € [0,1]. Suppose
that (X, | - lx),(Z, || - |lz) is a compatible pair of complex Banach spaces. Cwikel and Reisner
estimated [42] the moduli of uniform convexity and uniform smoothness of {[X, Z]o }oc|o,1) in terms
of the corresponding moduli of X and Z. By combining the bounds of [42] with [21], it follows that
for every p1,p2, € (1,2] and q1,q2 € [2,00) we have
—0 0

S%([‘X Z] )Npl,m Spl(X)l SPQ(Z) )
and

X __ae _([X,Z]o) S Sarae Koy (X)l_ej{fm(z)e'

0q1+(1-0)q2
We will next adjust the approach of [42] so as to obtain these estimates without any dependence
on p1,p2,q1,qe in the implicit multiplicative factors. Namely, we will demonstrate that
S%([X Z] ) Spl(X)l_espz(Z)ea (36)
6p1+(1-06)p2
and
K__ae_ ([X,Z]p) < :th(X)l_e:Kfm(Z)e' (37)

0q1+(1-0)aqo
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Removing the dependence on p1, p2, q1, g2 of the constant factors in the Cwikel-Reisner estimates is
important in our context, as the parameters will be optimized so as to depend on other quantities
that we wish to track. The ensuing reasoning is nothing more than an adaptation of [42].

Suppose that p1,ps € [1,2] and that the smoothness constants 8, (X),8,,(Z) are finite. Denote
for simplicity 81 = 8,,(X) and 83 = §,,(Z). Then by we have

¥+ 287 [[gally (38)

Vyi,y2 €Y, lyr + w2lly + [y — w2l < 2/l

and
Va,22€Z, o+ 2ll7 +lla — 27 <2lal7 + 285227 (39)
For every § > 0 and p > 1 define &(8,p) : {1,2} — (0,00) by &(8,p)(1) = 2 and &(8,p)(2) = 28P.
Also, denote the constant function 1y 9y by C: {1,2} — (0,00), i.e., ((1) = ¢(2) = 1. With this
notation, if we consider the linear operator 7' : (X + Z) x (X + Z) — (X + Z) x (X + Z) that is
given by setting T'(w1,w2) = (w1 + we, w1 — we) for every wi,ws € Y + Z, then

~~—

(813
TN, e(s1.00)) Loy (GY) S and T, esap)z)—Lpyz) S L (40)

a-or or
Denoting r = pipa(6p1 + (1 — 0)pa) ™", observe that £(S1,p1) 71 &(82,pa)r2 = &(8]7°8%,7).
Hence, by we have [Lp, (£(81,01); X), Lpy (£(8S2,p2); Z)]o = Lr(E(817989,7); [ X, Z]e) and also
[Lp, (G X); Ly, (G 2)]e = Ly (¢, [X, Z]p). In combination with and (40, this implies that the
norm of T as an operator from L,(&(817°89,7);[X, Z]o) to L,(, [X, Z]e) is at most 1. Thus,

Vwr,we € [X, Z)o,  |lwi +wallix, 7, + lwr = wallfy 71, < 2llwillix, z, +2(817°83) lwellx z,-

This is precisely . The bound is justified mutatis mutandis via the same reasoning (only
will be used below); alternatively, one could derive from by a duality argument.

3.2.2. Complexification. To make Theorem which treats complex Banach spaces, relevant to
Theorem [12], which treats real normed spaces, we use a standard complexification procedure. Specif-
ically, for a real normed space (W, || -|lw) associate as follows a complex normed space (W, || - ||wr)-
The underlying vector space is We = W x W, which is viewed as a vector space over C by setting
(a+ Bi)(x,y) = (axx — By, Pz + ay) for &, p € R and z,y € W. The norm on W¢ is given by

1
2

27
V(y) €W W, Il@y)ly. = <i/0 |(cos 8)z — (sin Oy}, d8> . (41)

The normalization of the integral in was chosen so as to ensure that x — (z,0) is an isometric
embedding of W into W¢. It is straightforward to check that for every p € [1, ] and (z,y) € W,

1
1z 9l = (2l + i) = 1@ )l (42)

Hence, y(A, [|-[[%) = Y(A, ||-||%.) for every n € N and every symmetric stochastic matrix A € My, (R).
Also, 8,(W¢) < 8,(W) and K,(Wc) =< Kq(W) for p € [1,2] and ¢ € [2,00]. If one were to let the
implicit constants in these equivalences to depend on p, ¢, then they would follow from [52], 51, 21].
The fact that the constants can be taken to be universal follows by reasoning with more care, as
done in [106] 99]; see specifically Lemma 6.3 and Corollary 6.4 of [99].

3.2.3. Proof of Theorem[13 Suppose that we are in the setting of Theorem [12] Thus, (X, || - [ x)
and (Y, - ||y) are Banach spaces that satisfy cy (X),8,(X),Kq(Y) < oo where 1 <p <2 < ¢ < o0.

Fix ¢ > cy(X). Since Y is uniformly convex and hence (by the Milman—Pettis theorem [101] 121])
in particular reflexive, by a classical differentiation argument of Aronszajn [16], Christensen [38] and
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Mankiewicz [88] (see also |26, Chapter 7| for a thorough treatment of such reductions to the linear
setting) there exists a linear operator T : X — Y which satisfies

veeX, al < ITxly < clely. (43)

We define a normed space (Z, ||-||z) by setting Z = X and ||z||z e |Tx||y for every x € X. Thus,
X and Z coincide as linear spaces and Z is linearly isometric to a subspace of Y, via the embedding
T. Let X¢ and Z¢ be the complexifications of X and Z, respectively. Then X¢, Z¢ is a compatible
pair of Banach spaces. So, we may consider the complex interpolation family {[Xc, Zc]e }eco,1)-

It follows from a substitution of into the definition that

V(z,y) e X x X, (2, 9)llx, < (2 9)llz < cll(@,9)lx,.- (44)
Hence, the following operator norm bounds hold true for the formal identity ldx«x : X¢ = X x X.

HIdXxX”XC—»(C <1 HIdXXXHXC—)ZC S e and HldXxX||ZC—>XC < L (45)

The first inequality in is tautological, and the rest of is a restatement of .
For every 0 € [0, 1] we have

0 @)
HIdXXXH[Xc,Z@]eHX(C - HIdXXX”[XC,ZC}eH[XC,Xd HICIXXXHXC—)XCHIdXxXHZC_)XC < 1
and
(E2) 0 0
HldXXXHX@—}[X(C Z(C HIdXXX”[X(C XP}Q%[X(C Zd < HIdXXX”XCA)XCHIdXXX”X@‘)Z(C g c.

In other words, this simple reasoning yields the following bounds.

V(@y) € X x X, 1@ yly, <@yl g0, < 1@yl (46)

Fix 0 > 1. By Theorem [16] m, applied with the value of D in . for any Borel probability measure
pon X (viewed as a subset of X¢) there is f : [X¢, Zclg — £4(Zc) satisfying

0 2 o
Vaye X, \If(a:)—f(y)qu<zC>§M“([XC’Z‘Z]?) Kol i (D)
and
I 1@ = 10l @ ) > [ o=yl o) duto) (48)
XxX XxX

By and the definition of Z, there is a linear map S : £,(Zc) — £4(Y) with ||Swl|¢,v) < |wllg,(2c)
for all w € £4(X x X). Indeed, if we write w = ((x1,y1), (2, y2), .. .) for {z;}72,,{yi}32, C X, then
simply take Sw = (Tx1,Ty1,Tx2,Ty2,...). So, by considering ¢ = So f: X — £,(Y), we get

EAED T M ([ X, Zelo)s z
VeyeX, 6@ - oWl S ([e‘?’ o) g vPe gl (a9)
and
@)
// 1 (2) = dWy, vy dulz) duly) 2 // Iz = ylly w(z)du(y). (50)
XxX XxX

The first part of Theoremmakes no assumption on the uniform smoothness of Y. So, apply
with o = p while noting that M, ([Xc, Zcls) < <®M,(Xc) < %8, (Xc) S c8,(X), where the first
step holds due to and the second step is Theorem . We thus arrive at the Hélder condition

3p6

K 2p 2
Va,y € X, () = dW)lle,v) S ol Ko(Y)?8p(X) 7 [l — yll%- (51)
q
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The optimal choice of 0 in satisfies 0 =< m, yielding the following explicit version of .
2p 1
D < 8p(X) 7 Kg(Y)?(log(ey (X) +1))7. (52)

We note in passing that with more care one obtains with the term c¥ replaced by c%. But,
upon choosing the optimal 0 as we do here, this only influences the universal constant factor in (52)).

For the second part of Theorem we are now assuming that Y is more uniformly smooth than
X, namely that 8,(Y) < oo for some r € (p,2]. Under this stronger assumption, we fix ¢ € [0, %]

and the aim is now to obtain an embedding of X into £,(Y) with higher regularity than in the
first part of Theorem namely an embedding of the (% + ¢)-snowflake of X rather than of its

%—snowﬂake. To this end, we apply and with 0 = p+eq and 0 € [0, 1] satisfying
eqr
(r—p)(p +eq)
Note that the range of possible values of 0 in is nonempty due to the assumption € < T;p. The
lower bound on 6 in is equivalent to p + eq < 52—+, and therefore

<0< (53)

Op+(1-0)r’
28)
Mpieq([Xe, Zelo) S 8preq([Xe, Zefo) <8 _ar o ([Xe, Zclo) (54)

< 8p(Xe)' 78 (Z0)° < 8p(X)1 708, (Y)°,

where the second step of uses the fact that p — 8,(+) is increasing (see [21] or [99] Section 6.2])
and the last step of holds as Z is isometric to a subspace of Y. A substitution of into
shows that the ( % + ¢)-snowflake of X embeds with g-average distortion D into £,(Y"), where

8, (v)? X)>(5+6)6

Sp(X)2Y

D <8, ), )2 < 1 (55)
Oq
By choosing 0 so as to minimise the right hand side of subject to the constraint , this leads
to the following more refined version of the desired bound (L8).

1
2( 2+ $-(Y)? q . —
8p(X) (2 6>9<q(y)2 (log (Sng)PcY(X) +2))q f0<e< 1 (ST(;;’ (X)+2>,
qrlog zCy
D < Sp(X)
~ 1 er ___E ET

(222)1 %,(V)28, (V) 58,07 () ey ()75 if —— 1= ce<rr

qrlog (S;EX))Q cY(X)+2>
This completes the deduction of Theorem [12] from Theorem O

Remark 26. Continuing with the notation and assumptions of the above proof of Theorem [12] in
the special case when Y = H is a Hilbert space and ¢ = 2, Corollary 4.7 of [107] assertsﬂ that

8p([Xc, Zc))®
(AN Beeze) S =2 5
07 (1 —A2(A))?
Since Z¢ is (isometrically) a Hilbert space and therefore 82(Zc) = 1, by we have
8 2 ([Xc, Zc]) < 85(Xc)'° S 8,(X)°.

pO+2(1—0)

(56)

“We note that in [107] (specifically, in the statement of [I07, Theorem 4.5]) we have the following misprint:
is stated there for the transposed interpolation space [Zc, Xc|e rather than the correct space [Xc, Zclo as above.
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Arguing the same as above, by substituting this bound into and using we get that

CQ(X)QGS (X)2(1—e)

e (57)
07 (1 — A2(A)) P
By choosing 0 € [0,1] so as to minimize the right hand side of (57)), we see that

_p 2
8,(X)2 o (X)P(1 = Ay(A)) 2 :
V(A 13) 5 SO (g (2O )Y (58)
(1 — AQ(A))I] D
In particular, if dim(X) =k € {2,3,...} and p = 1, by John’s theorem implies that

YA 12) < (10% (ca(X)\/T—22(A) + 1) >2 _ (logh?

1—A2(A) Y (1= A(A)

(59)

Note that if one is interested only in the rightmost quantity in as an upper bound on y(A, I|- H)Q(),
then one simply needs to substitute 8 < 1/log k into and use as above. This slightly weaker
estimate can be rewritten as the assertion that there exists a universal constant K > 1 such that

() > exp (FEA S (A7) )
exp<1 —Aa(A) ( a2 Do 21 = 2% >)

K w2 Z?:l ajllw; — 253

corresponds to the case p = 2 of the matrix-dimension inequality . As explained in the
Introduction, is a formal consequence of the average John theorem of Theorem . We do not
see how to deduce Theorem [1| formally from ; we conjecture that such a reverse implication is
impossible in general but we did not devote substantial effort to obtain a counterexample.

(60)

sup
L1,y €X

4. PROOF OF THEOREM

Suppose that (11, dm) is a metric space, n € N and p € (0,00). Following [99] and in analogy
to , the (reciprocal of) the nonlinear absolute spectral gap with respect to d%z of a symmetric
stochastic matrix A = (a;;) € Mp(R), denoted v4 (A, d}y,), is the smallest y4 € (0, 00] such that

1 n n Vi n n
vala---)xnayl)"'aynem, ’I??;jzldm(m“y])pg n;]zlaljdm(xhy])p (61)

The reason for this terminology is that by simple linear-algebraic considerations (e.g. [99]) one has
1
1- maX;e{2,..,n} |7\i(A)|.

Observe that the definition directly implies that y(A,d},) < v4+(A, djy).

We record for ease of later reference the following elementary relation [107, Lemma 2.3] between
nonlinear spectral gaps and their absolute counterparts. In its formulation, as well as in the rest of
what follows, for every n € N the n-by-n identity matrix is denoted I, € M,,(R).

Y+(A7d]%£):Y+(A7"_“2:RXR%R):

Lemma 27. Fiz q € [1,00) and n € N. For every symmetric stochastic matriz A € M, (R) and
every metric space (11, dpy) we have

1 1
2y(Ady) < v (5h + A dfy ) < 22y (A ). (62)
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Even though our ultimate goal here is to bound nonlinear spectral gaps, one of the advantages of
considering nonlinear absolute spectral gaps is that, in the case of uniformly convex normed spaces,
they have a useful connection to operator norms. Specifically, suppose that (X, || - ||x) is a normed
space, n € N and A € M,,(R) is symmetric and stochastic. For p € [1,00) let £;(X)o C £;(X) denote
the subspace of those (z1,...,2,) € X" for which Y ;" ; 2; = 0. If Idx : X — X denotes the formal
identity operator on X, then, since A is symmetric and stochastic, the operator Asldx : X™* — X"
preserves {£;(X)o, where we recall that (Aeldx)(z1,...,zn) = (3j_; @125, D j_; an;z;) for
each (z1,...,2n) € X™. One can therefore consider the operator norm [[Aldx [ (x)—en(x),-

The following lemma coincides with [99] Lemma 6.1].

Lemma 28. For every q € [1,00), every n € N, every symmetric and stochastic matriz A € M, (R),
and every normed space (X, | - ||x), we have

4 q
N L > ' 63
Y (AL 1%) < ( — [[A®ldx[en (x)9—n(x)0 <)

Even a weak converse to Lemma namely the ability to bound ||A®IdXHgg(X)0%gg(X)0 from

above away from 1 by a quantity that may depend on y4 (A, | - [|{) and ¢ but not on n, fails for a
general normed space (X, || - || x); see [99, Section 6.1]. However, if (X, || - ||x) is unlformly convex,
then we have the following converse statement along these lines, due to [99, Lemma 6.6].

Lemma 29. Suppose that q € [2,00) and that (X, || || x) is a normed space for which K,(X) < oco.
Then, for every n € N and every symmetric and stochastic matriz A € My, (R), we have

1 q
Aeldx || n <(1-— .
Inettslisosn-rs000 < (1~ o a8

The proof of the following lemma is an adaptation of the proof of [I07, Theorem 4.15].

(64)

Lemma 30. Suppose that p € [1,00) and q € [2,00). Let (X,]| - |x),(Z.] - |lz) be a compatible
pair of complex Banach spaces such that Xq(Z) < oo. Fizn € N and a symmetric stochastic matriz
A e M,(R). If 6 € (0,1] and s € N satisfy

s> (85,2 v (A [ max { . U1 ] (65)
then,
Y((;In N %A)S, |- H&’Z}J < y_,_((;ln + %A>S7 |- H[Z;(,Z]e> < 00,
In particular, y((%ln + % ||XZ] ) 1 for some s < %(95<q(z))qY(Aa | - H})
Proof. Suppose first that e+(1 o SP < &, or equivalently that max{g P, pg]__ll)} = 4. Then,
1 = 1-0 —l—g, where p 9 7(1_6)1)(] € [1, 00]. (66)
p r q q—6p

For p in the above range, the assumption on s is equivalent to the bound

(%2 v(A - 2) < 2 (67)
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Let Jn € M,,(R) be the matrix all of whose entries equal . Set Qp, & l, — Jn,. By convexity and

the triangle inequality, ||Qn®ldw |7, (w)—r, (W), < 2 for any Banach space (W, || |lw) and a > 1. So,

[CREnC

(W) ﬁ\Z"( )

H< l,, + A ®Idw> (Qneldy)

<[z 3#)

2“( b+ A) o (W)o—tn(W)o

Due to (66)), by we have £ ([X, Z]o) = [(}(X),£;(Z)]e. Consequently,

e (W)—Le(Wo (68)

n (W)0—>£"( HQﬂ@IdWHeg(W)aég(W)o

[CREN—

H( I, + A) Queldx ],

(X, Z]e)oﬁfn([x Zlo)o ([X,Z]e) 3 ([X,Z)0)

IAI (1-0)s 1 1 0
old —1, +=A)eld . (69
H< ) X (X))o (X)o (2 +2 >® Z (2)o—2(Z)o (69)
We claim that

1

1 1 1 1 g\
1, + ~A)eld <1 and H 21,4+ =A)eld <(1=ZLY (70
H(Q +2 )® X 2 (X)o—£n(X)o o (2 +2 >® Z (20— (Z)o < Gs> (70)

Indeed, the first inequality in follows from the convexity of the £'(X)o norm, because %In + %A
is a stochastic matrix. The second inequality in is justified as follows.

1i (1 1 >q
(20— (Z)o 201K (Z) 0y (310 + A, || - 12)
(62)

<<“@%wﬁ%wwﬁygofiy

11
[ (Gt + 38)ote

A substitution of into gives

1- q) < % (71)

1 1.
“l,+ =A) eld <
H(z T3 )® 5200 g (1,210 Yo - (1, ZJ0)o < Os

Hence,

Lo 1,y GBI 5e—2y»
we (G gA) ol ) T () =

This proves Lemma, [30| when m <p< g Ipelloo) N [m, 2], then define
Td:efmin{q,q(p_l)} and dﬁfl—(l—e)max{p ’p(q—l)}.
p plg—1) p—q¢ q-p

Oune checks that 6 = (1 — T)ax + T. Also, the assumption on p ensures that o, T € [0, 1] and
g plg-1| _4q_ plg—1)

maxq —,p, ———— » = — = max\ p, .

T p—1 T p—1

By the reiteration theorem (31), we have [X, Z]o = [[X, Z]«, [X, ZMT = [[X, Z]a, Z]T. So, the rest
of Lemma becomes the case that we already proved upon replacing X by [X, Z]x and 6 by 1. O
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Completion of the proof of Theorem [25 Continue with the notation and assumptions of Theorem [25]
Fix z1,...,2n € [X, Z]p. By the special case 111 =Y = [X, Z]g of Proposition [6] (which is yet to be
proven, but this is done in Section , we know that the 5-snowflake of [X, Z]g embeds with qua-
dratic average distortion O(1) back into [X, Z]g. An application of this conclusion to the uniform

measure on {x1,...,zy,} provides new points y1,...,yn € [X, Z]p satisfying
D
Vi,j € {17"‘7”}7 Hyi_yjH[XZ]e ,5 Hxi_xjH[QX,Z}e? (72)
and

1 n n 1 n n
ﬁZZ”yi—yjH[QX,Z}e Z EZZH% = 75llf% z,- (73)

i=1 j=1 i=1 j=1

Write A = (a;;) € My, (R). By Lemma [30{ we know that

1 1 1\
JseN, 5= g (00(2) V(A ll-]f)  and v<(21n+2A) Al u&ﬂe) S (T4)
Fixing s € N as in , we reason as follows.
1 n n 1 n n )
) Z Z i = 5llfx 2, < ) Z Z lyi = ¥illx. 21
=1 j=1 1=1 j5=1
@D 1 /1 1N o | 1\s 2
< G+ A 1 e, ) 2230 (Gt + A It~ wilfen,
i=1 j=1
T~ T2 1 2o 2L /1 1 \s
P
s EZ : <2I"+ §A)UH””‘ %ilx. 210
=1 j=
BD M, ([X, Z]o)Ps = = 1
< =22 saullvi = 3l
i=1 j=1
@ M,([X, Z)o)? (9%4(2))"y (A1l - 112) z":z”: p
agjllzi — x5y 4
en 1 j:l [ }9

Because this holds for every z1,...,x, € [X, Z]p, by the definition this is precisely (34). O

Remark 31. In [9], Section 6] and [I11] Section 5] we presented a proof of the quadratic inequality
while stripping away any reference to complex interpolation; it amounts to an expository repackaging
of the same mechanism as our reasoning here, but is more elementary. Applying this proof to the
vectors yi,...,yn € X that satisfy and (73) with p = 1 and 6 = 0 (namely, using the special
case M =Y = X and w = % of Proposition @ and then invoking duality through Theorem , we
get an interpolation-free proof of Theorem [l By applying Lemma [28]and Lemma [29]in place of the
linear-algebraic reasoning in [9], IT1], one also obtains mutatis mutandis an interpolation-free proof
of the first part of Theorem albeit with a worse asymptotic dependence on ¢ in the implicit
factor in . We do not see how to derive the second part of Theorem [12| without appealing to
complex interpolation. Incorporation of finite-dimensional reasoning in an interpolation argument,
as we do here, is also used in our subsequent works [L0} [I1]; if interpolation could be avoided in the
context of [10, 1], then it would be worthwhile to do so, potentially (depending on the resulting
proof) with algorithmic ramifications.
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5. AUXILIARY EMBEDDING RESULTS

Here we will prove Proposition @ and show how Theorem E] (matrix-dimension inequality with
what we conjecture is the asymptotically optimal dependence on p) follows from Theorem

Henceforth, all balls in a metric space are closed, i.e., for a metric space (111, dy;), a point z € 11
and a radius r € [0,00], we write By (z,7) = {y € M : dmy(y,x) < r}. Given a Borel probability
measure W on 11 and p > 1, when in the Introduction we discussed the p-average distortion of an
embedding of the metric probability space (11, dpy, 1) into some Banach space, we did not impose
the integrability requirement [[,, ., dm(x,y)? du(z) du(y) < oco. However, it is simple to dispose of
the (inconsequential) case of those Borel probability measures p on 171 for which dp (-, ) ¢ Lp(nx )
through the following straightforward consequence of the triangle inequality.

If ([ m dm(z,y)? du(z) du(y) = oo, then for every z € 11 and r > 0 we have

o <//mxm dm(, )" d(z) du(y))é S <//mxm (dm(x, z) +dm(y, Z))pdli(x) dH(Q))

1 1
< z( / dmm,z)Pdu(:c))" < 2(<2r>p+ / dm<x,z>pdu<:c>)".
m M~ Bm(z,2r)

So fm\Bm(z or) A (x,z)P du(x) = co. There is r > 0 for which w(Bm(z,7)) > 0 (1 is a probability
measure). Noting that di(z,z) —dm(y, z) > dm(z, z) when (z,y) € (M~ By(z,2r)) x By(z,7),

1
// |dm(, =) — dn(y, =) du(z) du(y) > - // d(x, 2)7 du(z) du(y)
mxm 2 ) (m~ B (z,2r)) x B (zr)

= Ju(Bn() | dnta, 2P du(o) =00 = | dne.) dua) duy).

M~ B (z,2r)

3=

Thus the 1-Lipschitz function x — dpy(z,2) € R is an embedding of (11, dypy, 1) into the real line
with p average distortion 1. Due to this (trivial) observation, we will be allowed to assume that we
have [[,. 0 dm(z,y)? du(z) du(y) < co whenever needed in the ensuing discussion.

5.1. Section 7.4 of [107] revisited. The special case w = 1 of Proposition @ was essentially
proved in [I07, Section 7.4]. Here we will derive this case of Proposition @ while obtaining asymp-
totically better bounds than those of [107] and also removing an additional hypothesis (on Lipschitz
extendability) that arose in the context of [I07] but is not needed for Proposition (6]) as stated here.

Let (M, dm) be a metric space and fix [22] an arbitrary isometric embedding j : 111 — C|0, 1] of 1M1
into the space of continuous functions on the interval [0, 1], equipped (as usual) with the supremum
norm || -[|¢[o,1]; it is more convenient (but not crucial) to work below with such an embedding rather
than the Fréchet embedding into £, due to the separability of the target space. Suppose that ¢ > 1
and let 1 be a Borel probability measure on 771 such that

// dm(, )" du(z) du(y) < oo. (75)
nxnm

By and Fubini’s theorem, [, dm(u, z)?du(z) < oo for some u € 1M1. Since
Ve, 17 (@) llero, < 7 lleo, + 117(2) = j(Wllcoa) = i(@llcp + dm(z,w),

we have [, ||j(w)||qc[071} du(z) < oo. Hence [, 7 (z)llco1) di(z) < oo, because ¢ > 1 and p is a
probability measure. By Bochner’s integrability criterion (see e.g. |26, Chapter 5]), this implies that
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the Bochner integral [, j(z) du(z) is a well-defined element of C[0,1]. We can therefore denote

=102 ([ i) - [ swau] du(aﬁ));- (76)

Observe that, using the fact that j is isometry and the triangle inequality in Lq(p x u), we have

(//mxm dm(@,y)* du(z) duly > <//mxm li (= (y)HqC[O,l] dp(z) du(y)>q < 20, (77)

Since ¢ > 1 and p is a probability measure, by Jensen’s inequality and the fact that j is isometry,

< (i - sl du(x)du(w)>q ([ dnteran du<y>>“. (78)

In what follows, for T > 1 we will also consider a subset A = A.(u, j,q) C N1 that is defined by

o {ﬂfgm‘ HJ'(ZU) / J(w)dp (w)HC[Ol] }

(79)
= (BC[O,1]</ J(w) ))
m
Note that by Markov’s inequality we have
1
VTl s A) < (80)

The following lemma provides a convenient upper bound on the g-average distortion of the metric
probability space (11,dp, 1) into the real line; in essence, its role in what follows is to treat the
“trivial case” in which the random variable j(x), where x € 11 is distributed according to w, is not
well-concentrated around its mean in a certain quantitative sense which is made precise below.

Lemma 32. (111,dpy, 1) embeds with q-average distortion Dg > 1 into R, where

Ds = Dy, joo) & in < /m\ATHJ‘(:v)— | itwautw). du(ac))_é oy e

> clo,1] T—e¢ !

Proof. Define f : 111 — R by setting

Veem, fla)¥

‘J@) - /m j(w)du(w)HO[O’”'

Then f is 1-Lipschitz, because 4 is an isometry.
Suppose that T > e * and observe that for every z € M ~ A and y € A _.~qa we have

f@) = fy) > i@ - /n wdu)| e > ( ef)HM - /mf<w> L] P

Consequently,

[ 15@) = £0) duo) duiw)
mxmi

e 4 q
> 2(1— €

T )qu (Aer) /m\AT H(j(x) - /m Jw) du(w)Ho[o,l] du(z)

(t=e ) fnoa, [4@) = [ 7 (w) du(w)||Egq 17 dr(@)
“Ax cp.1] // q
> dm(z,y)? du(z) du(y),
(67I,)7 mxm (
where the final step uses ([77)) and the bound which gives p (Aeefq) >1—e %" >379 O
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Lemma 33. Fiz p,q,D > 1 with ¢ > p. Define A > 1 by
D if D>
plog (e + 1%) -

AdefD q

q (82)
plog<e+p%>
Suppose that a metric probability space (N, dm, L) embeds with p-average distortion less than D into
a Banach space (X, ||-||x). Then (M, dm, 1) embeds with q-average distortion O(A) into (X, ||| x)-

Proof. Let D’ > 1 denote the infimum over those K > 1 for which (177, dj;, 1) embeds with g-average
distortion K into (X, || - ||x). Our task is to bound D’ from above. To this end, define & > 0 by

1

def Ip /\ <ff7n><m d?”ll (xﬂ y)p d}l($) du(y)>p
0=+ < 2

X (D don ()7 dis(z) () )

Since p < ¢, by Jensen’s inequality we have & € [0,1]. The premise of Lemma [33|is that there exists
a D-Lipschitz mapping f : 111 — X that satisies

([ 1@~ sl anto du(y)f > ([ 1) - 11 dute) du<y>>’1’
(//mxmdm z,y)P du(x) du(y) >; (//mxmdm z,y)?du(z) du(y ))

where the first step is Jensen’s inequality. So, the normalized mapping § 2f:1M — X exhibits that

(83)

2
D < 6D (84)

Note that Lemma [33|already follows from o> %, so we may assume from now on that & < %
Next, fix T > 1 satisfying

P

<< (%)ﬁ (85)

The value of T will be specified later so as to optimize the ensuing reasoning; see . Observe that

/m\AT i) - /m jwyanw)|!  autn) @y [ it - /n )] du()
D e / it - / Sl ) S 1 - @1 @ -

In combination with Lemma this implies (even for an embedding into R C X)) that

D' < ot . (86)

1

(T—e ") (1 —1I7PoP)a
It is obviously in our interest to choose T so as to minimize the right had side of subject to the
constraints . While the optimal T here does not have a closed-form expression, a straightforward

(albeit somewhat tedious) inspection of reveals that up to a possible loss of a universal constant
factor in the final conclusion of Lemma , one cannot do better than the following choice.

IN\as (N5
_ 1_7>q p(i)q P 87
( ed o (87)
For this value of T one readily checks that holds (recall that 0 < 6 < %) So, implies that
DS+ —1
plog (3)
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In combination with we therefore have

D
D' < max min{,l—l— q q O

0<o<l 5 plog (3) } * plog (e + 1%) ’

Lemma 34. Fiz p,q,D > 1 with p > q. Suppose that an infinite metric space (N, dm) embeds
with p-average distortion less than D into a Banach space (X, || - ||x). Then, (1M, dm) embeds with

q-average distortion D' = D'(p,q, D) > 1 into (X, || - ||x), where for some universal constant > 1,
D' < (kD) (88)

P
q.

Proof. Fix a Borel probability measure w on M that satisfies [[,,), ,, dm(x, y)P du(z) du(y) < oc.
For the purpose of proving Lemma , it will suffice to consider the subset A; C 11 in only for
T = 8. Note that due to Lemma it suffices to prove Lemma [34] under the additional assumption

1
</7’n\Ag

, . q q Iq
@)= [ iwdu)] | du) ) < L (89)
Since j is an isometry, we have the following point-wise bound for every x,y € 111.

clo,1]
dnla,) < 1i@) = iWlewa < o= [ jw ), o= [ iwauw], - o0

Using the triangle inequality in Lq(p x p), this implies that

( //(m\Ag)xmdm N dp(y))é

e ( [ e [ iwanw)

BEL N e )

! du(a:))q (M~ Ag)aL,  (91)

o1

Therefore,

//mxmdm(x’ y)* du(z) du(y)
I () dulz
= //AM8 dm(z,y) du(x)du(y)JrQ//ml\Ag)xm dm (x,y)? dp(z) du(y)

1' //AgXA8 dm(z,y)? du(z) du(y) + ;//mxm dm(z,y)? du(z) du(y).

This simplifies to give
1
. anwran@ dut) = 5 [ o) du) dut) (02)
AgXAg mxm

An application of the assumption of Lemma to the restriction of p to Ag (recall that by
we have n(Ag) > 1 — 877 < 1) yields a D-Lipschitz mapping f : 771 — X that satisfies

(i [ 1) =100 ) > (s o) ant)
> (MJ}XS)Q //AMAS dm(z,y)? du(z) du(y)) (w //mxm dm(x,y)qdu(a:)du(y)f,
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where the penultimate step is an application of Jensen’s inequality, since ¢ < p. Hence,

(J. 1= ik auo du(y)>; (. Xmdm@,y)qom(x)du(y)f 93

Next, for every x,y € Ag we have

dn(.9) = @) = iWlloon < o= [ i)+ o= [ iw)du), < 01,
m clo,1] m clo,1]
Therefore, because f is D-Lipschitz, the following point-wise inequality holds true.
Va,yeds,  |f(@) = IR < (Ddm(e,y)" "If (@) = f)lIE < 16DI)P||f(2) — fy)ll%-

Consequently,

// 1£(@) — f@)]% du() du(y) < (16DT,)P0 // 1£(x) — F@)II% du() du(y)
Agx Ag Agx Ag

< (16D1,)7~ // 1£() — £ du(z) du(y)

asopo( [ s f<y>r§(du<x>du<y>)2.

A substitution of this bound into gives

aso)i (1o - sl du(w)dmwf () dm(:lf,y)qdu(x)du(y)f-

Thus, for an appropriate universal constant C' > 0, the rescaled function C (16D)7_1 f:Mm—-=X

exhibits the existence of an embedding with the stated bound on its g-average distortion. (]

Remark 35. We did not investigate the optimality of Lemma [33] and Lemma [34] Specifically, we do
not know the extent to which the additive term in and the power p/q in are necessary. It
would be worthwhile (and probably tractable) to clarify these basic matters in future investigations.

5.2. Average embedding of a snowflake of a Banach space into itself. Note that Lemma
and Lemma [34]imply the special case w = 1 of Proposition @, with quite good dependence on p, g
in (3); in particular, D’ < D (essentially no loss is incured) when ¢ > p and D > ¢/p (and w = 1).
We will next treat Proposition (6]) for general w € (0, 1] in the special case M =Y and D = 1.

For w € (0,1] and p € [1,2], the w-snowflake of L,(R) embeds isometrically into L,(R). The
Hilbertian case p = 2 of this statement is a classical theorem of Schoenberg [I31], and this statement
was proven for general p € [1,2] by Bretagnolle, Dacunha-Castelle and Krivine [31]; see also the
monograph [I35] for an extensive treatment of this and related matters. Understanding the analo-
gous situation when p € (2,00) remains a longstanding open question. Specifically, it is unknown
whether or not there exists w € (0,1) and p € (2, 00) such that the w-snowflake of L,(R) admits a
bi-Lipschitz embedding into L,(R); see [95] 2], 25| [115] 109, 0] for results along these lines, but an
answer to this seemingly simple question remains stubbornly elusive despite substantial efforts. To
the best of our knowledge, even the following more general question remains unknown.

Question 36. Does there exist w € (0, 1) and an infinite dimensional Banach space (X, || || ) whose
w-snowflake does not admit a bi-Lipschitz embedding into (X, || - ||x)?

Proposition |37 below treats the easier variant of Question in the setting of average distortion.

29



Proposition 37. Fiz p € (0,00) and w € (0,1). Suppose that D € R satisfies

. 2(17w)<1+p%u> o

> — 9
n(p, w)

where n(p, w) € [0, 1] is defined by

w

def . 1-o0¢

n(p.w) it

1—w
1 POY pa 95
o€l0,1) 1—0( + o) (9)

Then, for any Banach space X, the w-snowflake of X embeds with p-average distortion D into X.

Below we will provide estimates on the quantity n(p, w) in (95)), but the main significance of
Proposition |37| is that the p-average distortion D in can be taken to be a finite quantity that
depends only on p and w. With this at hand, we will now complete the proof of Proposition @

Proof of Proposition [f] assuming Proposition [37 Denote
p L max{qw, 1}. (96)

The assumption of Proposition @ is that an infinite metric space (11, d;) embeds with p-average
distortion D > 1 into a Banach space (Y| - ||y). By Lemma [33| and Lemma [34] there is a universal
constant « > 1 such that (771, dj;) embeds with (3-average less than D; > 1in (Y, | - ||y ), where

max{%,l}

D, % ( aD + °‘BB> . (97)
plog (e + E)

Thus, for every Borel probability measure @ on 771 there exists a mapping f : 711 — Y that satisfies

Vo,ye M,  |[f(z) = fWlly < Didm(z,y), (98)

[ 1w - rwlt 0> [ o) ) ) (99)

An application of Proposition to the probability measure fyu on Y (the push-forward of p
under f) yields a mapping g : Y — Y that satisfies

and

e 2+Bw
VuveY, o) —g()ly < Dallu—vll§,  where D= =—  (100)
n(a,w)
and
// lgo £(2) — g0 @) du() // 1£(2) — F@)IE du(@)duy).  (101)
mxn mxm
Therefore,
198) A(100) w w
Va,ye M, lgo f(x)—goflly < DaDYdm(z,y)®,
and

[ oo s -g0 Wi aute @an) 5 [ (o) due duty
nxm mxnm

This is the same as saying that the metric space (171, ds;,) embeds with (/w)-average distortion
DyD$ into (Y, | - |ly)- Recalling the definition of B, we have $/w > ¢. Hence, by Lemma
the w-snowflake of (171, dy;) embeds with g-average distortion D’ > 1 into (Y, || - ||y), where

D' < (kDyD®)is. 0

Having noted the validity of Proposition [37] the following open question arises naturally.
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Question 38. Does there exist a universal constant D with the property that for every p > 1 and
w € (0,1), the w-snowflake of any Banach space X embeds with p-average distortion D into X7
We do not know if this is so even in the special cases of greatest interest p € {1,2} and w — 0.

Prior to proving Proposition we will collect some elementary estimates on the quantity n(p, w)
that is defined in . While explicit bounds on 1n(p, w) are not crucial for the main geometric
consequences of the present work, it is worthwhile to record such estimates here due to the intrinsic
geometric interest of such embeddings; we also expect that explicit bounds will be needed for future
applications. Lemma [39 below reflects the fact that the function of o € [0,1) in whose infimum
defines n(p, w) is decreasing when pw > 1 and increasing when p < 1. In the remaining range
pe (1, %), the function in question can behave in a more complicated manner and in particular in
parts of this range it attains its global minimum in the interior of the interval [0, 1].

Lemma 39. Fiz w € (0,1). If p > %, then n(p, w) = w21;Tw. If0<p<1, thenn(p,w) = 1.
Proof. Define h : [0, 1] x (0,00) x (0,1) — R by setting for every (o,p,w) € [0, 1] x (0,00) x (0,1),

1 — gw
h(o,p, w) d=ef10g<1 °

© log (1+ 07),
pw

1+ apw)io‘w“’> = log(1 — o*) — log(1 — o) +

1—w
with the endpoint convention h(1,p, w) def limg_1 h(0,p, w) = log <w2p7>. Then,

8h(6 w) = 1 w +1—w oPw
AN ol-@(1 — o) o 1+orw’
Since the mapping u — 1, is increasing on [0, 00), for every fixed o, w € (0,1) the right hand side
of (102)) is a decreasing function of p. Consequently, for every o, w € (0,1) and p > %,
0wy < (o, L ) @B 9T QW0 t G- w)el ™ w
oo Jo\ " w (1-02)(1—0o®)ol~w
B w(l—w)(2-w) /1 (1—-s)(s—0)
(1 -02)(1—o®)ol-w sw+l
where the penultimate step of (103) is a straightforward evaluation of the definite integral. Therefore
h(o,p, w) is decreasing in o if pw > 1. In particular, in this range we have h(o,p, w) > h(1,p, w),
i.e., the maximum defining n(p, w) in is attained at 0 = 1, as required. Also, if p € (0, 1], then

oh 8h< ) )Gl_w0w+(2w1)0+12w

- > 2
95 0P @) = 550 (1 - 0)(l — o20)gl-w

(102)

(103)

ds < 0,

(104)
w

' 1
- (1—0)(1— o2w)gl-w /U s¥(s — o) (2(1 —w)+ pRET 1) ds > 0,

where the penultimate step of is a straightforward evaluation of the definite integral and the
final step of holds because the integrand is point-wise positive. Hence, h(0, p, w) is increasing
in o if p € (0,1]. In particular, h(o,p,w) = h(0,p, w) = 0 when p € (0,1], i.e., in this range the
maximum defining 1n(p, w) in is attained at o = 0, as required. O

The following corollary is nothing more than a substitution of Lemma [39]into Proposition [37]

Corollary 40. For p > 0 and w € (0,1], let Av(p,w) be the infimum over those D > 1 such that
for any Banach space X the w-snowflake of X embeds with p-average distortion D into X. Then
2 21—w

Av(l,w) <2 @ and pw>1 = Av(p,w) <

w
In particular, both Av(l, %) and /—\v(2, %) are at most 2v/2 and Av(p, %) < 2p forallp > 1.
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B
Remark 41. We proved above that the distortion D’ of Proposition (6] satisfies D' < (kDo D{’ )2
Here k > 1 is a universal constant and 3, D1, Do are given in , , (100), respectively. So,
using Lemma , we have the following version of , in which K > 1 is a universal constant.

D'< Ko™ ( q“’))max{zyw}_ (105)

max{l,qw} plog e—l—
We have no reason to suspect that (105)) is sharp; it would be worthwhile to find the optimal bound.

If one uses in the setting of Theorem |1} in which 771 is the %—snowﬂake of a k-dimensional
normed space X and D < y/logk, one see that for every w € (0, %] the w-snowflake of X embeds
with quadratic average distortion at most Cy+/logk into a Hilbert space, where C,, > 0 depends
only on w. We suspect that the power of the logarithm may not be sharp here, thus leading to the
following conjecture whose investigation we postpone to future research; we will see in Section [f]
that its positive resolution would yield an asymptotically sharp bound (for w fixed and k — o0).

Conjecture 42. For every w € (0, 1) there is Co, > 0 such that for k € {2,3,...} the w-snowflake of
any k-dimensional normed space embeds with quadratic average distortion Cy (log k)< into #s.

If in the formulation of Conjecture 42| quadratic average distortion is replaced by g-average distor-
tion for ¢ > 2, then by the asymptotics of the distortion decreases to Cg, 4(log k)max{2/a.0} g,
the analogue of Conjecture 42| for (2/w)-average distortion has a positive answer. For example, if,
say, one considers 4-average distortion of the %—snowﬂake, then the bound becomes of order /log k.

Note also that if in Theorem [1|one considers average distortion (i.e., 1-average distortion) in place
of its quadratic counterpart, then by we get that the %—snowﬂake of any k-dimensional norm
embeds into a Hilbert space with average distortion O(logk). It is conceivable that this bound
could be reduced to O(y/log k), but we did not investigate this matter yet.

The proof of Proposition relies on a natural “fractional normalization map” for which sharp
bounds are contained in Lemma below; cruder estimates on the modulus of continuity of such
maps appear in several places, but we could not locate their optimal from in the literature.

Lemma 43. Fiz w € (0,1). For a Banach space (X, | - |lx), define fo = fiX : X — X by setting

def 1
Ve X~ {0}, folz) = Hle_w:c, (106)
X
and fu(0) ) Then, for every p € (0,00) we have
veyex, POV ) el <2 Ol -l (om

1-w
(™ + Nl 7
Both of the constantsn(p, w) and 21 =% in the two inequalities appearing in (107) cannot be improved.

Note that if p > 1 and X is an L,(p) space, and we apply the mapping in (106} point-wise, then
we get the mapping (¢ € L,(pn)) — 51gn(cb)|q)]w which is the classical Mazur map [94] from L,(p)
to Ly(u) for ¢ = p/w. However, fo,(d) = [|d]|7 (u)d)’ S0 fo itself is different from the Mazur map.

Proof of Lemma[{3 The optimality of the first inequality in (107) is seen by considering = oy for
every o € [0, 1], and the optimality of the second inequality in (107 is seen by considering xz = —y.
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Suppose that z,y € X \ {0} satisfy lz|ly < llyllx. Then,

o) — Fula)ly 2 (==
”qu ||?JHX X (108)
>Hy—wk_uw§+\MM o O_um;mw— CRTIN
ok WL ke &~ vl x
Observe that (2] €Il — lele)/lz — slly < (lallylE™® — lzl)/ (sl — lally), becanse

[z lyls® = llzllx > 0 and = —yllx = |lyllx — llzllx- By substituting this into (108)), we see that

1 w 1-w

Tl ol — Tl
B N« B XL
1= Lo = Lo
° (lell® + Ille™) = (lel® + Ivll")?
def flzlly

where in the penultimate step we write 0 = < 1. This justifies the first inequality in ((107)).

llvllx
For the second inequality in , note that

1 1 1
w —Jw — - + -
Mil) = full (MT’MWmewwer

1 1 ||$_Z/HX Hm_yHX - ”xHX w
<< - Nm ol _ ezl e
[l e oL Il

The quantity ¢(lylly) = (lz—yllx —llzlly)/Ilylly~* in (09) decreases with [|ylly if ||z ]y < [lz—yly-
Since |ly|ly = ||z — yllx — [|z]lx is a better lower bound on ||y||, than our assumption |y > [|z|/x
when [|z[ly < 3llz = ylly, it follows that d([lylly) < bz —yllyx — llzlly) if [lzlly < 5z —yllyx and

blylly) < d(lzlly) if 51z = ylly < llzly < llo—ylly. Next, d(|lylly) is nondecreasing in |||y
when ||z|y = ||z — ylly, so due to the a priori upper bound ||y|ly < ||z — ylly + ||z]lx we have

d(llyllx) < d(llz — yllx + ||z]ly) in the remaining range ||z|y > ||z — y||y. These observations give

(109)

def (

(199} el w
[folz) = fo@ly < "o lz —ylx (110)
2 —yllx
where Py, : [0,00) — [0, 00) is defined by
1-p)+p® 0<p<3,
Voe0,00), ulp) €S oiw if $ <p<1, (111)
P~ e P> 1

For p € (0, 3) we have ¥/, (p) = w(1/p! "% —1/(1—p)1=®) > 0. Also, P/(p) = —(1 — w)/p? ™ ® <0
for p € (3,1). Finally, we claim that ¥};(p) < 0 if p > 1. Indeed, for every p > 1,

/ w(l+p)* —wp® —(2-w)p'"Y  (1-w)2-w) [P o ds
Yy (p) = pl-@(] + p)2-w RSP /p <w/1 1

—w)(2 - e 1—w)(2—
L1L-we “’)/ <w<r—1>—1>dr:—< )2 w)(1—3)<0, (112)
(L+p)=v o (1+p)2-@ 2p
where the identities in the second and penultimate steps of (112)) are straightforward evaluations

of the respective definite integrals, the third step of (112)) uses the fact that s > 1 in the internal
integrand, and the final step of (112)) holds because 0 < w < 1 < p. We have thus established

kel
»
el &
N———
oL
3
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that P is increasing on [0, 1] and decreasmg on [5,00). Hence, 1 attains its global maximum at

p = 1, where its value is 217® . Due to (TI0), this justifies the second inequality in (T07). O

Proof of Proposition[37 Fix a Borel probability measure pon X. The assumption implies that

p el L <D”(p’ w)>1w > 1. (113)

21—w

Hence, there exists u € X such that

[ le =l duto) < 8 ing [ ool due) <6 f] ol duto)auty). (114)

Define ¢ : X — X by setting

Wxsex 12 = ylx" du(@) du(y) >pf (2w
Wxwx ol =) = foly — )y du(z) duly) ) ™ ’

where fy is the normalization map that is given in (106)). Then, by design we have

//Xxx I$(z) — W)k du(=) //Xxx |z = ylix” du(z) du(y).

Proposition 37 will therefore be proven if we demonstrate that the w-Holder constant of ¢ : X — X
satisfies H(j)||Lip (x.x) S D- Indeed,

VeeX, k)Y < (115)

1

1ol BELI 21—w< Wxox 1z =yl dus(r) duy) ) )
e Tox Mool =) = fuoly — ) dule) duly)

2 _ (ffXxX(Hx—uu;;“’wy—ur;;‘”)l‘”wam—u)—fw<y—u>r\§;‘°du<x>du<y>>é
) i T M@ = ) = Fuoly = 0]z dnl@) du(y)

w

D (lz = ulB + lly — ull5®) du(z) du(y) \7°
<ffXXX [l —u) fw<y—u>||§du<x>du<y>> (117)
( 2y Iz — ull* w2 )
) fm fol@ —u) — fuly — w)|f dn(z) duly)

9 “(2p) 7 ( ffXXXHx—yHP“’ (o) (v )
= < @)\ [y x lfolz —u) )| du(z) du(y)
- ( B) Hd)”Llpw(XX) e
= ( W)@ ( ol—w , (118)

where (117)) is an application of Jensen’s inequality for the probability measure on X x X whose
Radon-Nikodym derivative with respect to px p is proportional to (z,y) — || fo(z—u)— fo(y—u)|%-
Now, the bound (118)) simplifies to give the desired estimate

1—w

2-0(2p)7 [y
ol L2TNeR) R @ -
H HLlpw(X,X) T](p7w)
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5.3. Deduction of Theorem@] from . As we stated in the Introduction, the matrix-dimension
inequality of Theorem [9] is a formal consequence of the ¢; matrix-dimension inequality
that we deduced there from Theorem [[ We also explained in the Introduction that if one settles
for a matrix-dimension inequality as in with a worse asymptotic dependence on p as p — oo
than that of , which we expect to be sharp (recall Conjecture , then this could be done using
reductions from [107, Section 7.4] between notions of g-average distortion as ¢ varies over [1,00),
or using the better bounds of Proposition [f] However, it seems that neither the literature nor
Proposition [6] suffice for deducing Theorem [9] from ([14)). We rectify this here using the elementary
bounds that we derived in Section and basic input from topological degree theory. Those who
are not concerned with obtaining the conjecturally sharp dependence on p can therefore skip the
present section and instead mimic the argument of the Introduction that led to .

5.3.1. A nonlinear Rayleigh quotient inequality. The following lemma relates quantities that are
naturally viewed as nonlinear versions of classical Rayleigh quotients. The need for estimates of
this type first arose due to algorithmic concerns in [9, I0]; see also the survey [IT1], Section 5.1.1].

Lemma 44. Fiz n € N and p,q € [1,00) with p < q. Suppose that m = (71,...,m,) € A" ! and
that A = (ai;) € My (R) is a stochastic and m-reversible matriz. Let (X, | - |y) be a Banach space.
For any x1,...,x, € X there are y; = yl(g,n,xh...,xn),...,yn :yn(g,n,xl,...,xn) € X with

n 1 n 1
(Z?:l ijl |y — vl >T' S P (Z?:l 23:1 Tz — x| >‘1 (119)

Yoy Yoo maslly —yill% )T 2a \ Yoy Yo aislle — a4]l%
Prior to proving Lemma , we will proceed to see how, in combination with , it quickly
implies Theorem [9] Indeed, let (X, | - [|x) be a finite-dimensional normed space, n € N and

T1,...,7, € X. Fix m € A" a stochastic m-reversible matrix A = (a;;) € M,(R) and p > 1.
Apply Lemma [44] to get new vectors y1,...,y, € X that satisfy the inequality.

1

Yiza g Tarilly: — il 1 <Z§L1 e — @y )P
= 5 .

Yo g miaigllyi — yillx T 20 \ 30iny 2oy miassl|e — 2l

An application of to the new configuration {y1,...,y,} C X of points in X yields the
following lower bound on the dimension of X, in which C > 1 is the universal constant of Theorem

1 —2A2(A) . > Z?:l 6Ty — yjllx )
c? > i Z?:l miaijllyi — yillx )
Upon substitution of (120)) into (121])) we get the desired bound with K = 2C2. O

Towards the proof of Lemma [#4] a variant of the following preparatory lemma also played a key
role in [9] [10], for similar purposes. Its short proof relies on considerations from algebraic topology.

(120)

dim(X) > exp( (121)

Lemma 45. Suppose that (X, || - |ly) is a finite-dimensional normed space and that f : X — X is
a continuous function that satisfies

i g e — . 122
Jim it (el —lle = F@)l) = o0 122
lzllx >R

Then f is surjective.

Proof. Write dim(X) = k. Fix an arbitrary point z € S¥ in the Euclidean sphere S¥ of R¥*! and fix
also any homeomorphism A : S¥ \ {2z} — X between the punctured sphere S¥ \ {z} and X. Define
g:S* — SF by g(w) = h~to foh(w) for w € S¥\{z}, and g(z) = 2. We claim that g is continuous
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at z, and hence it is continuous on all of Sk. Indeed, if {w,}5°, C SF and limy,_se0 wy = z, then
llmn_>oo |h(wy,)||x = oco. Consequently,

£ (hCwn) Ly = 1ACwn)llx = [[Alwn) = f (Alwn)) [y =2 o0,

n—o0

where we used (122)). Therefore lim,, o g(wy,) = 2, as required.
We next claim that g is homotopic to the identity mapping Idg. : S¥ — S*. Indeed, denote

V(t,w) € 0,1 x (SF~{z}),  H(t,w) ™ n (th(w)+(1—t)f(h(w))),

and H(t,z) = z for all t € [0,1]. If we will check that H : [0,1] x S¥ — S¥ is continuous at every
point of [0,1] x {2}, then it would follow that it is continuous on all of [0, 1] x S¥, thus yielding the
desired homotopy. To see this, take any {t,}2°; C [0,1] such that lim,_, ¢, = ¢ exists, and any
{w,}52, C S* with limy, 0 wy, = z. We then have lim,,_,o [|A(wy)||y = 0o, and therefore

[tnh(wn) + (1 = tn) f (R(wn)) ||y = [Ih(wn)lly = (1 = ta)[[A(wn) = f (A(wn)) |
I

=
> twn)lly = ) = (b)) lx —= o0,

where we used (122)) once more. Hence limy,, o0 H (tn, w,) = z = H(t, z), as required.
Because we showed that g is homotopic to the identity on S*, it has degree 1, and therefore it is
surjective; see e.g. [60, page 134]. Hence h™'o f o h(S" \ {2}) = S" \ {2}, i.e., f(X) = X. O

Lemma 46. Fizn € N, m € A""!, w € (0,1), a Banach space (X, - |lx), and x1,...,2, € X.
Then, there exist new vectors y1 = y1(W, T, x1,...,Tpn),...,Yn = Yn(W, M 21,...,2,) € X that
satisfy > i my; = 0, and for every q € (0,00) we have

l1-w
UlyllX° + lly;1I5°) @
n(g, w)

.. _1 L
Vije{l,....,n}, 2wz —al¢ <y — yilly < i — zjllx.  (123)

Proof. Our eventual goal is to apply Lemma [45| to the mapping

f = fonz,. anspan({z1,...,zn}) = span({z1,...,zn})
that is defined by setting for every z € span({xl, ceTnt),

1
fla) Z i f o (fol(x) — xl) T Zm”x — |lz|lx wxiH)E(*l(x — [zl Cw). (124)
i=1 ]arHX i=1
Suppose for the moment that we checked that f satisfies the assumption of Lemma, . It would
follow that f is surjective, and in particular there exists x = z(w, m, x1,...,z,) € span({x1,...,zn})
such that f(z) = 0. Thus, if we choose y; = f!(fw(z) — ;) fori € {1,...,n}, then >  my; = 0.
Because fw(y1) +o1 = ... = fw(yn) +Tn = fu(x), we have || fo(y:) — fw(yj)HX = ||z; — xj”x for

all i,7 € {1,...,n}. The desired bounds (123)) now follows from Lemma
Both f,, and f;,! are continuous, so f is also continuous. Write &,(z) = f3(fw(z) — 2) for every
z,z € X. Then f(x) = > mé&,,(z), and therefore by the convexity of || - |x : X — X we have

lally = ll = @) lx = ol = || D mitEa (@) = 2)|| > D mlllely = e = &, @)ly)-
i=1 ;

=1
This shows that the assumption (122]) of Lemma [45{ would hold true if &, satisfied it for every fixed
z € X. Since fo(z) — fo(&:(x)) = 2 by the definition of &, the case p = 1 of Lemma 43| gives

21—«
Z
e = et + @l

ol — & (2)llx, (125)
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where we also used the fact that n(1, w) = w2!~*, by Lemma Note that

1 1 1
1€ (@)l = Ifow(@) = 2% < (Ifo@)lx +zl1x)* = (2l +l2lx)*- (126)
By combining (125)) and (126)) we conclude that
=]l Lo
lzllx = lle = &(@)lIx > ll2lly — —* (2l + llzllx) © ——— oo O
w ]| =00

Completion of the proof of Lemma[{4] The ensuing reasoning is inspired by an idea of Matousek [92].
Apply Lemmawith w = g to get y1,...,yn € X (depending on %,Tc,xl, ..., Ty) such that

> miyi =0, (127)
i=1

and for every 7,5 € {1,...,n},

1
: q llly + Ny %\~
2 F s = sl < = il < Ll =yl (PR Iy (128)

1 1
where we also used the fact that n(g, 2) = 525_5, by Lemma Note that

35 a1 ZZ masllf + 530S malus
P e =1 j=1 g 1i=1

ZT[ Znsys

i=1

Z ZmﬂgHyz yill%.

i=1 j=1
where the first step uses 7-reversibility, the second step uses stochasticity and the centering condi-
tion (127, and the final step follows from Jensen’s inequality (since p > 1). Hence,

Il + il )7
Zznzam”yz yjllx < (*) szawuxz 2% <2>

Q=

(129)

i=1 j=1 i=1 j=1
_p
p -+ q
< (1) (3 mts it ) (33 [ IR Y
L i1 =t
oo
< () (S masle -ty ) (L X mml -l )
i=1 j=1 i=1 j=1

where the first step is the second inequality in , the second step is Holder’s inequality, and the
final step is . This simplifies to give
(Z? 1 2o mmlly =yl )117 _q < Yy 2y Tl — y5l% )é
> i Z v miaillyi —yill% ) T dic1 E _y gz — 2y
p (21 Py mjuxi—wjn;)é
T 9l ag \ X0 Xy maigllwi — Y
where the final step is the first inequality in . O

Remark 47. In [46, Proposition 3.9] de Laat and de la Salle proved that for every Banach space
(X, []]|x), every n € N, every m € A"~ ! and every 7-reversible stochastic matrix A = (a;;) € M,,(R),

V1i<p<qg<oo, YA, - Hx) Spa YA - Hx) Spa YA ] - HX) (130)
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This is a Banach space-valued generalization of a useful extrapolation result for Poincaré inequalities
that MatouSek proved in [92] for real-valued functions (see also [23] Lemma 5.5] or [116, Lemma 4.4]).
Direct precursors of are those of [103] 7], but they treat the case of graphs (relying on their
representation as Schreier coset graphs due to [58], as well as ideas of [18]) with the resulting bound
depending on the maximum degree; as such, these earlier versions are not suitable for applications
that use arbitrary stochastic matrices (e.g. when using duality as we do here).

Using Theorem [22] it follows from the rightmost inequality in that for every w € (0, 1] the
w-snowflake of X embeds with (1/w)-average distortion Dy > 1 into an ultrapower of £y, (X),
where D, may depend only on w (for this, we are considering with p=1and ¢ = 1/w. More
generally, and Theorem [22|yield an embedding of the w-snowflake of X into an ultrapower of
{q(X) with g-average distortion Dy, q). Proposition [37]shows that this is so even for embeddings into
X itself. The ingredients of Proposition [37| and [46], Proposition 3.9] are similar, as [46] considers
an L,(X)-valued version of the normalization map that is given in (106 as a generalization of the
classical Mazur map [94] (see also [118], 35 43, [126], 128] for earlier variants in special cases, as well
as the subsequent development in [I0]). We will next show that by incorporating the reasoning of
the present section, we obtain the following version of with an explicit dependence on p, q.

p P 2q\4
visp<a<oo (o) YA IR <A IR < () vAd- ). asy

An inspection of the proof in [46] reveals that the dependence on p,q that it yields is much
(exponentially) weaker asymptotically than that of , and we believe that this is inherent to
the reasoning of [46]. The first inequality in is sharp, as already shown in [92] for real-valued
functions. We do not know if the second inequality in is sharp, and conceivably the rightmost
factor (2¢/p)? in could be replaced by €2 If this were indeed possible, then it would be a
worthwhile result because it would yield a fully analogous vector-valued generalization of Cheeger’s
inequality [36] B9] and Matousek’s extrapolation phenomenon [92].

To deduce the first inequality in , take x1,...,x, € X and use Lemma to obtain new
vectors yi,...,y, € X such that

(£>p . (Z?zl >y mar ||l — @l >5 _ Zim D il — yills
2q Do g Mgl — xglly ) X0 YTy maslly — villk
where the last step of (132)) is the definition of y(A,|| - [|§) applied to the new configuration of
vectors {y1,...,yn} C X. It remains to note that by the definition of y(A, || - [|), the supremum of
the left hand side of (132)) over all possible z1,...,z, € X equals the left hand side of (131)).

To deduce the second inequality in (131]), use Proposition 37| and Corollary 40| with w = p/q and
(W(z1),. .., 1(zy)) = 7 to get new vectors z1, ..., 2, € X satisfying ||z — z;||% < (p/2¢)|zi — =%
for all 4,5 € {1,...,n}, and also 377" 7% maijllzi — 2% = 20, 20— mimglla — x|k Thus,

Yina 2y arsllei — wlly (27q>f1. Yic 2 Trllz -zl (ﬁ)qy(A 1-19)
Sim 2 Magglle — gl T \p /YT Y maggllz — 2l T\ p o

6. IMPOSSIBILITY RESULTS

<y(A- 1K), (132)

The main purpose of this section is to prove Lemma Lemma and to refine the lower bound
on the Hilbertian average distortion of snowflakes of regular graphs with a spectral gap.

The assertion of Lemma [2| that the w-snowflake of any k-dimensional normed space (X, || - || x)
embeds into a Hilbert space with bi-Lipschitz distortion k7 is a quick consequence of John’s theo-
rem [67], combined with Schoenberg’s result [I31] that the w-snowflake of an infinite dimensional
Hilbert space (H, || - ||z) embeds isometrically into H. Indeed, by John’s theorem there exists a
mapping f : X — H such that ||z — y||x < [|f(z) — f)|lu < VE|z — y||x for all 2,y € X. By
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Schoenberg’s theorem there exists a mapping g : H — H such that ||g(u) — g(v)||g = |Ju — v||} for
all u,v € H. Hence, ||z —y||% < |lgo f(x) —go f(y)||lu < k2 |z — y|| for all z,y € X.

The more substantial novelty of Lemma [2]is the assertion that the above composition of Schoen-
berg’s embedding and John’s embedding yields the correct worst-case asymptotic behavior (up to
universal constant factors) of the Hilbertian bi-Lipschitz distortion of w-snowflakes of k-dimensional
normed spaces. The proof is a quick application of the invariant metric cotype 2 with sharp scaling
parameter that was introduced in [96], but this has not been previously noted in the literature.
Note that the endpoint case w = 1 here is classical, by a reduction to the linear theory through
differentiation, but this approach is inherently unsuitable for treating Hélder functions.

Proof of Lemma[4 Fix k € N and consider the normed space K (C) ~ % (/2) whose dimension
over R equals 2k2. Suppose that the w-snowflake of E’;i((C) embeds into a Hilbert space (H, | - || x)
with bi-Lipschitz distortion less than D. Thus, there exists an embedding f : /£ (C) — H such that

2
Yo,y €65(C),  llz =yl o) < If(@) = F@)lla < Dllz -yl ¢ (133)
By [6, Section 3], the following inequality holds true for any f: {1,...,4k}* — H.

s T | w dme) (S

I=1 o1, 4k} re{l,... k2 {5}
k? k2 » k2 - 9

rg (12]{:)162 Z Z f<26ﬁ(55r+8r)67‘> _ f<zeﬁxrey‘)
e€{—1,0,1}%? ze{1,... 4k}¥> r=1 =1 H

where ej,.. ., ey is the standard basis of C¥*. By combining (I33) with (I34), we conclude that

(134)

?

usl 2 w
220p2 < 12 D2|e 3k 1) U k209D o D>k = dim (42 (C))* O

The above proof of Lemma [2| works also for embeddings of w-snowflakes of k-dimensional normed
spaces into L, when p € [1,2], yielding the same conclusion. However, for p > 2 the upper and
lower bounds that it yields (using sharp metric cotype p) do not match. We therefore ask

Question 48. Suppose that w € (0,1) and p € (2,00). What is the infimum over those 3 € (0, 1] for
which there exists og € (0,00) such that the w-snowflake of any finite-dimensional normed space
X embeds into L, with bi-Lipschitz distortion at most ap dim(X)P?

Next, the optimality of Theorem [I2]for Hilbertian targets in the regime of higher Holder regularity,
as exhibited by Lemma , is a quick application of the classical invariant Enflo type [49, [30].

Proof of Lemma([13 Fix k € N and denote ¢ gr2 , so that ¢, (Ek) = c; see e.g. [69, Section 8|.
Choose X = Ep, so that it has modulus of uniform smoothness of power type p. Suppose that
(Z,||1lz) is a normed space whose modulus of uniform smoothness has power type 2. We will show
that if the (§ + €)-snowflake of E’; embeds into Z with a-average distortion D, then necessarily

2e
c2-r

D>
N Va+8:(2)
The desired lower bound in Lemma is the special case of ([135]) corresponding to Z = £g({2),
because (g ({2) is isometric to a subspace of Lg, and 82(Lg) =< +/p by [} 21].
Let Fy be the field of two elements. Identify F5 with the 2% vertices of the hypercube {0, 1}* C E’;.
We also let eq,..., e, denote the standard coordinate basis and u denote the uniform probability

(135)
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measure on F§ C El;, respectively. By [I07, equation (6.32)], any f : F§ — Z satisfies the following
bound, in which additions that occur in the argument of f are in Fg, i.e., modulo 2 coordinate-wise.

(Jos 1@ = 001z anoy )
) . (136)

k
S (22 +VAVE( X [ 1+ e) - S@IE duw))
=1 2

Suppose that || f(x + e;) — f(x)|lz < D for every x € F§ and i € {1,...,k}. This would follow if
f were (§ +¢)-Hélder with constant D, which is what is relevant in the present context, but we are
in fact assuming significantly less here, namely that f is D-Lipschitz in the metric that is induced
by ¢¥ on F5. Under this assumption, the right hand side of is at most D(SQ(Z) + V) VE.
If we also have

<//ngm§ 1 () = fW)llz du(ff)du(y)f > (//Fwé l — y\|?§g+6)du(m)dp(y))i > it

1
where the last step holds because ||z — Z/Hezfg > kv for a constant fraction of (z,y) € F§ x F§, then
by contrasting this with (136 we conclude that

£ 2e
kr c2-r

D> = .
T Va+8:(2)  Va+8:(Z)

Note that the case p = 1 of the above proof of Lemma [13| gives that if the (% + ¢)-snowflake of
€’f embeds with quadratic average distortion D > 1 into a Hilbert space, then necessarily D 2 k°.
A slightly more careful examination (using Enflo’s original “diagonal versus edge” inequality in [47]
in place of ) of the constant factors in this special case reveals that we actually get the sharp
bound D > k° (for the uniform measure on {0,1}*), as stated in the Introduction.

We will next revisit the estimate that was derived in the Introduction. Recalling the relevant
setting, we are given n € N and a connected regular graph G = ({1,...,n}, Eg). In the course of
the deduction of , see specifically the penultimate step in , we actually showed that if the
L_snowflake of the shortest-path metric ({1,...,n},dg) embeds into a Hilbert space (H, |- ||g) with

2
quadratic average distortion D > 1, then necessarily

O

n

D> VI A0 (1 3D dali) )

i=1 j=1

Replacing the Holder exponent % by an arbitrary w € (0,1], the same reasoning shows mutatis
mutandis that if the w-snowflake of the shortest-path metric ({1,...,n}, dg) embeds into a Hilbert
space (H,|| - ||z) with quadratic average distortion D > 1, then necessarily

D> VI= () (,; Zchu,j)?‘“)Q. (137)

i=1 j=1

In particular, this implies that if G is an expander, then D 2 (logn)®. Therefore, by considering
the uniform measure on an isometric copy of ({1,...,n},dg) in £% we see that Conjecture 42| asks
for the optimal asymptotic dependence on the dimension for fixed w € (0, %)

As we explained in the Introduction, the above proof of the “vanilla” spectral bound goes
back to [84) [92] 56]; further examples of implementations of this (by now standard) useful idea can

be found in [R5 86, 120, 23, 14} [74] [78, 117, 124 116, 53, 99, 107, 71, 113, I11]. An especially
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important special case of (137)) is when G is a vertex-transitive graph, e.g. when it is the Cayley
graph of a group of order n. In this case, by equation (4.24) in [I07] (see also [117} 63]) we have

n n 1
Vp>1, Yw e (0,1], <le ZZdG(i,j)pw>p = diam(G), (138)

i=1 j=1
where diam(G) is the diameter of ({1,...,n},dg). So, (137) for a vertex transitive graph becomes

D > /1= A3(G) diam(G)®. (139)

The following lemma improves the dependence on the spectral gap in (137) and (139) for small w.

Lemma 49. Fizn € N, w € (0,1] and p,q, D € [1,00). Let G = ({1,...,n}, Eg) be a connected
reqular graph such that the w-snowflake of the metric space ({1,...,n},dg) embeds with q-average
distortion less than D into £,. Then necessarily

1 — (G min{w’m} 1 LD 1
oz <;2(+))q?)mu (nzZZdG(MV“’)q. (140

i=1 j=1
In particular, if G is a vertez-transitive graph, then

eyl

~

S diam(G)®. (141)
(p2 + q2) min{p,2}

Prior to proving Lemma 9] we will discuss some of its consequences.

Ezample 50. Contrast Lemma with in the following illustrative classical example. Fix
q,k € N such that q is a power of a prime. Consider the Cayley graph of SLy(IFy) that is induced
by the symmetric generating set {Ix & Ex(i,5) : (i,5) € {1,...,k}* A i# j}. Here, Fy is the field
of size q and Ex(4,j) € My(Fy) is the elementary matrix whose (i, j)-entry equals 1 and the rest of
its entries vanish. In what follows, SLi(F,) will always be assumed to be equipped with the word
metric that corresponds to this (standard) generating set. We then have

1 _ k?log q

1—7\2(SLk(Fq))xE and  diam (SLy(F,)) = ogh (142)

The first assertion in (142)) is due to Kassabov [73]. The second assertion in was obtained by
Alon [3] who extended’|a similar algorithm of Andrén, Hellstrom and Markstrém [14] that proves it
for g = O(1); see also [I30] for prior diameter bounds. If w € (0,1] and the w-snowflake of SLj(Fy)
embeds with quadratic average distortion D > 1 into a Hilbert space, then by and ,

b K loga)
~  (logk)®

This bound is vacuous if w < %. However, if we use Lemmain place of (139)) we get the following
lower bound on D which tends to co as k — oo in the entire range w € (0, 1].

1
S kmax{?w—a,w}(logq)w
~ (log k)®
Remark 51. Lemma H9|in the case when G is an expander, namely it is both O(1)-regular and
1/(1 —A2(G)) = O(1), shows that the case p =1 of the first assertion (7)) of Theorem [12|is sharp
for every ¢ > 2, up to a multiplicative factor which may depend on only ¢. Indeed, take Y = ¢, and
X = (. Then, the modulus of uniform convexity of ¥ has power type ¢ and cy(X) = n'/4. By

5Alon obtained the second assertion in (T42)) independently, before we learned of the earlier work [14].
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considering the uniform distribution over the image of an isometric embedding of ({1,...,n},dg)
into X, we see from Lemma (9 that if X embeds with g-average distortion D into Y, then necessarily

1 1 1
D Z —(logn)s < = (logey (X))®. (143)
q q

Our proof of Lemma 49| uses the following lemma, the case p > ¢ of which is a mixed-exponent
variant of Matousek’s extrapolation phenomenon for Poincaré inequalities [92), 23, [116]. One could
avoid treating mixed exponents and obtain a “vanilla” extrapolation inequality by using [46] (recall
also Remark , but this leads to an asymptotically worse dependence on the spectral gap even
when, say, p = 2 and 1 < ¢ < 2, which is an inherent deficiency: If one considers the variant
of below with p = 2 and the ¢’th moment on both sides for some ¢ € [1,2), then the power of
1/(1—2A2(A)) becomes 1/q rather than the stated 1/2 < 1/q, and this is sharp, for example, when A
is the transition matrix of the standard random walk on the k-dimensional Hamming cube {0, 1}*.

Lemma 52. Fizp,q>1,n €N and w= (my,...,7,) € AL, Suppose that A = (a;;) € My, (R) s

a stochastic and m-reversible matriz. Then, every x1,...,T, € £, satisfy the inequality
n n 1 2 2 % n n 1
q p + q min{p,2} ) max{p,q}
ZZT[Z‘TEJ'HIL‘i —l'jHZ 5 e Zzﬂiaijnxi _:Ejuznax{pq} . (144:)
i—1 j=1 : 1=22(A) i=1 j=1 g

Proof. By the case X =R (and p = 2) of the first inequality in (131)), for every > 2 we have

n

s1 Sp € ZZTET[AS s < TN ZZT[CL”S 5] (145)

i=1 j=1 i=1 j=1

The scalar inequality with slightly weaker constant factor appears in [I16, Lemma 4.4|, as a
natural quadratic variant (via a similar proof) of Matougek’s extrapolation lemma for Poincaré in-
equalities [92], which is the analogous ¢; statement, namely with “spectral gap” replaced by “Cheeger
constant.” By a point-wise application of followed by integration, we see that that

n

n B n n
Vo f€ e, D> mmllfi— fIE, < (1_B> o> magllfi = £IF, (146)

i=1 j=1 M(A)/ o j=1

Since Ly is isometric to a subset of Lg, it follows from (146)) that also

n

n B n n
Vfifn € Lo, > mmllfi— fillf, < <1_B> SN mallfi — £llE, (147)

i=1 j=1 M(A)/ o j=1

Suppose first that ¢ > p > 2. Then, (146]) with f = p is the same as the estimate

y(A-IE,) < (1_};\2(A)> : (148)

We therefore obtain the following bound which implies the desired inequality (144)) when ¢ > p > 2.

(31 2g\q q (148) 2q !
e 44 P
v I-1E) S () S (o).

N

If 1 <p<2and q > p, then by [I31] there exist fi,..., fn, € La such that
D
Vi,jef{l,...ont,  fi = fillp, = llwe — 5l - (149)
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An application of (147) with B = ?q 2 now shows that
1 1
q
(S mmte -l ) @ (S mls - sl )
i=1 j=1 =1 j=1
i) 2 Ve 2\
< (pl—?\z(A)> <Z Zﬂiaijnfi - fjHIfg)

i=1 j=1

2q
g T 1 W 7 .
<m) (;;”%Hx m]”ﬁ)

This completes the proof of (144) in the entire range ¢ > p > 1.
Suppose next that p > ¢ > 1 and p > 2. Writing x; = (xj1, 2i2,...) € £, for each i € {1,...,n},
q
P

n n
S5l il = 33 (3o

i=1 j=1 i=1 j=1

< <ZZZ7T'L7TJ‘|$U€ —:cjk|p>p (150)

k=1 i=1 j=1

< (§ <\/1_7> ;;Wzazﬂl’zk ﬂfgk!p) (151)

:<ﬁqn)<;;wm%xm>, (152)

where is a consequence of the concavity (since ¢ < p) of the function (u > 0) — ur and is
a coordinate-wise application (with 3 = p > 2) of the scalar inequality . This establishes
whenp>¢g>landp>2 Ifl1<qg<p<2, then follows by using with z1,..., 2,
replaced by fi,..., f, that satisfy , with p replaced by 2 and with ¢ replaced by % <2 O

Proof of Lemma[{9 By assumption, there exists an embedding f : {1,...,n} — ¢, such that

Vi, j€{l,...,n}, 1£() = fF()le, < Ddgl(i,5)°. (153)
and
2 ZZ 1F(@) = fDIE, = % > deli, §)™ (154)
i=1 j=1 i=1 j=1

Our task is to bound D from below. Using Lemma [52| with A = Ag € M,,(R) the adjacency matrix
of G, m=(%,...,2) € A" (Gis a regular graph) and x; = f(i) for all i € {1,...,n}, we see that
1 2 % 1
(&> dtim) L (ST w0 -s0, )
i=1 j=1 i=1 j=1

n

(144) ( p2+q2 >mln{1p,2}< 1 max{p q} max%p,q}
e =1 S U R e
2(G) el |, 2n
3 (g WD
1 —22(G)
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This is the desired bound when w > 1/ min{p, 2}. Note that thus fa1 we used ((153)) only for

thosei,j € {1,...,n} such that {i,j} € Eg. In other words, we derived ({140} under the assumptlon

that f is D—Lipschitz rather than that f is w-Hélder with constant D7 Which is a more stringent

requirement as dg takes values in [1,00)U{0}. To prove when w < 1/ min{p, 2} we will probe

larger distances in ({1,...,n},dg) for which the full Holder condition gives more information.
Denote

def 1
= |—F]. 1
’ [1—7\2(@} (155)
1
The function ¢ — (1£) ™7 is increasing on (—1,1) and tends to % as t — 17. Hence,
1
1+ A(G)Y 1+A(G) @ 1
+ A2(G) < + A2(G) \ 2 < 1 (156)
2 2 Je
Using Lemma |52 with A = (%In + %Ag)s, we therefore see that
1 n n %
(nQ >3 detii™)
i=1 j=1
1
D (ET X0 ro)
=1 j=1
(T4 2, .2 n_n 1
p? +q )mm{p 2} <1 ( 1 max{p,q} \" (T
S +3Aa)_I£6) = 10
<1—7\2((§'n+$AG) ”;] 22 v
([T53) A(T56) e
< (p2 + q )rmn{p ,2} wD (p + q ) .

D,
~ (1-22(G))”
where the penultimate step uses that if for some 4,7 € {1,...,n} the (4, j)-entry of ( n+ 1AG)
nonzero, then there is a walk in G of length at most s from 7 to j, hence dg(i, j) < s.

We end this section with a few further remarks and open questions.

Proposition 53. Fiz q,k € N such that q is a power of a prime. Let Av(k,q) denote the smallest
D > 1 such that SLi(Fq) embeds into a Hilbert space with average distortion D. Then

3 3
k3 (log |SLy(Fg)])3
Av(k,q) < (logq)—— < v/logq - : ‘
v(k, q) (ogol)log;C %8 Joglog [SLy(Fy)| — loglog q

3
Proof. A substitution of (142)) into (141)) when w = ¢ = 1 and p = 2 gives Av(k,q) 2 %;,fq. To
prove the matching upper bound, suppose that q = p" for some prime p and m € N. Let vy,..., v
be a basis of Fy over F,. Thus, for every € Fy there are unique xi(z),..., xm(z) € Z/pZ such

that z = x1(z)v1 + ... + Xm(z)vm,. Define an embedding
£ SLi(Fq) = Mi(C) @ ... & My, (C) == 3™

m times

by setting for some C > 0,

def o~ Ckloggq *
VX = o) € SLF), - F00% P v CLAN) I

< k2 log q

We claim that if C' is a sufficiently large universal constant, then f exhibits that Av(k,q) < Togh -
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Fix distinct indices o, 3 € {1,...,k}. Then for every X = (z;;) € SLi(Fq) we have

f<X(|k + Ep(, B) ) @ jﬁli)ggi ( ey eles) (ei%ﬂixsma) B 1)>(j,k)e{1,...,k}2’

where 84 is the Kronecker delta. Thus,

3
Cklogq 2k2 logq
< —— - 2Vkm = ————.
ek = /mlogk " log k

3
By the definition of the (word) metric on SLj(Fy), this means that f is %—Lipschitz.
In the reverse direction, if X = (x;), Y = (y;i) are independent and chosen uniformly at random
from SLj(Fy), then with probability that is bounded below by a positive universal constant, we

have |exp(2mixs(zjk))/p — exp(2mixs(y;k)/p)| = 1 for a universal constant fraction of the mk?
triples (4,7,s) € {1,...,k} x {1,...,k} x {1,...,m}. Therefore,

| £ (X0 £ Exlex.B)) ) = £X)

1 Cklogq Ck?logq
. FO0 = FY)ll e 2 i 2 = =08
’SLk(Fq)‘ZXYe%_:k(Fq)” ) ( )”43 K vmlogk log k
@ c
> Cdi Le(Fy)) > ——— d X, Y). O
Z Cdiam (S k( Q)) |S|—k(Fq)|2 Z SLk;(]Fq)( )

X,YeSLy (Fq)

The following conjecture asserts that (at least for fixed q) the curious-looking but nonetheless
sharp asymptotic behavior of Proposition [p3|holds also for bi-Lipschitz embeddings; we suspect that
its resolution is tractable, perhaps via the representation-theoretic approach of [17].

k?

Conjecture 54. For every k € N and prime power q we have ¢, (SLk(IFq)) =4 Tog k-

Remark 55. By and (138 we see that if G = ({1,...,n}, Eg) is a vertex-transitive graph, then
VD >1,  dimp(G) > en(1772(6))diam(G) (157)

where ¢ > 0 is a universal constant, and the notation dimp(-) of [84, Definition 2.1] was recalled in
Section In fact, this reasoning shows that (Theorem (1| implies that) if ({1,...,n},dg) embeds
into a normed space X with average distortion D (rather than the stronger bi-Lipschitz distortion
D to which alludes), then necessarily dim(X) > exp(c(1 — A2(G)) diam(G)/D). It follows in
particular from that if ({1,...,n},dg) embeds with average distortion O(1) into some normed
space of dimension (logn)?™), then necessarily (1 — A2(G)) diam(G) < loglogn.

There are many examples of Cayley graphs G = ({1,...,n}, Eg) for which A2(G) = 1 — Q(1)
and diam(G) 2 logn (see e.g. [3, 117]). In all such examples, asserts that dimp(G) > n®/P
for some universal constant ¢ > 0. The Cayley graph that was studied in [74] (a quotient of the
Hamming cube by a good code) now shows that there exist arbitrarily large n-point metric spaces
Mm,, with dim;(M,) < logn (indeed, 11, embeds isometrically into ¢¥ for some k& < logn), yet
M,, has a O(1)-Lipschitz quotient (see [24] for the relevant definition) that does not embed with
distortion O(1) into any normed space of dimension n°D . To the best of our knowledge, it wasn’t
previously known that the metric dimension dimp(-) can become asymptotically larger (and even
increase exponentially) under Lipschitz quotients, which is yet another major departure from the
linear theory, in contrast to what one would normally predict in the context of the Ribe program.

Remark 56. Let G = ({1,...,n}, Eg) be a Cayley graph of a finite group with A2(G) = 1—-Q(1). The
metric space ({1,...,n},dg) embeds with bi-Lipschitz distortion diam(G) into Eg_l by considering
any bijection between {1,...,n} and the vertices of the n-simplex. There is therefore no a priori
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reason why it wouldn’t be possible to embed ({1,...,n},dg) with bi-Lipschitz distortion O(1) into
some normed space (X, | - |x) whose bi-Lipschitz distortion from a Hilbert space is at least a
sufficiently large constant multiple of diam(G). But this is not so if diam(G) is large. Indeed, for
every ¢ > cg,(X) and D > cx({1,...,n},dg) by Theorem [12] the J-snowflake of ({1,...,n},dg)
embeds into f» with quadratic average distortion that is at most a universal constant multiple of

v/Dlog(c + 1). By contrasting this with the case w = 3 of (I39), it follows that

diam(G)
cx({1,...,n},dg) 2 )
e h 06 2 e, ) 1)
Thus, even if we allow ¢y, (X) to be as large as diam(G)°), then any embedding of ({1,...,n},dg)
into X incurs distortion that is at least a positive universal constant multiple of diam(G)/ log diam(G).

Substituting into gives the following noteworthy corollary. It shows that even though
elements of SLy(F,) have a representation using k* coordinates (over Fy, thus using qk? bits), if one
wishes to realize its geometry with bounded (average) distortion as a subset of the “commutative”
geometry of a normed space, then the dimension of that space must be exponentially large.

Corollary 57. Fiz q,k € N such that q is a power of a prime. For D > 1 let dimp(k,q) denote
the smallest d € N such that SL(Fq) embeds into some d-dimensional normed space Xy 4 with
bi-Lipschitz distortion D. Then, for some universal constant ¢ > 0 we have

ck
dimp(k,q) > qDlosk,
This holds even if we only require that the low-dimensional embedding has average distortion D.

The following conjecture asserts that (for fixed q) Corollary |57|is sharp. Given the lower bound
that we obtained here, it remains to construct a O(1)-distortion embedding of SL;(Fy) into some
low-dimensional normed space X. Here, “low-dimensional” means that the dimension of X grows
exponentially in k/ log k rather than exponentially in k2 as in Fréchet’s embedding. We suspect that,
beyond its intrinsic interest, such a low-dimensional realization of SLy(Fq) will be useful elsewhere.

Conjecture 58 (dimension reduction for SLy(FFy)). For every prime power q there exist D = D(q) > 1
and ¢ = ¢(q),C = C(q) > 0 such that for every integer k > 2 we have

_ck_ . Ck
elsk L dimp(k,q) < eloek.

7. PROOF OF THEOREM 22]

For a metric space (1, dp), a Banach space (Y, - |ly) and w € (0,1], following the notation
of [89], B3], 80, T3] we consider a quantity e®(171,Y), called the w-Hoélder extension modulus of the
pair (171,Y), which is defined as the infimum over those L € [1, co] such that for every subset S C 11
and every mapping ¢ : S — Y which is w-Holder with constant 1, i.e., || f(z) — f(v)|ly < dm(z,y)®
for all z,y € M, there exists ® : 111 — Y that extends ¢, i.e., P(s) = P(s) for all s € S, and P is
w-Hélder with constant L. When w = 1 one uses the simpler notation (171, T) = e(1,Y). Note
that e“(M1,Y) = e(1M*,Y), where henceforth 7® denotes the w-snowflake of (171, djy;). Thus, one
could work throughout (both in the present context and elsewhere) with the more classical Lipschitz
extension modulus e(+, -), but it is beneficial to use the above notation for w-Hélder extension. Such
extension moduli have been studied extensively in the literature; see e.g. [80, 32, 113] and the
references therein for an indication of the large amount of work that has been done on this topic.

The following powerful extension theorem is a combination of known results. Its special case
p = q = 2 is a combination of Ball’s deep work [19] on Lipschitz extension and our solution [112]
in collaboration with Peres, Schramm and Sheffield of Ball’s Markov type 2 problem [19]. Also,
its special case when p = 1 and Y is a Hilbert space is a theorem of Minty [104], which relies on
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Kirszbraun’s important theorem [75]. Its statement in full generality follows from the generalization
of the above results that appears in our work with Mendel [98]. A special case of Theorem |59 was
discussed in [108]; for ease of later use (below and elsewhere), it is worthwhile to formulate the full
statement here and explain its quick derivation from results in the literature.

Theorem 59 (Ball’s extension phenomenon for Hélder functions). Fiz p,q > 0 with ¢ > max{p,2}.
Write w = p/q. Let (M, dm) be a metric space that has Markov type p and let (Y, ||-||y) be a Banach
space whose modulus of uniform converity has power type q. Then, e*(X,Y) < M, (M)XK, (Y).

Proof. AsY is uniformly convex, it is reflexive. Hence, e(11,Y") < M, (1)X,(Y) for any metric space
(N, dp), by combining [99, Theorem 6.10] and [98, Theorem 1.11] (see the discussion in Section 1.5
of [98]). By definition, we have e*(11,Y) = e(IMN*,Y’) and M,(1M*) < M, (1M)®. Consequently,

(M, Y) S M)y (V) < M) K, (Y). O

Note that due to Theorem [21} if we are in the setting of Theorem [59 and (X, || - [ x) is a Banach
space whose modulus of uniform smoothness has power type p, then e (X,Y) < 8,(X)“XK,(Y).

The proof of Lemma [60| below is a natural (a bit tedious) discretization/dominated convergence
argument; we include it for the sake of completeness, but it could be skipped and left as a technical
exercise. In what follows, it is convenient to use the (ad hoc) terminology that a measure p on a
set € is rational if it is finitely supported and pu({z}) € Q for every z € Q.

Lemma 60 (compactness). Fiz p > 1 and D, > 1. Let (111,dm) be a separable infinite metric
space and let (Y, | - |ly) be a Banach space. Suppose that for any rational probability measure
p on N the metric probability space (supp(p),dm,p) embeds with p-average distortion D into Z.
Then, (M, dm) embeds with p-average distortion oD into the ultrapower Y for any non-principal
ultrafilter W on N. Also, (M, dm) embeds with p-average distortion oae(X,Y)D into Y.

The proof of Theorem [22|is a direct application of Lemma to Theorem below7 which is (the
nontrivial direction of a) the duality result of [107, Theorem 1.3|, while using Theorem [59|to justify
the second assertion of Theorem [22] The term “duality” here indicates that the existence of the
embedding that Theorem (61| asserts is proved in [107] by a separation (Hahn—Banach) argument.

Theorem 61. Let (11,dpy) be a metric space and (Y, || - ||ly) a Banach space. Suppose that there
exist p, K > 1 such that y(A,dy,) < Ky(A,| - [|5) for every n € N and any symmetric stochastic
matriz A € M, (R). Then, for every D > K and every rational probability measure p on 11, the
(finite) metric measure space (supp(p),dm, p) embeds with p-average distortion D into £,(Y").
Proof of Lemma[60. For each & > 0 fix an arbitrary §-net {20}, of (M, dp), i.e., dm (%737?) >0
for all distinct 4,5 € N ‘and also J;Z; B (z2,8) = M. Define inductively V = By (x9,8) and
V]+1 B (a T51150) N 1 Bm (ac d) for j € N, namely {V6 © , is the disjoint Voronoi tessellation
of M that is induced by the (ordered) 8-net {x2}2,.

Fix from now on a Borel probability measure p on 771. Let (W, || - ||w) be any Banach space (we
will eventually take T to be either Y¥ or Y). Suppose that there is some A > 0 such that for every
b > 0 and n € N there exists a A-Lipschitz mapping f,‘z : 111 — W that satisfies

Z Z 1752 = £ @) 5y n(V2 Z Z din (@3, 25 )PV (V). (158)
i=1 j=1 i=1 j=1
We will next show that this assumption formally implies that for any A > A, the metric probability
space (1M, dpy, 1) embeds with p-average distortion A into (W, || - ||lw)-
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As justified in the beginning of Sectlonl we may assume that [, . dm(z,y)P du(z) du(y) < oo
If we could prove that

o //mxmllfn )= S@)IE, du(z) dudy) > //mmdnz<m,y>Pdu(x>du<y>, (159)

then for some & > 0 and n € N the normalized mapping ¢ def Af5 M — W would be A-Lipschitz

and satisfy ﬂmxm 193 (x) — g3 () |15 dn(z )du ) = [lsem dm(x, y)P du(z) du(y), as required.
To prove , note that because {x . is d-dense in 111 we have

sup |dm (22, ]) dm(z,y)| < sup (dm(xi,aﬁ) + dm(x?,y)) < 26. (160)
i,jEN i,jEN
(:c,y)EV;‘SXV-é (:Js,y)EV.5><V.6
Hence, the R-valued function on 771 x 11 that is equal to dj (z? )p on V; x Vj for each 7, j € N tends

point-wise to dh, : M x 1M1 — R as 5 — 0, and it is bounded from above by the (p x p)-integrable
function (x,y) — (dm(x,y) + 26)P. By the dominated convergence theorem we therefore have

//mxm d712($,y)pdu( _hmzzdm L, j Vé) (Vjé)

=1 j=1
< hmsuphmsupZZHfé )H ( )H(Vj5>
5—0 n—00 i=1 j=1
supZané )| n (V) (VY).
nGNZ L=l

The desired statement (159)) would therefore follow if we could show that for every fixed n € N,
lim <// 1£3(@) = £ ()lIfy du(z) d z:z:Hf8 23|y (V) (V5)> =0. (161)
8=0 \ Mmxm =1 =1

To justify (I61), for n € N and & > 0 consider the function Al : 11 x M — R that is defined by
.o def
Vij €N, Y(z,y) € VP x VP, hp(z,y) = (Ifa(@) = fa@)ly = 1£2 (@) = £ 5) -

Under this notation, the assertion of (I61) is the same as lims_o ([}, 5 25(2,y) dp(z) du(y) = 0.
Since f2 is assumed to be A-Lipschitz, if (z,y) € Vf’ X \/;-5 for some ¢,j € N, then we have

[ (2 )| < a2 (@) = Fa@)Ify + 1fn(3) = fa @)y

< Ap(dm(x,y) +dm( X, g)) ) < )\p(d’m(ﬂﬁ,y)p—F (dm(l’,y)+25)p).

By the dominated convergence theorem, it therefore suffices to show that lims_,o h® = 0 point-wise.
This is so since if § < 1 and (z,y) € Vi x Vj5 for i,j € N, then ||f3(z) — f2(v)|lw < Adm(z,y) and

1£2(@) = fa@)llw = 1£2(23) = fa@)lw| < 1 £2(2) = fa@)lw + 1£2(y) = Fa @)l < 228 < 22,

Hence, both of the numbers ||f3(z) — f2(y)|lw and | f3(x?) — fg(xg)HW belong to the bounded
interval [0, Adm (x, y) +2A] and are within 2Ad of each other. By the uniform continuity of t — tP on
[0, Ay (2, y) + 2A], it follows that lims o (|| /3 (x) — f3(W) 1§, — [1£3(22) = £2(23)[I}) = 0, as required.

By the above considerations, it remains to establish, for fixed & > 0 and n € N, the existence of
fg when W =YW or W =Y, and A is less than aD or e(X,Y)aD, respectively. The case W =Y
is a direct consequence of the definition of e¢(X,Y’) and the assumption of Lemma Indeed,
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recalling that o > 1, for each i € {1,...,n} choose p; € Q satisfying u(V;?) < p; < i w(V2®). By
assumption, there is a D- Lipschitz mapping ¢ : {2 : 71 e{l,....,n} A p;i >0} =Y that satisfies
> i Z;‘L:I I (a?) — db(x )Hypzpj >0 Z] L dm (3, ]) psz Therefore,

ZZM (a5) I (V) szm @}, 5PV (V). (162)

=1 j=1 =1 j=1

Extend ¢ to a function ® : 771 — Y which is e(X,Y") /aD-Lipschitz. Then, f3 = \/a® has Lipschitz
constant less than e(X,Y)aD and, by virtue of (162), it satisfies the desired estimate (158]).
For the remaining case, namely when W = Y% and A < oD, fix n € N and {y; 152, C N {x0}n

such that {x2}", U {y;}32, is dense in M. Fix also k¥ € N and n € (0,1) N Q, and define a
measure v on F = {x0}7 U {y; }jzl by setting v(z?) € Q to be any rational number satisfying
(1 —mu(VP) < v(z) < w(VP) if w(V;®) > 0, and v assigns mass 1 to all the other points in F. By
assumption, there is a D—Lipschitz mapping P : F — Y such that

DD () = @) pv(w)ve) = D dm(u, o) v(w)v(v).

ueF veF ueF veF

Then, since VP is D-Lipschitz and v(w) =7 for all w € F ~\ {20}, = {yj}g‘f’:l, we have

ZZHw )PV
i=1 j=1
k
szm Pu(VW(VY) = 2nDP Y N di(u, y;)P

i=1 j=1 ueF j=1

Since o > 1, by choosing small enough 1 it follows from this that for each & € N there exists a
D-Lipschitz mapping Py : {22}, U {yj}§:1 — Y that satisfies

n n

503 ) — O > 0 E 3D dm e P (163

i=1 j=1 i=1 j=1
We extend 1y, to all of 11 by setting it to be identically equal to Pg(z$) on M~ ({20}, U{y; ;‘?:1).
Since Py, is D-Lipschitz on {2}, U {y; }j 1, for every z € M the sequence {Py(z) —Yr(29)}22,
is bounded. We can therefore define f3 : 111 — YU by setting £3(2) = vVo(br(2) — ¥r(29))2, /U
for all z € M. Tt follows directly from the definitions that f> has Lipschitz constant v/&D < oD
on the dense subset {22} ; U {y; 321, so its Lipschitz constant is less than oD on all of 111. Also,
the desired bound follows by passing to the ultralimit of as k — oo, since the number

of pairwise distances that appear in the left hand side of (163]) is independent of k. O
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