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Abstract

A classical problem, due to Gerencsér and Gyárfás from 1967, asks how large a monochromatic connected component can we guarantee in any \( r \)-edge colouring of \( K_n \)? We consider how big a connected component can we guarantee in any \( r \)-edge colouring of \( K_n \) if we allow ourselves to use up to \( s \) colours. This is actually an instance of a more general question of Bollobás from about 20 years ago which asks for a \( k \)-connected subgraph in the same setting. We complete the picture in terms of the approximate behaviour of the answer by determining it up to a logarithmic term, provided \( n \) is large enough. We obtain more precise results for certain regimes which solve a problem of Liu, Morris and Prince from 2007, as well as disprove a conjecture they pose in a strong form.

We also consider a generalisation in a similar direction of a question first considered by Erdős and Rényi in 1956, who considered given \( n \) and \( m \), what is the smallest number of \( m \)-cliques which can cover all edges of \( K_n \)? This problem is essentially equivalent to the question of what is the minimum number of vertices that are certain to be incident to at least one edge of some colour in any \( r \)-edge colouring of \( K_n \). We consider what happens if we allow ourselves to use up to \( s \) colours. We obtain a more complete understanding of the answer to this question for large \( n \), in particular determining it up to a constant factor for all \( 1 \leq s \leq r \), as well as obtaining much more precise results for various ranges including the correct asymptotics for essentially the whole range.

1 Introduction

What can one say about the monochromatic structures we are guaranteed to find in any \( r \)-edge colouring of a large graph \( G \)? This very general extremal question captures a large number of classical extensively studied topics including a large portion of modern Ramsey theory.

There are limitations to how much structure one can ensure by using only a single colour. For example, a very classical result of Gyárfás [27] and Füredi [23], essentially answering a question of Gerencsér and Gyárfás from 1967 [25], tells us that in an \( r \)-edge colouring of an \( n \)-vertex complete graph, one can always find a monochromatic tree, or equivalently a connected component in a single colour, of order at least \( \frac{n}{r-1} \), and one cannot hope to do better whenever an affine plane of order \( r-1 \) exists (which is known to exist whenever \( r-1 \) is a prime power). This question and its generalisations in many different directions have been extensively studied, see, e.g., surveys [21, 28]. Let us, for example, highlight the question of how many monochromatic components one needs to cover every vertex of an \( r \)-edge coloured \( K_n \), since due
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to a beautiful duality reduction of Füredi \cite{23} this question is equivalent to the famous Ryser conjecture concerning cover and matching numbers in \( r \)-partite hypergraphs \cite{30}.

A very natural question that arises is how much more power do we get if we allow ourselves to use more than just a single colour? This type of question is very classical, for example, Erdős, Hajnal and Rado \cite{16} already in 1965 raised a generalisation of the Ramsey question in this direction. Namely, how large a clique using edges of at most \( s \) different colours can one guarantee in an \( n \)-vertex \( r \)-edge coloured complete graph? This problem and its generalisations have been extensively studied ever since, see e.g. \cite{2, 8, 9, 10, 12, 29}.

In this paper, we will explore this “power of many colours” paradigm for several classical extremal problems. The first one has as its starting point a folklore observation, usually attributed to Erdős and Rado (see e.g. \cite{28}), which states that in any 2-edge colouring of \( K_n \) the edges in one of the colours connect all \( n \) vertices. A natural generalisation asks how big a connected monochromatic subgraph can we guarantee if we are using more than two colours. This is precisely the subject of the question of Gerencsér and Gyárfás \cite{25} from 1967 discussed above. While we will mostly focus on what happens with this question if we are allowed to use up to \( s \) colours, let us first mention yet another natural generalisation due to Bollobás and Gyárfás \cite{7} from 2003, which also leads to the same question from a different angle. They consider how large a \( k \)-connected monochromatic subgraph can one guarantee in any \( r \)-edge colouring of \( K_n \). See \cite{37, 39, 40}, and references therein, for details on what is known about this problem. In 2003 Bollobás (see \cite{36}) asked the overarching “power of many colours” generalisation, namely what happens if one is allowed to use up to \( s \) colours when looking for a large highly connected subgraph. The benchmarks for this problem have been established by Liu, Morris and Prince \cite{36}, for some improvements and extensions see \cite{34, 35, 38}.

As already mentioned we will mostly focus on the \( k = 1 \) instance of the question of Bollobás. The reasons for this are many-fold. We find it to be perhaps the most natural instance since it is a direct “power of many colours” generalisation of the much more classical question of Gerencsér and Gyárfás. Also, when assuming the underlying complete graph is at least moderately large, it seems most of the difficulty of the general problem is already captured by this instance.

We will denote by \( f(n, r, s) \) the answer to the above question, so it is the maximum number of vertices that we can guarantee to connect using edges in up to \( s \) colours in any \( r \)-edge colouring of \( K_n \). For example, \( f(n, 2, 1) = n \) is a restatement of the observation of Erdős and Rado, and determining \( f(n, r, 1) \) precisely recovers the monochromatic component problem of Gerencsér and Gyárfás discussed above.

Gyárfás \cite{27} and independently Füredi \cite{23} showed \( f(n, r, 1) \geq \frac{n}{r+1} \), that this is tight given certain divisibility conditions on \( n \) and \( r \) and is always close to tight. Also, Liu, Morris and Prince \cite{36} showed \( f(n, r, 2) \geq \frac{4n}{r+1} \), that this is tight given certain divisibility conditions on \( n \) and \( r \) and that it is always close to tight. See also a paper of Liu and Person \cite{38} obtaining more precise results for the \( s = 2 \) case of the more general \( k \)-connectivity version of the question. For larger \( s \) the best-known lower bound, also due to Liu, Morris and Prince \cite{36}, was \( f(n, r, s) \geq (1 - e^{s^2/(3r)})n \), which reduces to \( f(n, r, s) \geq \Omega(\frac{r^2}{r}) \cdot n \) when \( s \leq \sqrt{r} \). In terms of upper bounds for very small values of \( s \) the best bound they obtain is \( f(n, r, s) \leq \frac{2^s}{r+1} \cdot n \), given some divisibility conditions, which also implies a slightly weaker bound holds in general.

Our first result shows this upper bound is essentially tight, closing the gap between the quadratic in \( s \) lower bound and exponential in \( s \) upper bound for any fixed \( s \), and \( r \) large enough, determining the answer up to an absolute constant factor.

**Theorem 1.1.** Let \( s \geq 1, r \) large enough and \( n \geq \Omega(r) \) then \( f(n, r, s) = \Theta(\frac{r^2}{r}) \cdot n \).

We actually prove the same result holds for the more general question of Bollobás, requiring a \( k \)-connected subgraph, provided \( n \) is large enough compared to \( k \) and \( r \), see Theorem 3.5 for the exact details. This
solves a problem posed by Liu, Morris and Prince in 2007 asking whether the behaviour is exponential, polynomial or something in between in $s$ when $r$ is large compared to $s$. They asked this problem as an easier variant of a conjecture that a more precise version of the above theorem holds for any $s \leq \frac{1}{2} \log r$. We disprove this conjecture in a strong form, by improving the above-mentioned exponential upper bound in $s$ to an essentially quadratic one. This bound also determines the answer up to a logarithmic factor for any $s \leq \sqrt{r}$.

**Theorem 1.2.** For $1 \leq s \leq \sqrt{r}$ and $n$ large enough we have $f(n, r, s) = \Theta_r \left( \frac{s^2 \log r}{r} \right) \cdot n$.

Let us note that Theorem 1.1 holds for $s \leq (1 - o_r(1)) \log \log r$, and this is essentially tight since a more precise version of Theorem 1.2 (see Proposition 3.6) shows it can not hold for $s \geq (1 + o_r(1)) \log \log r$.

The best known upper bound, also from [36], when $\sqrt{r} \leq s < \frac{r}{2}$, was $f(n, r, s) \leq \left(1 - \frac{1}{s}\right) n$. They also show this bound is tight if $r$ is odd and $s = \frac{r-1}{2}$ and it matches the above-stated lower bound from [36], up to an absolute constant in the exponent for $s \geq \Omega(r)$. We improve this upper bound for $\sqrt{r \log r} \leq s \ll r$ showing the above lower bound is tight up to an absolute constant in the exponent for the whole of this range.

**Theorem 1.3.** For $\sqrt{r \log r} \leq s \ll r$ and $n$ large enough we have $f(n, r, s) = \left(1 - e^{\Theta(s^2/r)}\right)n$.

We also obtain an improved bound for $\sqrt{r} \ll s \leq \sqrt{r \log r}$ although for this regime our new bound is not tight. For a summary theorem collecting the current state of affairs on the question of determining $f(n, r, s)$, including our new results, we point the reader to Theorem 4.1 in Section 4.

The starting point for the second question we will explore is a problem dating back at least to the work of Erdős and Rényi from 1956 [19], and it asks, given $n$ and $m$, to determine the smallest number of $m$-cliques which cover all edges of $K_n$. They observed an immediate counting lower bound of $\left(\binom{n}{2} / \binom{m}{2}\right)$ and that it is tight if and only if an appropriate combinatorial design exists, as well as proved a variety of asymptotic results. Let us also mention that this is perhaps the most basic and one of the oldest examples of the extensively studied “clique covering” problem which asks for how many cliques one needs to cover all edges of an arbitrary graph (see e.g. a survey [43] for more details on the vast body of work in this direction).

The question we will consider in this language asks what happens if instead of insisting that each clique has size $m$ (or equivalently size at most $m$) we restrict the size of the union of any $s$ cliques to be at most $m$. We will, however, focus here on an equivalent “inverse” formulation of the problem, which in the original $s = 1$ instance was first considered by Mills in 1979 [41] in order to understand what happens if $n$ is not necessarily very large compared to $m$ and the asymptotic results of Erdős and Rényi and later ones of Erdős and Hanani [17] do not yet kick in. The inverse of the classical problem asks, given a covering of the edges of $K_n$ with $r$ cliques, how large does a largest clique we used need to be? In this formulation, our question asks how large a union of some $s$ cliques needs to be.

In fact, there is a third natural, equivalent reformulation which uncovers a relation to the largest monochromatic component question of Gerencsér and Gyárfás and the “power of many colours” generalisation of it discussed above. The classical $s = 1$ instance is equivalent to asking how many vertices are certain to be incident to at least one edge of some colour in any $r$-edge colouring of $K_n$. Indeed, given an $r$-edge colouring of $K_n$ we can obtain a clique covering by taking for each colour a clique consisting of all vertices incident to at least one edge of the said colour. For the other direction, given a clique covering we assign colours to each clique and then colour an edge in the colour of a clique covering it (choosing arbitrarily if there is more than one option). In this setting, there is a natural “power of many colours” generalisation which simply asks what happens if instead of insisting on a single colour we allow ourselves to use up to $s$ colours.
Let us denote by \( g(n, r, s) \) the answer to this question, so the minimum number of vertices that are certain to be incident to at least one edge in a colour from some set of \( s \) colours in any \( r \)-edge colouring of \( K_n \). We note that determining \( g(n, r, 1) \) corresponds to the classical problems discussed above and is reasonably well understood. There has been plenty of papers focusing on what happens for small values of \( r \) \([20, 31, 41, 42, 45, 47]\). There are also several results \([22, 46]\) obtaining more general, precise results provided \( r = p^2 + p + 1 \), and a finite projective plane of order \( p \) exists, for example, if in addition \( r \mid n \) then \( g(n, r, 1) = \frac{p+1}{p^2+p+1} \cdot n \). Füredi \([22]\) proved in 1990 a very nice linear programming reduction to a question involving fractional cover numbers of intersecting hypergraphs which can be used to prove various approximate results on \( g(n, r, 1) \). In terms of asymptotics, it is fairly easy to see that \( g(n, r, 1) = \frac{1+o_r(1)}{\sqrt{r}} \cdot n \) for \( n \) large enough. The lower bound is the above-mentioned counting argument of Erdős and Rényi, while the basic idea of using projective planes to show the upper bound dates back to a paper of Erdős and Graham \([15]\) from 1975, who worked on a closely related Ramsey theoretic question. See also a recent paper spelling this out in more detail \([26]\). For more information we point the interested reader to Chapter 7 of a survey of Füredi \([24]\).

In terms of the question involving fractional cover numbers of intersecting hypergraphs which can be used to prove various approximate results on \( g(n, r, 1) \), the behaviour for \( r \leq s \leq 1 \) is in stark contrast to the \( f \) function, which, by Theorem 1.3, shows it grows in linearly in \( s \) until the answer becomes an absolute constant times \( n \), which at least for very small \( s \) is in stark contrast to the \( f \) function, which, by Theorem 1.1, initially grows exponentially fast in \( s \). The following theorem collects most of our results for the \( g \) function and showcases its behaviour across the range.

**Theorem 1.4.** Given integers \( 1 \leq s \leq r \) and \( n \) large enough compared to \( r \) we have

\[
g(n, r, s) = \begin{cases} 
  \frac{(1+o_r(1))s}{\sqrt{r}} \cdot n, & \text{for } s \ll \sqrt{r}; \\
  \Theta(n), & \text{for } s = \Theta(\sqrt{r}); \\
  \left(1 - e^{-\Theta(s^2/r)}\right) \cdot n, & \text{for } s \geq \sqrt{r} \log r; \\
  \left(1 - (1 - o_r(1)) \cdot \left(\frac{r-s-1}{s}\right) / \binom{s}{r}\right) \cdot n, & \text{for } s \geq (1 - o_r(1)) \cdot \frac{r}{2}; \\
  \left[1 - 1/\binom{s}{r}\right] n, & \text{for } s = \frac{r-1}{2} \text{ and } r \text{ odd}; \\
  n, & \text{for } s \geq \frac{r}{2}. 
\end{cases}
\]

We note that in addition to the colouring formulation we mostly focused on, all our results can be translated to the alternative, clique-cover formulations of the problem mentioned above. There is one final, Ramsey theoretic reformulation which we want to mention. To this end let us denote by \( T_m \) the set of all trees on \( m \) vertices and by \( \mathcal{F}_m \) the set of all spanning forests (without isolated vertices) on \( m \) vertices. Then
determining the $r$-colour Ramsey number of these two families is equivalent to determining $f(n, r, 1)$ and $g(n, r, 1)$. Let us note that the question of obtaining bounds on Ramsey numbers of an arbitrary member of $\mathcal{F}_m$ as well as $\mathcal{T}_m$ has already been considered in 1975 by Erdős and Graham [15], and one can use the same argument to get an approximate understanding of the behaviour of $f(n, r, 1)$ and $g(n, r, 1)$. If one now considers the “power of many colours” generalisation of these two Ramsey problems, namely if instead of a monochromatic copy, we seek one which uses up to $s$ colours, so precisely in the sense introduced by Erdős, Hajnal and Rado, and discussed at the beginning of the section, one recovers the problems of determining $f(n, r, s)$ and $g(n, r, s)$.

Most of our arguments use various probabilistic tools and ideas, often both for lower and upper bounds, in certain regimes expansion arguments come in useful. We also prove a number of extremal set theoretic reductions which often lead to interesting questions in their own right, which we collect and discuss further in Section 4.

1.1 Organisation and notation

We begin with our results on the generalised clique covering function $g(n, r, s)$ in Section 2. We open the section by proving two general tools. The first one, Lemma 2.1, is a simple probabilistic bound that we will use to prove most of our lower bounds. The second one, Lemma 2.2, gives a reduction to an extremal set-theoretic problem, which is behind most of our upper bounds.

In Section 2.2 we prove the first two parts of Theorem 1.4, including a more precise lower bound, given certain divisibility conditions, in the form of Proposition 2.3. In the subsequent Section 2.3 we prove the remaining parts of Theorem 1.4 concerning larger values of $s$. The third and fourth parts follow from Proposition 2.6 and Corollary 2.8. The fifth part follows from Theorem 2.9 which is perhaps the most involved of the arguments related to the function $g$ including an intriguing, somewhat non-standard application of Janson’s Inequality in tandem with the Lovász Local Lemma. The penultimate part is established in Proposition 2.10. The final part is the easy reduction to the Erdős-Rado observation, which was already discussed in the Introduction. In Section 2.4 we collect what our results tell us about the behaviour of $g(n, r, s)$ for small values of $r$.

In Section 3 we prove our results on the large connected component using few colours function $f(n, r, s)$. We begin with an upper bound part of Theorem 1.1, due to [36]. We include it for completeness and since it helps give motivation for the argument behind our new lower bound, which we prove next as Theorem 3.5. We note that we prove this result in the full generality of the question of Bollobás requiring $k$-connectivity of the subgraph we find. We continue with a slightly simpler argument for lower bounding $f(n, r, s)$, which improves the previously best constant in the exponent as Proposition 3.6, and which combined with our new upper bound for the $g$ function proves Theorem 1.3. We conclude the section with our new upper bound for $f(n, r, s)$, for $s \leq \sqrt{r}$ which we prove as Proposition 3.1, and which combined with the known lower bound proves Theorem 1.3.

In Section 4 we make some final remarks and collect a number of interesting open problems.

**Notation.** Given a graph or a hypergraph $H$, we will denote by $V(H)$ and $E(H)$ its vertex and edge set respectively, and by $d(H)$ its average degree. We use the standard asymptotic notation. Some conventions are that we write $g = O(f)$ if there exists an absolute constant $C > 0$ such that $g(x) \leq C \cdot f(x)$ for all $x$. We also write $g = \Omega(f)$ if $f = O(g)$, and $\Theta(f)$ if both $g = O(f)$ and $f = O(g)$. We index the asymptotic notation by a variable we are letting tend to infinity when we wish to emphasise or clarify which one drives the asymptotics. For example, we write $o_r(f)$ to be a function which tends to zero when divided by $f$ as
the parameter $r$ tends to infinity. We also write $f \ll g$ to mean $f = o(g)$ when both $f$ and $g$ depend only on a single parameter which is then assumed to tend to infinity. We write $f = \Theta_r(g)$ if $f = \Omega(g)$ and $f \leq O(g) \cdot \log r$. All our logarithms are in base two. Given two events $A$ and $B$ in the same probability space, we write $A \sim B$ if they are dependent.

2  Power of many colours for covering vertices

In this section, we prove our results on the generalisation of the clique-covering problem, i.e. determining the behaviour of the function $g(n, r, s)$. We note though that most of the upper bounds we will prove in this section are also the best bounds we have on the many colour connected component problem of determining $f(n, r, s)$ using the easy bound $f(n, r, s) \leq g(n, r, s)$ explained in the introduction. We begin with the general tools proven in the following subsection, we then proceed to deduce various parts of our main result, Theorem 1.4, using them.

2.1 General tools

We begin with the following simple lemma which is behind most of our lower bounds on the generalised clique covering function $g(n, r, s)$.

Lemma 2.1. Let $r, s$ and $d$ be positive integers such that $s \leq d < r - s$. Then

$$g(n, r, s) \geq \min \left\{ 1 + \frac{s(n-1)}{d}, \left( 1 - \frac{r - d - 1}{s} \right)^r n \right\}.$$  

Proof. Consider an $r$-edge colouring of $K_n$. Our goal is to show that there exist $s$ colours such that there are at least $1 + \frac{s(n-1)}{d}$ vertices incident to an edge coloured in one of these $s$ colours or at least $n - n \cdot \left( \frac{r - d - 1}{s} \right)^r$ edges incident to $v$. Counting, in addition, $v$ this implies that there are at least $1 + \frac{s(n-1)}{d}$ vertices incident to an edge using one of these $s$ colours, as desired.

Hence, we may assume that for every vertex $v$ there are at least $d + 1$ different colours used on the edges incident to $v$. We will choose our $s$ colours uniformly at random. The probability that we did not pick any of the at least $d + 1$ colours incident to $v$ is at most $\frac{s(n-1)}{d}$. So the expected number of vertices not incident to an edge using one of our random $s$ colours is at most $n \cdot \left( \frac{r - d - 1}{s} \right)^r$. In particular, there exists a choice of $s$ colours for which there are at most this many vertices not incident to an edge using one of them. We conclude that there are at least $n - n \cdot \left( \frac{r - d - 1}{s} \right)^r$ vertices incident to an edge using one of these colours. \[\square\]

We note that strictly speaking the assumptions $s \leq d$ and $d < r - s$ are not necessary in the above lemma. This follows since the terms in the minimum are decreasing and increasing in $d$ respectively and evaluate to $n$ in the case $d = s$ and $d = r - s$ respectively. We will only ever use the lemma in the specified range since the same reasoning explains one cannot obtain a better bound by choosing $d$ outside this range.

We next turn to a lemma which will help us prove our upper bounds on $g(n, r, s)$.
Lemma 2.2. Let $1 \leq s \leq r$ be integers. Suppose there exists a hypergraph $H$ with vertex set $[r]$ such that

1. for any $e, f \in E(H)$ we have $e \cap f \neq \emptyset$, i.e. $H$ is intersecting, and
2. any set of $r - s$ vertices of $H$ spans at least $t$ distinct edges.

Then

$$g(n, r, s) \leq n - t \left\lfloor \frac{n}{|E(H)|} \right\rfloor.$$ 

Proof. Our goal is to colour the edges of $K_n$ into $r$ colours in such a way that for any $s$ colours there are quite a few vertices of $K_n$ not incident to an edge coloured using one of the $s$ colours. To do this we will exploit the existence of the auxiliary hypergraph $H$.

Let $m := |E(H)|$ and let us partition the vertices of $K_n$ into $m$ parts $A_e$, one for each edge $e \in E(H)$ with each $A_e$ of size either $\lfloor n/m \rfloor$ or $\lceil n/m \rceil$. We note that the $r$ vertices of $H$ represent the $r$ colours we are going to use while an edge $e \in E(H)$ should be viewed as the set of colours we are “permitted” to use on the edges of our $K_n$ incident to a vertex belonging to $A_e$. With this in mind, we now colour all the edges of $K_n$ as follows. Given any two distinct vertices belonging to $A_e$ and $A_{e'}$ respectively (with possibly $e = e'$) we colour the edge between them using an arbitrary colour in $e \cap e'$. We know such a colour always exists since $e \cap e' \neq \emptyset$, by the assumption that $H$ is intersecting, namely property 1.

Now to show this colouring satisfies the desired property suppose $S$ is an arbitrary set of $s$ colours. By property 2 we know the set of $r - s$ colours in $V(H) \setminus S$ spans at least $t$ edges, the set of which we denote by $T$. Observe now that, any vertex $v$ belonging to $A_e$ with $e \in T$ is not incident to an edge coloured in a colour in $S$. Indeed, by the definition of our colouring, we are only ever colouring an edge incident to a vertex $v \in A_e$ by a colour which belongs to $e$ and since $e \in T$ we know $e \subseteq V(H) \setminus S$, so, in particular, no colour in $S$ is allowed to be used. This implies the desired claim since there are at least $t \cdot \lfloor n/m \rfloor$ vertices of $K_n$ contained in one of the sets $A_e$ with $e \in T$. \qed

Both above lemmas might seem somewhat wasteful but as we will soon see both can be tight and they suffice to give a pretty good understanding of the behaviour of $g(n, r, s)$ in general.

Let us also note that if one starts with an $r$-edge colouring of $K_n$ one can define a hypergraph $H$ with the vertex set being the set of $r$ colours and an edge $e(v)$ of $H$ for each vertex $v$ of $K_n$ where $e(v)$ consists of all the colours appearing on edges of $K_n$ incident to $v$. We note that certain edges might appear multiple times so $H$ is strictly speaking a multi-hypergraph. By construction, $H$ must be intersecting and the number of vertices of $K_n$ not incident to an edge of colour in some set $S$ of $s$ colours is precisely equal to $n$ minus the number of edges of $H$ induced by $V(H) \setminus S$. This shows that the question of determining $g(n, r, s)$ is equivalent to finding a multi hypergraph $H$ as in Lemma 2.2 with the maximum possible value of $t$.

Let us also observe that we are not specifying the uniformity of $H$; in fact, we are free to choose it according to our heart’s desire. That said, if any edge of $H$ has size at most $s$ then its complement is a set of at least $r - s$ vertices not spanning any edges (since $H$ must be intersecting), so in that case the best $t$ we can choose is 0 and we only obtain the trivial bound. In particular, if we wish to obtain non-trivial bounds we should always choose every edge of $H$ to have a size of at least $s + 1$. In most of our applications of the lemma, we will choose $H$ to be $(s + 1)$-uniform.
2.2 Bounds when $s$ is small

In this section, we will show our results on $g(n, r, s)$ for $s \leq \sqrt{r}$. We begin with an upper bound under some divisibility conditions.

**Proposition 2.3.** Let $s$ be a positive integer, and let $p$ be a power of a prime number. Setting $r = p^2 + p + 1$ we have for any $n$ divisible by $r$

$$g(n, r, s) \leq (sp + 1) \cdot \frac{n}{r},$$

**Proof.** Let $r = p^2 + p + 1$. If $s \geq p + 1$ then the inequality is implied by the trivial upper bound of $g(n, r, s) \leq n$, so we may assume $s \leq p$. By the assumption that $p$ is a power of a prime, we know there exists a projective plane of order $p$. In particular, there exists an $r$-vertex, $r$-edge, $(p+1)$-uniform hypergraph $H$ in which every vertex belongs to exactly $p+1$ edges and every pair of vertices belongs to a unique edge.

Observe first that if we fix a set $S$ of $s$ vertices of $H$ it intersects at most $sp + 1$ edges of $H$. To see this fix some $v \in S$, note that $v$ is contained in precisely $p + 1$ edges, but each $w \in S \setminus \{v\}$ belongs to at most $p$ edges not already accounted for (since one of the edges containing $w$ contains $v$ as well), so in total there are at most $p + 1 + (s - 1)p = sp + 1$ edges intersecting $S$.

This in particular implies that any set of $r - s$ vertices spans at least $r - sp - 1$ edges of $H$, so Lemma 2.2 implies

$$g(n, r, s) \leq n - (r - sp - 1) \cdot \frac{n}{r} = (sp + 1) \cdot \frac{n}{r},$$

as desired. \qed

Proposition 2.3 is tight for $s = 1$ and $s = 2$ by applying Lemma 2.1 with $d = p$. We will also soon see that it is asymptotically tight for any $s \ll \sqrt{r}$. But, let us first extract from it an approximate upper bound which applies without any divisibility assumptions and is similarly asymptotically optimal for $s \ll \sqrt{r}$ and somewhat large $n$.

**Corollary 2.4.** Suppose $n \gg r^{3/2}/s$ then

$$g(n, r, s) \leq (1 + o_r(1)) \cdot \frac{s}{\sqrt{r}} \cdot n,$$

where the $o_r(1)$ term is a function of $r$ which tends to 0 as $r \to \infty$.

**Proof.** Note that the desired inequality holds by the trivial upper bound of $g(n, r, s) \leq n$ if $s \geq \sqrt{r}$ so we may assume $s < \sqrt{r}$. Let $r'$ be the largest integer smaller or equal to $r$ of the form $p^2 + p + 1$ where $p$ is a prime. By well-known results on the difference between consecutive primes (see e.g. [4]) we know that $p = (1 - o_r(1))\sqrt{r}$. Let finally $n' = n - (n \mod r')$ so that $r' \mid n'$ and $n' = (1 - o_r(1))n$. We now have

$$g(n, r, s) \leq g(n, r', s) \leq g(n', r', s) + n - n' \leq (sp + 1) \cdot \frac{n'}{r'} + r' \leq (1 + o_r(1)) \cdot \frac{s}{\sqrt{r}} \cdot n,$$

where in the penultimate inequality we used Proposition 2.3 and in the final the assumption that $n \gg r^{3/2}/s$. \qed

We note that some lower bound on $n$ in terms of $s$ and $r$ is clearly necessary, and one can easily extend the range for which the above result applies by weakening it after replacing the $1 + o_r(1)$ term with a $O_r(1)$ term.
We now turn to the lower bounds. We begin by showing that Corollary 2.4 is asymptotically tight.

**Proposition 2.5.** Given positive integers \( n, r, s \) such that \( s \leq \sqrt{r} \), we have

\[
g(n, r, s) \geq \frac{1}{2} \cdot \frac{s}{\sqrt{r}} \cdot n;
\]

furthermore, if \( s \ll \sqrt{r} \) then

\[
g(n, r, s) \geq (1 - o_r(1)) \cdot \frac{s}{\sqrt{r}} \cdot n.
\]

**Proof.** Let us apply Lemma 2.1 with \( d = \lceil \sqrt{r} \rceil \geq s \) this shows that either \( g(n, r, s) \geq 1 + \frac{s(n-1)}{\lceil \sqrt{r} \rceil} \geq \frac{sn}{\sqrt{r}} \) in which case we are done, or

\[
g(n, r, s) \geq 1 - \left( 1 - \frac{d+1}{r} \right)^s \geq \frac{s(d+1)}{r} - \left( \frac{s}{2} \right) \cdot \frac{(d+1)^2}{r^2}
\]

\[
= \frac{s(d+1)}{r} \cdot \left( 1 - \frac{(s-1)(d+1)}{2r} \right) \geq \frac{s}{\sqrt{r}} \cdot \left( 1 - \frac{sd}{2r} \right),
\]

which in turn is at least \( (1 - o_r(1)) \cdot \frac{s}{\sqrt{r}} \) for \( s \ll \sqrt{r} \), and at least \( \frac{1}{2} \cdot \frac{s}{\sqrt{r}} \) for \( s \leq \sqrt{r} \), as desired.

**2.3 Bounds when \( s \) is large**

In this section, we show our bounds on \( g(n, r, s) \) for \( s \geq \sqrt{r} \). We begin with the lower bounds.

**Proposition 2.6.** Let \( s \leq r \) be positive integers. Then, for any \( n \) we have

\[
g(n, r, s) \geq n \cdot \left( 1 - \left( \frac{r-s-1}{s} \right) / \left( \frac{r}{s} \right) \right) \geq n \cdot \left( 1 - e^{-\frac{s+1}{r}} \right).
\]

**Proof.** Let us apply Lemma 2.1 with \( d = s \). Since the first term is equal to \( n \) and hence always at least as large as the second, we always have

\[
g(n, r, s) \geq n - n \cdot \left( \frac{r-s-1}{s} \right) / \left( \frac{r}{s} \right) \geq n - n \cdot \left( 1 - \frac{s+1}{r} \right)^s \geq n \cdot \left( 1 - e^{-\frac{s+1}{r}} \right),
\]

as desired.

The following result will be behind an almost matching upper bound we obtain for \( s \geq \sqrt{r} \log r \).

**Proposition 2.7.** Let \( s, r \) be positive integers such that \( \sqrt{r} \log r \leq s \leq \frac{r}{32} \). Then, there exists an \( r \)-vertex intersecting hypergraph of uniformity \( 8s \) and with cover number larger than \( s \) with at most \( e^{O(s^2/r)} \) edges.

**Proof.** Let \( u := 8s \). Let \( H \) be a random hypergraph obtained by picking \( m = \left\lfloor e^{u^2/(2r)} \right\rfloor \) random edges \( e_1, \ldots, e_m \subseteq [r] \), each sampled uniformly at random among all subsets of \( [r] \) of size \( u \), independently from all other edges.

First, observe that for any \( 1 \leq i, j \leq m \) the probability that \( e_i \) and \( e_j \) do not intersect is at most

\[
\binom{r-u}{u} / \binom{r}{u} = \frac{(r-u) \ldots (r-2u+1)}{r \ldots (r-u+1)} < \left( 1 - \frac{u}{r} \right)^u < e^{-u^2/r}.
\]
So by a union bound the probability that there exists a non-intersecting pair of edges is less than
\[ \binom{m}{2} \cdot e^{-u^2/r} \leq \frac{m^2}{2} \cdot e^{-u^2/r} \leq \frac{1}{2}. \]

On the other hand, given a fixed set of \( r - s \) vertices, the probability that \( e_i \) is spanned by it equals
\[ \left( \frac{r - s}{u} \right) \left( \begin{array}{c} r \\ u \end{array} \right) \geq \left( 1 - \frac{s}{r - u + 1} \right)^u \geq \left( 1 - \frac{4s}{3r} \right)^u \geq e^{-3su/r + 1}, \]
where in the penultimate inequality we used \( u = 8s \leq \frac{r}{4} \) and in the final inequality we used that \( 1 - x \geq e^{-2x} \) for any real \( 0 \leq x \leq \frac{1}{2} \) and that \( \frac{su}{fr} \geq 1 \).

Hence, the probability that none of our random \( m \) edges is spanned by our set of size \( r - s \) is at most
\[ \left( 1 - e^{-3su/r + 1} \right)^m \leq \exp \left( -m \cdot e^{-3su/r + 1} \right) \leq \exp \left( -e^{su/r} \right). \]

Since there are \( \binom{r}{s} \leq \frac{r^s}{s!} \leq \frac{r^s}{2} \) subsets of size \( r - s \), another union bound implies that the probability that there exists a set of \( r - s \) vertices not spanning any edge is at most
\[ \frac{r^s}{2} \cdot \exp \left( -e^{su/r} \right) = \frac{1}{2} \cdot \exp \left( s \log r - e^{su/r} \right) \leq \frac{1}{2}, \]
where the final inequality follows since \( su/r = 8s^2/r \geq 8 \log r \geq \log s + \log \log r \).

A final union bound implies that there exists an outcome in which the hypergraph we obtain is intersecting and any subset of \( r - s \) vertices spans an edge, in other words, there is no cover of size at most \( s \), as desired.

We note that Proposition 2.7 is tight up to the constant factor in the exponent as can be seen by an easy double-counting argument. Indeed, there needs to be at least \( \binom{r-s}{u} \) pairs of a set of \( r - s \) vertices spanning an edge of our hypergraph and each edge can belong to at most \( \binom{r-u}{s} \) sets. Therefore, our hypergraph needs to have at least \( \binom{r}{r-s}/\binom{r-u}{s} = \binom{s}{u}/\binom{s}{u} \geq \left( 1 + \frac{u}{r-u} \right)^s \geq e^{\Omega(s^2/r)} \) edges.

**Corollary 2.8.** Let \( s, r \) be positive integers such that \( \sqrt{r} \log r \leq s \leq \frac{r}{52} \). Then, there exists \( C > 0 \) such that for any \( n \geq e^{Cs^2/r} \) we have
\[ g(n, r, s) \leq \left( 1 - e^{-O(s^2/r)} \right) \cdot n. \]

**Proof.** Proposition 2.7 provides us with an \( r \)-vertex hypergraph with at most \( e^{O(s^2/r)} \) edges which is intersecting and any set of \( r - s \) vertices spans at least one edge. This allows us to apply Lemma 2.2 with \( t = 1 \) to obtain
\[ g(n, r, s) \leq n - \frac{n}{e^{O(s^2/r)}} \leq \left( 1 - e^{-O(s^2/r)} \right) \cdot n, \]
as desired.

We note that by being a bit more careful in Proposition 2.7 one can find a hypergraph of uniformity \( u = (2 + o_r(1))s \) and ensure via Chernoff’s inequality that every set of \( r - s \) vertices spans not just one but an \( e^{-(1+o_r(1))su/r} \) proportion of the edges of \( H \). This allows one to improve the constant in the exponent of the lower order term in the above corollary to \( 2 + o_r(1) \) which is tight up to this factor of about two, thanks to Proposition 2.6. Let us also note that Corollary 2.8 is tight in terms of the bound on \( n \), up to the constant \( C \), since if \( n < e^{-\frac{su}{fr}} \) Proposition 2.6 implies that \( g(n, r, s) = n \).
Remark. We believe Corollary 2.8 should hold also when \( \sqrt{r} \leq s \leq \sqrt{r \log r} \). In this case, one can obtain a somewhat better upper bound than \( g(n, r, s) \leq (1 - r^{-O(1)})n \) which we derive from monotonicity and Corollary 2.8 with \( s = \sqrt{r \log r} \). Namely, by choosing \( m = r^s \) random edges of size \( u = 4\sqrt{r \log r} \) we can guarantee the hypergraph is intersecting with probability more than a half and by using Chernoff we can also guarantee with probability at least a half that any set of \( r - s \) vertices spans \( e^{-O(su/r)} = e^{-O(s\sqrt{\log r})} \) proportion of the edges. This shows via Lemma 2.2 that in this range \( g(n, r, s) \leq \left( 1 - e^{-O(s\sqrt{\log r})} \right) n \).

The following proposition allows us to obtain an even more precise result when \( s \) is close to \( r/2 \).

**Theorem 2.9.** Let \( r/2 - o_r((r/ \log r)^{1/3}) \leq s < r/2 - 1 \) then for large enough \( n \)

\[
g(n, r, s) \leq n \left( 1 - (1 - o_r(1)) \cdot \left( \frac{r - s - 1}{s} \right) / \left( \binom{r}{s} \right) \right).
\]

**Proof.** Let \( \varepsilon > 0 \), and let us also for convenience set

\[
x := s + 1 \quad \text{and} \quad d := \frac{r}{2} - x = r/2 - s - 1 = o((r/ \log r)^{1/3}).
\]

Our general strategy is similar to the one we used in the previous proposition. We will show that there exists an \((s + 1)\)-uniform intersecting hypergraph \( H \) on \( r \) vertices with few edges, but with the property that any set of \( r - s \) vertices of \( H \) spans many edges, and conclude the desired bound from Lemma 2.2. In order to obtain a result at our desired level of precision we cannot afford to simply sample every edge with an appropriate probability. What we do is for each \( X \in \binom{[r]}{x} \), sample a binomial random variable \( z_X \) with probability \( p = \frac{1}{(r-x)} \leq \frac{1}{2} \), where the inequality holds since \( r - x > x \). We now choose \( X \) to be an edge if \( z_X = 1 \) but \( z_X' = 0 \) for all \( X' \in \binom{[r]\setminus X}{x} \). Let \( A_X \) be the indicator random variable for whether we selected \( X \) as an edge, so

\[
A_X = z_X \cdot \prod_{X' \in \binom{[r]\setminus X}{x}} (1 - z_{X'}).
\]

Note first that \( H \) is intersecting. Indeed, if \( A_X = 1 \) for some \( X \in \binom{[r]}{x} \), then \( z_X = 1 \) and \( z_{X'} = 0 \) for all \( X' \in \binom{[r]\setminus X}{x} \), which in turn guarantees \( A_{X'} = 0 \), so \( H \) contains no edge disjoint from \( X \).

Let \( B \) be the number of edges of \( H \), so \( B = \sum_{X \in \binom{[r]}{x}} A_X \). Note that since for any \( X \in \binom{[r]}{x} \), \( \mathbb{P}(z_X = 1) = p \) and since the variables \( z_X \) are independent we have

\[
\mathbb{P}(A_X = 1) = p(1 - p)^{(r-x)} \geq p \cdot e^{-2p(r-x)} = \frac{p}{e^2},
\]

where in the inequality we used that \( 1 - p \geq e^{-2p} \) which holds since \( p \leq \frac{1}{2} \). This combined with the linearity of expectation implies

\[
\mathbb{E}[B] = \binom{r}{x} \cdot \mathbb{P}(A_X = 1) \geq \binom{r}{x} \cdot \frac{p}{e^2}.
\]

Our probability space is given by \( \binom{[r]}{x} \) independent random variables, and changing one of them changes the value of \( B \) by at most \( \binom{r-x}{x} \). In other words, \( B \) is \( \binom{r-x}{x} \)-Lipschitz, implying by Azuma’s inequality (see e.g. [3, Chapter 7]) that

\[
\mathbb{P}(B > (1 + \varepsilon)\mathbb{E}[B]) \leq \exp \left( -\frac{\varepsilon^2 \mathbb{E}[B]^2}{2 \sum_{X \in \binom{[r]}{x}} \binom{r-x}{x}^2} \right) \leq \exp \left( -\binom{r}{x} \cdot \frac{\varepsilon^2 p^4}{2e^4} \right) \leq \exp \left( -\binom{r}{x} \cdot \Omega(r^{-8d}) \right),
\]
where we used that $\frac{1}{p} = \binom{r-x}{x} = \binom{r-x}{r-2x} = \binom{r-x}{2d} \leq r^{2d}$.

We next turn to the number of edges spanned by vertex subsets of size $r-s$. For each $T \in \binom{[r]}{r-s}$ let $B_T$ count the number of edges of the subgraph of $H$ induced by $T$, so $B_T = \sum_{X \in \binom{T}{x}} A_X$. Hence, for any $T$

$$\mathbb{E}[B_T] = \binom{|T|}{x} \cdot \mathbb{P}(A_X = 1) \geq \frac{r-s-x}{x} \cdot p \cdot \frac{r-s}{e^2} \cdot \binom{r-s-1}{x} = \frac{1}{e^2} \cdot \frac{r-s}{r-s-x} > \frac{1}{2e^2} \cdot \frac{r}{2d+1}. \quad (2)$$

Now, let us fix some $T \in \binom{[r]}{r-s}$. Note that the random variable $B_T$ is increasing in the product probability space given by random variables $z_X$ for $X \in \binom{T}{x}$ and $1 - z_X$ for $X \in \binom{[r]}{x} \setminus \binom{T}{x}$ since $r-s < 2x$ and therefore, for no $X \in T$ does $A_X$ depend on $z_X$, for some $X' \in \binom{T}{x} \setminus \{X\}$. This will allow us to apply Janson’s inequality (see [3, Chapter 8]). Before applying it we first need to understand the dependency structure.

Given some $X, X' \in \binom{T}{x}$, $A_X$ and $A_X'$ are functions of disjoint sets of independent variables if and only if $r - \|X \cup X'\| < x$ since this is equivalent to there being no $X'' \in \binom{[r]}{x}$ disjoint from both $X$ and $X'$ (and $r - s < 2x$ guarantees $X$ and $X'$ are not disjoint). It follows that $A_X$ is not independent of $A_X'$ only if

$$r - x \geq \|X \cup X'\| = |X| + |X'| - |X \cap X'| = 2x - |X \cap X'|.$$

This is equivalent to $|X \cap X'| \geq 3x - r = x - 2d$. Therefore, for each $X \in \binom{T}{x}$, $A_X$ is independent of all but at most

$$\sum_{i=x \to 2d} \frac{x}{i} \binom{r-s-x}{x-i} = \sum_{i=x \to 2d} \frac{x}{i} \binom{2d+1}{x-i} = \frac{2d}{i} \cdot \sum_{i=x \to 2d} \frac{x}{i} \binom{2d}{x-i} = \frac{2d}{x} \cdot \binom{2d+1}{x},$$

events $A_X'$. This allows us to calculate the following term:

$$\Delta(B_T) = \sum_{X, X' \in \binom{T}{x} \text{ s.t. } A_X \sim A_X'} \mathbb{E}[A_X A_X'] \leq \mathbb{E}[B_T] + \binom{r-s-x}{x} \cdot \frac{2d+1}{p} \cdot \mathbb{P}(A_X) \cdot p = (2d + 2) \cdot \mathbb{E}[B_T],$$

where in the inequality we used that $\mathbb{P}(A_X \cap A_X') \leq \mathbb{P}[A_X] \cdot p$, which holds since for $A_X'$ to happen we need to have $z_X' = 1$, which happens with probability $p$, independently of $A_X$ since $r-s-x < x$. We get

$$\frac{\mathbb{E}[B_T]^2}{\Delta(B_T)} \geq \frac{\mathbb{E}[B_T]}{2d+2} \geq \frac{r}{2e^2(2d+1)(2d+2)}.$$

where we used (2) in the final inequality. Finally, the lower tail version of Janson’s inequality [32] tells us

$$\mathbb{P}[B_T \leq (1 - \varepsilon)\mathbb{E}[B_T]] \leq \exp\left(-\varepsilon^2\mathbb{E}[B_T]^2 / 2\Delta(B_T)\right) \leq \exp\left(-\Omega\left(\frac{r}{e^2}\right)\right). \quad (3)$$

The last step is to apply the quantitative version of the Lovász Local Lemma (see [3, Chapter 5]) with “bad events” being $B_T < (1 - \varepsilon)\mathbb{E}[B_T]$ for $T \in \binom{[r]}{r-s}$ to show that all these events can be avoided with probability
which is greater than the probability that \( B > (1 + \varepsilon)\mathbb{E}[B] \) estimated in (1). Towards this, we first need to estimate, given \( T \in \binom{\frac{s}{r}}{r-\frac{s}{r}} \), for how many \( T' \in \binom{\frac{s}{r}}{r-\frac{s}{r}} \) do \( B_T \) and \( B_{T'} \) both depend on the same \( z_X \) for some \( X \in \binom{\frac{s}{r}}{r} \), since \( B_T \) is independent of all other \( B_{T'} \). Towards this, note that \( B_T = \sum_{X \in \binom{T}{r}} A_X \), and that each \( A_X \) only depends on \( z_X \) and \( z_{X'} \) for \( X' \) disjoint from \( X \). This means that \( B_T \) depends only on \( z_X \) when \( X \subseteq T \) or \( |T \setminus X| \geq x \) (as otherwise \( X \) is not disjoint from any subset of \( T \) of size \( x \)). To summarise, \( B_T \) (and similarly \( B_{T'} \)) depends on \( z_X \) if and only if one of the following holds:

- \( X \subseteq T \)
- \( |T \setminus X| \geq x \), or equivalently \( |T \cap X| \leq r - s - x = 2d + 1 \).

It follows that there exists a \( z_X \) such that both \( B_T \) and \( B_{T'} \) depend on it only if one of the following holds:

1. \(|T \cap T'| \geq x \) (there exists \( X \in \binom{\frac{s}{r}}{r} \) such that \( X \subseteq T \cap T' \));
2. \(|T \cap T'| \leq 4d + 2 \) (there exists \( X \) with \(|X \cap T| \leq 2d + 1 \) and \( X \subseteq T' \) or vice versa);
3. \(|T \cap T'| \geq r/2 - 3d \) (there exists \( X \) with \(|X \cap T|, |X \cap T'| \leq 2d + 1 \); where item 2 follows since \(|X \cap T| \leq 2d + 1 \) and \( X \subseteq T' \) imply \( x - (2d + 1) \leq |X \cap (T' \setminus T)| \leq r - s - |T \cap T'| \). Similarly item 3 follows since \(|X \cap T|, |X \cap T'| \leq 2d + 1 \) imply that \( x \leq r - |T \cup T'| + |X \cap T| + |X \cap T'| \) which is equivalent to \( r/2 - 3d \leq |T \cap T'| \).

If we fix \( T \) of size \( r - s \), then there are

\[
\binom{r-s}{i} \binom{s}{r-s-i} \binom{s}{2s-r+i} \binom{s}{i-2d-2}
\]

choices for \( T' \) of size \( r - s \) such that \( |T \cap T'| = i \).

Since \( x = r/2 - d \) item 1 is implied by item 3 so \( B_T \) is independent of all but at most

\[
\sum_{i=2d+2}^{4d+2} \binom{r-s}{i} \binom{s}{i-2d-2} + \sum_{i=r/2-3d}^{r-s} \binom{r-s}{r-s-i} \binom{s}{r-s-i} \leq (2d+1) \binom{r-s}{4d+2} \binom{s}{2d} + \sum_{i=0}^{4d+2} \binom{r-s}{i} \binom{s}{i} \leq 2(4d+2) \binom{r-s}{4d+2} \binom{s}{4d+2} \leq r^{8d+4}
\]

\( B'_T \). Note next that since \( d^3 = o(r / \log r) \), we get from (3)

\[
P[B_T \leq (1 - \varepsilon)\mathbb{E}[B_T]] \leq \exp \left( -\Omega \left( \frac{r}{d^2} \right) \right) = r^{-\omega(d)} \leq r^{-8d-4}(1 - r^{-8d-4})^{r^{8d+4}},
\]

allowing us to apply the Lovász Local Lemma to conclude

\[
P \left[ \bigcap_{T \in \binom{T}{r-\frac{s}{r}}} B_T > (1 - \varepsilon)\mathbb{E}[B_T] \right] \geq (1 - r^{-8d-4})^{r} \geq \exp \left( -2 \left( \frac{r}{r-s} \right) / r^{8d+4} \right) > \exp \left( - \left( \frac{r}{x} \right) \cdot \Omega(r^{-8d}) \right)
\]

\[
\geq P(B > (1 + \varepsilon)\mathbb{E}[B])
\]

This implies that there exists an outcome in which for each \( T \in \binom{\frac{s}{r}}{r-\frac{s}{r}} \) we have \( B_T > (1 - \varepsilon)\mathbb{E}[B_T] \), and, \( B \leq (1 + \varepsilon)\mathbb{E}[B] \). In other words, there exists an \((s + 1)\)-uniform intersecting hypergraph with \( r \) vertices
such that any \( r - s \) vertices span at least \((1 - \varepsilon)\mathbb{E}[B_T]\) edges, while the whole hypergraph has at most \((1 + \varepsilon)\mathbb{E}[B]\) edges. Lemma 2.2 now implies \(g(n, r, s)\) is at most

\[
n - (1 - \varepsilon)\mathbb{E}[B_T] \cdot \left\lfloor \frac{n}{(1 + \varepsilon)\mathbb{E}[B]} \right\rfloor \leq n - (1 - \varepsilon)^2 n \cdot \frac{\mathbb{E}[B_T]}{\mathbb{E}[B]} = n - (1 - \varepsilon)^2 n \cdot \frac{(r-s)}{\binom{r}{2}} = n - (1 - \varepsilon)^2 n \cdot \frac{(r-s-1)}{\binom{s}{2}},
\]

where we used the assumption that \( n \) is sufficiently large compared to \( r \) (and hence also \( \mathbb{E}[B] \)). The conclusion follows by letting \( \varepsilon \to 0 \).

\[\square\]

Finally, for the very end of the range we obtain the following simple, precise result.

**Proposition 2.10.** For any odd \( r \geq 3 \) we have

\[
g(n, r, \lfloor r/2 \rfloor) = \left\lfloor \left(1 - \frac{1}{\binom{r}{2}}\right) n \right\rfloor.
\]

**Proof.** Let \( s = \lfloor r/2 \rfloor \). For the upper bound, we use Lemma 2.2 with the auxiliary hypergraph being the complete \((s+1)\)-uniform hypergraph on \(2s+1\) vertices.

For the lower bound, we use Lemma 2.1 with \( d = s \), which shows

\[
g(n, 2s+1, s) \geq \left(1 - \frac{1}{\binom{2s+1}{s}}\right) n,
\]

and since \( g(n, 2s+1, s) \) is always an integer we may put a ceiling function here. \[\square\]

### 2.4 Precise results for small values of \( r \)

Given the interest various reformulations of the question of determining \( g(n, r, 1) \) attracted for the small values of \( r \) we collect here what our various results imply for several small values of \( r \). We note that for \( r \leq 4 \) the behaviour is completely determined by the known results for \( g(n, r, 1) \) and the observation that \( g(n, r, s) = n \) whenever \( s \geq \frac{r}{2} \). Hence, in the following theorem we solve the next three cases, namely for \( 5 \leq r \leq 7 \) given certain divisibility conditions on \( n \). For \( s = 1 \) it is known and not too hard to remove the divisibility conditions although including it in the following statement would make the statement somewhat unwieldy. We suspect it would not be too hard to figure out the precise answers regardless of the divisibility conditions on \( n \) in the \( s = 2 \) cases below, although we do not do this here. Let us also note that the below results always serve as lower bounds regardless of the divisibility conditions.

**Theorem 2.11.** We have

\[
\begin{align*}
g(n, 5, 1) &= \frac{5}{3} n & \text{if } 9 \mid n, \\
g(n, 5, 2) &= \left\lceil \frac{9}{17} n \right\rceil, \\
g(n, 5, s) &= n & \forall s \geq 3,
\end{align*}
\]

\[
\begin{align*}
g(n, 6, 1) &= \frac{1}{2} n & \text{if } 4 \mid n, \\
g(n, 6, 2) &= \frac{4}{5} n & \text{if } 10 \mid n, \\
g(n, 6, s) &= n & \forall s \geq 3,
\end{align*}
\]

\[
\begin{align*}
g(n, 7, 1) &= \frac{3}{7} n & \text{if } 7 \mid n, \\
g(n, 7, 2) &= \frac{5}{7} n & \text{if } 7 \mid n, \\
g(n, 7, 3) &= \left\lceil \frac{34}{35} n \right\rceil \\
g(n, 7, s) &= n & \forall s \geq 3.
\end{align*}
\]

**Proof.** Curiously \( g(n, 5, 1) \) is the only result on the above list for which the lower bound does not follow from Lemma 2.1 directly, so we point the reader to e.g. [45]. For the upper bound one may take the (multi) hypergraph with vertex set \([5]\) and edge (multi) set \([145, 145, 145, 234, 234, 234, 235, 235, 12, 13]\), this is
an intersecting hypergraph in which any four vertices contain at least 4 edges, implying via Lemma 2.2 that
\( g(n, 5, 1) \leq n - 4 \cdot \left\lfloor \frac{n}{9} \right\rfloor = \frac{5}{7}n \) if \( 9 \mid n \).

The lower bounds for \( g(n, 6, 1), g(n, 6, 2), g(n, 7, 1) \) and \( g(n, 7, 2) \) all follow from Lemma 2.1 by choosing \( d = 2 \). The upper bound on \( g(n, 6, 1) \) follows by taking the Fano plane and removing a vertex to obtain a six-vertex hypergraph with four edges in which every vertex has degree two so any five vertices span at least two edges. The upper bound on \( g(n, 6, 2) \) follows by applying Lemma 2.2 to the hypergraph with vertex set \([6]\) and edge set \( \{123, 124, 346, 345, 256, 135, 245, 236, 146, 156\} \) which has the property that any four vertices span at least two edges. The upper bounds on \( g(n, 7, 1) \) and \( g(n, 7, 2) \) follow from Proposition 2.3. The results for \( g(n, 5, 2) \) and \( g(n, 7, 3) \) follow from Proposition 2.10.

\[ \square \]

3  Power of many colours for connected components

In this section, we turn to our results on the large connected component using only a few colours question, namely determining \( f(n, r, s) \).

3.1 Behaviour for very small \( s \)

We next show that the upper bound in the above proposition is tight up to a constant factor for very small values of \( s \). We will prove it in the full generality of the question of Bollobás, so instead of finding just a large connected component using few colours, we find a highly connected subgraph using edges of only a few colours. To help us find such highly connected subgraphs we are going to use the following classical theorem of Mader, see \([13, \text{Theorem 1.4.3}]\).

\textbf{Theorem 3.2} (Mader 1972). For every integer \( k \geq 1 \), any graph \( G \) with \( d(G) \geq 4k \) has a \((k+1)\)-connected subgraph \( H \) with \( d(H) > d(G) - 2k \).
The main idea behind our lower bound result for small $s$ is to show that instead of having just a single large highly connected subgraph using up to $s$ colours we will find many such subgraphs, using the same set of $s$ colours. While this is in a sense stronger than what we need, the main benefit is for the next step, in which we want to again find many even larger subgraphs using some fixed $s + 1$ colours. We begin with a lemma which quantifies how many such large highly connected subgraphs one can find in a single colour. We note that a result in a similar direction was derived in [6] and turned out to be quite useful over the years, see e.g. [1]. The key distinction in the following lemma is that it works with average degree assumption rather than a minimum degree one and that it tracks the tradeoff between the actual size of the components and the number of them we can find.

**Lemma 3.3.** Let $r ≥ 2, k ≥ 1, n > 16r^2(k−1) + 1$ and $G$ be an $n$-vertex graph with at least $\frac{1}{r} \binom{n}{2}$ edges. Then, there exists $j ≥ 2$ such that we can find at least $\frac{r}{4r\log r}$ vertex disjoint $k$-connected subgraphs, each with at least $2^{j−3} \cdot \frac{n}{r} ≥ 2$ vertices.

**Proof.** We will construct our subgraphs greedily. Let $V_1$ be the vertex set of a largest $k$-connected subgraph of $G$. In general, given $V_1, \ldots, V_{i−1}$ we let $V_i$ be the vertex set of the largest $k$-connected subgraph of $G \setminus (V_1 \cup \ldots \cup V_{i−1})$, so long as such a subgraph exists of size more than $\frac{n}{2r} + 1$. Let $V_1 \cup \ldots \cup V_i$ be the disjoint sets that the above process produced and let $V′ = V(G) \setminus (V_1 \cup \ldots \cup V_i)$. Let us also write $s_i = |V_i|$.

Since by adding to a $k$-connected graph a vertex adjacent to at least $k$ of its vertices keeps the graph $k$-connected, we know that the total number of edges incident to some vertex in $V_i$ is at most $\left(\frac{s_i}{2}\right) + n(k−1)$. Turning to $V′$, if the average degree in $G[V′]$ is at least $\frac{n}{2r} + 2k - 2$ then we claim it contains a $k$-connected subgraph with at least $\frac{n}{2r} + 1$ vertices, contradicting the definition of $V′$. If $k = 1$ this holds by taking a vertex of maximum degree and all of its at least $\frac{n}{2r}$ neighbours. For $k ≥ 2$, by Mader’s Theorem (Theorem 3.2) it contains a subgraph with connectivity at least $k$, since $\frac{n}{2r} ≥ k$, and average degree larger than $\frac{n}{2r}$. Hence, we may conclude that the average degree of $G[V′]$ is less than $\frac{n}{2r} + 2k - 2 ≤ \frac{n−1}{r}$ (which guarantees $V′ ≠ V(G)$ and $|V′| ≤ n−1$) and in particular $G[V′]$ has at most $\frac{2(n−1)}{4r} + (k−1)n$ edges.

Using this estimate on the number of edges we get that there are at most $\frac{1}{r} \left(\frac{n}{2}\right) ≤ \frac{n(n−1)}{4r} + (k−1)n + \sum_{i=1}^{t} \left(\left(\frac{s_i}{2}\right) + n(k−1)\right) ≤ \frac{1}{2r} \binom{n}{2} + (t+1)(k−1)n + \sum_{i=1}^{t} \left(\frac{s_i}{2}\right)$ edges in $G$. Since $s_i > \frac{n}{2r}$, we have $t < 2r$. So $(t+1)(k−1)n ≤ 2r(k−1)n ≤ \frac{1}{4r} \binom{n}{2}$, using that $n > 16r^2(k−1)$. This implies $\sum_{i=1}^{t} \left(\frac{s_i}{2}\right) ≥ \frac{1}{4r} \binom{n}{2}$, which in turn implies $s_1^2 + \ldots + s_t^2 ≥ \frac{n^2}{4r}$.

Since for all $i \in [t]$ we have $n ≥ s_i ≥ \max\left\{\frac{n}{2r}, 2\right\}$ we know that there exists $2 ≤ j ≤ \lceil \log r \rceil + 2$ such that the set $I \subseteq [t]$ consisting of all $i$ such that $s_i ∈ \left[2^{j−1} \cdot \frac{n}{4r}, 2^j \cdot \frac{n}{4r}\right]$ satisfies $\frac{n^2}{4r (\log r + 2)} ≤ \sum_{i \in I} s_i^2 ≤ |I| \cdot 2^{2j} \cdot \frac{n^2}{16r^2}$. This implies $|I| ≥ \frac{r}{4r\log r}$. Finally, note that since $s_i ≥ 2$ we may also assume that $2^{j−1} \cdot \frac{n}{4r} ≥ 2$. \qed

Let us note that if $k = 1$ the above lemma does not require $n$ to be large, besides the trivial bound $n > 0$. This will be important in our applications since we are going to apply the above lemma multiple times and
may lose control of the number of vertices we are still working with after the first application; luckily it will suffice for us to apply the lemma with \( k = 1 \) from the second instance on.

Before turning to the main result of this section we need a final prerequisite, an immediate observation determining the bipartite Ramsey number for matchings.

**Observation 3.4.** Given positive integers \( r, k \) and \( n > r(k - 1) \) in any \( r \)-colouring of \( K_{n,n} \) we can find a monochromatic matching of size \( k \).

**Proof.** Pick an arbitrary perfect matching and observe it contains more than \( r(k - 1) \) edges. By the pigeonhole principle, this means some \( k \) of these edges have the same colour, providing us with the desired matching. \( \square \)

It is easy to see that the above lemma is tight, we simply split one side into \( r \) parts of size at most \( k - 1 \) each and colour all edges incident to part \( i \) in the colour \( i \).

We are now ready to prove our lower bound theorem for small values of \( s \). We will denote by \( f(n, r, s, k) \) the largest number of vertices in a \( k \)-connected subgraph using up to \( s \) colours that we can guarantee in any \( r \)-edge colouring of \( K_n \).

**Theorem 3.5.** Suppose \( 1 \leq s \leq (1 - o_r(1)) \log \log r \) and \( n > 16r^2(k - 1) + 1 \), then we have

\[
f(n, r, s, k) \geq 2^{s-2} \cdot \frac{n}{r}.
\]

**Proof.** We will prove that the desired inequality holds for \( s \leq \log \log r - \log(4 + 3 \log \log r) \).

Let \( n_0 = n \) and let us apply Lemma 3.3 to the graph consisting of the edges in the majority colour \( c_1 \) to find \( j_1 \geq 2 \) such that there exists at least \( n_1 = \left\lceil \frac{r}{4^{j_1} \log r} \right\rceil \) \( k \)-connected subgraphs, each with at least \( s_1 \geq 2^{j_1-3} \cdot \frac{n}{r} \geq 2 \) vertices. We now contract each of these graphs into a single vertex to obtain a (multi) coloured \( K_{n_1} \) where each vertex corresponds to a set of at least \( s_1 \) vertices in our original graph, spanning a \( k \)-connected graph in colour \( c_1 \). Next, we keep an edge of only one colour between any two vertices and we always choose the colour for which there existed a matching of size \( k \) in that colour between the sets of vertices in our original graph corresponding to the pair of contracted ones, which we can by Observation 3.4 since \( s_1 \geq \frac{n}{2r} > r(k - 1) \). We then repeat, applying Lemma 3.3, but from now on always with \( k = 1 \), to the subgraph consisting of the majority colour in the current \( K_{n_{i+1}} \) for as long as we have at least two vertices left. So, after step \( i \) for some \( j_i \geq 0 \) we have at least \( n_i = \left\lceil \frac{r}{4^{j_i} \log r} \right\rceil \) vertices each corresponding to at least \( s_1 \cdot s_2 \cdots s_i \) vertices of our original \( K_n \), which induce a \( k \)-connected graph using the edges of colours \( c_1, \ldots, c_i \) and where \( s_i \geq 2^{j_i-3} \cdot \frac{n}{r} \geq 2 \). Note that we do preserve \( k \)-connectivity since placing a matching of size \( k \) between two \( k \)-connected graphs produces a new \( k \)-connected graph, so our choices for which colours to keep guarantee that a connected component in any colour in one of our \( K_{n_i} \), when \( i \geq 1 \), corresponds to a \( k \)-connected subgraph of our original graph using some of the already chosen colours and the new one.

Let us suppose that the process runs for \( t \) steps so that \( n_t = 1 \) and \( n_i \geq 2 \) for all \( i < t \). Since \( n_t = 1 \) we have \( \frac{r}{\log r} \leq 4^t \), or after taking a logarithm that \( j_t \geq \frac{1}{2} \log r - \frac{1}{2} \log \log r \). Using that \( n_i-1 \geq 2 \) for all \( i \leq t \), we get

\[
2 \leq 2^{j_i-3} \cdot \frac{n_i-1}{r} \leq 2^{j_i-3} \cdot \left( \frac{r}{4^{j_i-1} \log r} \right) \leq 2^{j_i-3} \cdot \frac{2}{4^{j_i-1} \log r}.
\]
After taking a logarithm of both sides this implies $j_i \geq 2j_{i-1} + 3 + \log \log r$.

If $t \geq s$, then we know that after $s$ steps we connected at least $s_1 \cdot s_2 \cdots s_t \geq 2^{s-2} \cdot \frac{n}{r}$ vertices, since $s_1 \geq \frac{1}{2} \cdot \frac{n}{r}$ and $s_i \geq 2$ for all $i$, and are done. So we may assume that the total number of steps $t$ satisfies $t < s$, and hence it suffices to show that $s_1 \cdot s_2 \cdots s_t \geq 2^{t-2} \cdot \frac{n}{r}$.

Finally, we prove by induction on $i$ that for $i \leq t$ we have $s_1 \cdot s_2 \cdots s_t \geq 2^{j_i/2^{i-1} - (1-1/2^{i-2})(3+ \log \log r)} \cdot \frac{n}{8r}$.

Indeed the base case $i = 1$ holds since $s_1 \geq 2j_1 - 3 \cdot \frac{n}{r}$ and for $i > 1$ we get

$$s_1 \cdot s_2 \cdots s_t \geq 2^{j_1-3} \cdot \frac{n}{8r} \cdot s_i \geq 2^{j_i-2} \cdot (1-1/2^{i-2})(3+ \log \log r) \cdot \frac{n}{8r} \cdot \frac{2^{j_i-3}}{4^{j_i-1} \log r}$$

$$= 2^{j_i-2} \cdot (j_i+3) + \log \log r \cdot \frac{n}{8r}$$

$$\geq 2^{j_i/2^{i-1} - (1-1/2^{i-2})(3+ \log \log r)} \cdot \frac{n}{8r},$$

where in the second inequality we used $s_i \geq 2j_i - 3 \cdot \frac{n_{i-1}}{r} = 2j_i - \frac{2^{j_i-3}}{4^{j_i-1} \log r} \cdot \frac{n_{i-1}}{r}$, and in the final inequality we used $(1-1/2^{i-1})j_i \geq (1-1/2^{i-2})(2j_i-1 + 3 + \log \log r)$. This completes the induction step.

Applying this inequality for $i = t$ gives $s_1 \cdot s_2 \cdots s_t \geq 2^{j_t/2^{t-1} - 3+ \log \log r} \cdot \frac{n}{8r} > 2^{s-2} \cdot \frac{n}{r}$, since

$$j_t/2^{t-1} - 3 - \log \log r \geq \frac{\log r - \log \log r}{2^t} - 3 - \log \log r \geq \frac{\log r}{2^t} - 3 - 2 \log \log r > \log \log r + 1 \geq s + 1,$$

where in the penultimate inequality we used $t < s \leq \log \log r - \log(4 + 3 \log \log r)$.

3.2 Behaviour for larger $s$

The following proposition is a slight improvement compared to a similar result from [36] showing that $f(n, r, s) \geq \left(1 - e^{-\frac{2s}{2r}}\right) \cdot n$. We include it here mostly for completeness and since it is a very short and nice argument and as we will see is close to being tight.

**Proposition 3.6.** For any $1 \leq s \leq \frac{r}{2}$ we have

$$f(n, r, s) \geq n - n \cdot \left(1 - \frac{s}{r - s + 1}\right) \cdots \left(1 - \frac{2}{r - 1}\right) \cdot \left(1 - \frac{1}{r}\right) \geq \left(1 - e^{-\frac{s(s+1)}{2r}}\right) \cdot n.$$

**Proof.** We will prove the stronger bound by induction on $s$. The basis, for $s = 1$ the desired lower bound of $\frac{n}{r}$ follows by looking at a vertex and the colour which appears the most often on the edges incident to it. Suppose now that the result holds for $s - 1$ colours, and let $S$ be the largest component one can obtain using $s - 1$ colours.

For any vertex outside of $S$, if it only sends edges of at most $s - 1$ different colours towards $S$, then we can connect $S$ together with the extra vertex using just $s - 1$ colours, contradicting the maximality of $S$. Hence, every vertex outside of $S$ sends edges of at least $s$ different colours to $S$. Now by picking a uniformly random new colour, we will connect any such vertex to $S$ with probability at least $\frac{s}{r-s+1}$. This means that the expected number of vertices we connect to $S$ is $\frac{s}{r-s+1} \cdot (n - |S|)$. Therefore, we can choose a colour in such a way that the new set of $s$ colours connects at least

$$|S| + \frac{s}{r - s + 1} \cdot (n - |S|) = n - (n - |S|) \cdot \left(1 - \frac{s}{r - s + 1}\right).$$
vertices, which after invoking the induction assumption on \(|S|\) gives the desired bound.

\[ \square \]

**Remark.** Let us also note that under certain regularity assumptions on the underlying colouring the above argument performs significantly better. For example, if the underlying colouring is approximately uniformly balanced, meaning that no vertex has a degree in any colour larger than \(C \cdot \frac{1}{r}\), for some \(C \geq 1\), then we obtain a much stronger lower bound. Indeed, if \(|S| = D \cdot \frac{n}{r} \leq \frac{n}{2}\), then by our assumption we know that every vertex needs to send edges of at least \(\frac{|S|}{C \cdot |S|} = \frac{D}{C}\) different colours to \(S\) so in expectation we reach

\[
\frac{D/C}{r-s+1} \cdot (n - |S|) \geq \frac{1}{2C} \cdot |S| \text{ new vertices.}
\]

In particular, the size of the largest component in some \(s\) colours is at least \((1 + \frac{1}{2C})^{s-1} \cdot \frac{n}{r}\). So, for example, already with \(2C \log r\) colours, we can connect \(\frac{n}{2}\) vertices, in stark contrast to the general case where we need at least about \(\sqrt{r}\) colours to achieve this.

We conclude by showing that the lower bound given in Proposition 3.6 is actually close to tight for the entire range of \(s\). It is tight up to a constant in the exponent of the lower order term when \(s \geq \sqrt{r} \log r\) by our upper bounds for the \(g\) function, namely by Corollary 2.8. For \(s \leq \sqrt{r}\) the bound reduces to

\[
f(n, r, s) \geq \Omega\left(\frac{s}{r}\right) \cdot n.
\]

The following proposition shows this is tight up to a logarithmic factor, disproving in quite a strong form a conjecture from [36].

**Proposition 3.7.** For any \(2 \leq s \leq r\), provided \(n \geq \frac{r}{s}\) we have

\[
f(n, r, s) \leq \frac{8s(s+1) \log r}{r} \cdot n.
\]

**Proof.** We may assume that \(8(s+1) \log r \leq \frac{r}{s}\), or the inequality is trivial. This implies \(\frac{r}{\log r} \geq 8(s+1) s \geq 48\), which in turn implies \(\log r \geq 6\). Let us define \(m := \left\lfloor \frac{n}{rs} \right\rfloor \geq \frac{r}{s}\). To start with, we want to show that there exists an \(r\)-edge colouring of \(K_m\) with no \(s\) colours connecting more than \((s+1) \log r\) vertices. To do so let us consider a random colouring in which every edge of our \(K_m\) chooses one of the \(r\) colours uniformly at random, independently between different edges.

If there are \(k = \left\lceil (s+1) \log r \right\rceil\) vertices connected using up to \(s\) colours, then there exists a \(k\) vertex tree using up to \(s\) colours. There are \(\binom{m}{k} \cdot k^{k-2}\) possible choices for the tree, using Cayley’s formula, and \(\binom{r}{s}\) choices for the set of \(s\) colours used on the tree. Given these choices, the probability a given tree is coloured using the given set of \(s\) colours is \(\left(\frac{s}{r}\right)^{k-1}\). Now a union bound implies that the probability that there exists a \(k\)-vertex tree using up to \(s\) colours is at most

\[
\binom{m}{k} \cdot k^{k-2} \cdot \binom{r}{s} \left(\frac{s}{r}\right)^{k-1} \leq r^{s+1} \cdot \left(\frac{ems}{r}\right)^k \leq 2^k \cdot \left(\frac{e}{6}\right)^k < 1,
\]

where in the first inequality we used the standard estimates \(\binom{a}{b} \leq \min\left\{\left(\frac{e}{b}\right)^{y}, x^y\right\}\). This shows that indeed there exists a desired colouring of \(K_m\).

To complete the proof we now take a blow-up of the above colouring of \(K_m\) where we replace every vertex with a set of \(\left\lfloor \frac{n}{m} \right\rfloor\) or \(\left\lceil \frac{n}{m} \right\rceil\) vertices to obtain an \(n\)-vertex graph. We colour the edges between sets according to the original colouring and colour the edges inside the sets in an arbitrary colour appearing on an edge incident to its corresponding vertex in the initial colour of the \(K_m\). This shows that

\[
f(n, r, s) < (s+1) \log r \cdot \left\lceil \frac{n}{m} \right\rceil \leq (s+1) \log r \cdot \left[ \frac{n}{r/(18)} \right] \leq \frac{8s(s+1) \log r}{r} \cdot n,
\]

completing the proof. \(\square\)
4 Concluding remarks and open problems

In this paper, we explored a natural “power of many colours” generalisation of two classical problems, in the sense first explored by Erdős, Hajnal and Rado over 60 years ago in the case of the classical Ramsey questions. While it has predominantly been studied within various instances of the classical Ramsey problem, we believe that extending this approach to encompass other classical colouring problems holds considerable promise and potential for intriguing exploration.

The first question we considered asks how many vertices can we guarantee to connect using edges of up to \(s\) colours in any \(r\)-edge colouring of \(K_n\), and we denoted the answer to this question by \(f(n, r, s)\). The following theorem summarises what is known for this function.

**Theorem 4.1.** Given integers \(1 \leq s \leq r\) and \(n\) large enough compared to \(r\), we have

\[
 f(n, r, s) = \begin{cases} 
 \Theta \left( \frac{2^s}{r} \right) \cdot n, & \text{for } s \leq (1 - o_r(1)) \log \log r; \\
 \tilde{O}_r \left( \frac{2^s}{r} \right) \cdot n, & \text{for } s \leq \sqrt{r}; \\
 \Theta(n), & \text{for } s = \Theta(\sqrt{r}); \\
 \left( 1 - e^{-\Theta(s^2/r)} \right) \cdot n, & \text{for } s \geq \sqrt{r} \log r; \\
 \left\lceil \left( 1 - 1/\binom{r}{2} \right) n \right\rceil, & \text{for } s = \frac{r-1}{2} \text{ and } r \text{ odd}; \\
 n, & \text{for } s \geq \frac{r}{2}. 
\end{cases}
\]

Our new contributions here are the lower bound for the first and the upper bound for the second and fourth part of the above theorem, while the remainder of the theorem follows from the results of Liu, Morris and Prince [36]. We note that the same picture holds for the more general function \(f(n, r, s, k)\) which requires a \(k\)-connected subgraph in the same setting, and is the answer to the question of Bollobás, apart from slightly less precise results in the last two parts, provided \(n\) is large enough compared to \(r\) and \(k\). This holds since, as we have shown in Theorem 3.5 our new lower bound in the first part holds in this more general setting and since our new upper bounds also hold since \(f(n, r, s, k) \leq f(n, r, s)\) and the matching lower bounds have been established in the more general setting in [36].

We note that also for \(s = 1, 2\), tight results are known under certain divisibility assumptions as mentioned in the introduction. Our bound giving the first part above is tight up to an absolute constant factor between 4 and 8 depending on divisibility properties of \(r\). With slightly more care, under appropriate divisibility assumptions it can be improved to be tight up to a factor of \(2 + \varepsilon\) for any \(\varepsilon > 0\), at a cost of the result only applying for progressively smaller values of \(s\) in terms of \(r\). This gap of about two has its origins in the fact that our proof uses the case \(s = 1\) as its starting point and grows by about a factor of two in each step, whereas the aforementioned results show a jump by a factor of 4 when going to the \(s = 2\) case. This can possibly be rectified by starting from the \(s = 2\) case, although due to the far more complicated nature of that proof and the fact that we need a stronger result than the existence of just a single desired subgraph, as well as the fact that we would still be left with a constant factor gap without the divisibility assumptions we leave this open as a potentially good student project.

Perhaps the most immediate question is to determine whether the \(\log r\) term is necessary in the second part of Theorem 4.1 since this is the least precise result we have. Given that our lower bound for the first part of Theorem 4.1 shows that a \((\log r)^{1 - o_r(1)}\) factor is necessary when \(s \approx \log \log r\) this leads us to the following conjecture

**Conjecture 4.2.** For any \(1 \leq s \leq \frac{\sqrt{r}}{\log r}\) and \(n\) large enough we have \(f(n, r, s) = \frac{s^2 (\log r)^{1 - o_r(1)}}{r} \cdot n\).
This also highlights the very natural question of how exactly the transition from the answer being \(o_r(1) \cdot n\) to \(\Theta(1) \cdot n\) happens. See [36] for a more detailed discussion of this particular question.

Our results show that the two functions \(f\) and \(g\) behave differently for \(s \ll \frac{\sqrt{r}}{\log r}\) and behave similarly when \(s \geq \sqrt{r} \log r\). It would be interesting to determine when precisely the functions start to exhibit different behaviour. Let us mention an explicit question in this direction which could be interesting.

**Question 4.3.** Given \(n\) and \(r\), what is the smallest value of \(s\) for which \(f(n, r, s) = g(n, r, s)\)?

We know this holds for \(s \geq \frac{r-1}{2}\) by the final part of Theorem 4.1, and it seems already non-trivial to decide it for \(s = \frac{r}{2} - 1\) (and \(r\) even). On the other hand, for \(n\) large compared to \(r\), our lower bound of \(g(n, r, s) \geq \left(\frac{(1+o_r(1))s}{\sqrt{r}}\right)n\) for \(s \ll \sqrt{r}\) compared to the upper bound of \(f(n, r, s) \leq \left(\frac{(1+o_r(1))s}{\sqrt{2r}}\right) \cdot n\), from [36], shows there is a gap of at least a factor of \(\sqrt{2}\) when \(s \ll \sqrt{r}\).

Let us now turn to the question of how many vertices will be touched by edges of some \(r\)-edge colouring of \(K_n\), the answer to which we denoted by \(g(n, r, s)\). We determine \(g(n, r, s)\) up to a constant factor for the whole range, provided \(n\) is large enough and even determine it up to lower order terms for the vast majority of the range. With this in mind, the most glaring open problem is to determine how exactly the transition from the answer being \(\left(\frac{(1+o_r(1))s}{\sqrt{r}}\right)n\) for \(s \ll \sqrt{r}\) to being \((1-o_r(1))n\) for \(s \gg \sqrt{r}\) occurs. We do know the behaviour of the \(o_r(1)\) term when \(s \geq \sqrt{r} \log r\) but we believe the same behaviour, namely Corollary 2.8, should hold already for \(s \gg \sqrt{r}\). We note however that one cannot hope to improve Proposition 2.7 directly since for \(s \ll \sqrt{r} \log r\) the hypergraph with \(e^{O(s^2/r)} \ll \sqrt{r} \leq s\) edges can certainly be covered by \(s\) vertices.

On the other hand, one might hope to have a hypergraph with more edges but with the property that all vertex subsets of size \(r - s\) span many edges as we sketched in the remark following Corollary 2.8, where we explain how one can obtain our best upper bound of \(g(n, r, s) \leq \left(1 - e^{-O\left(s \log \frac{1}{r}\right)}\right)n\), for the range \(\sqrt{r} \ll s \ll \sqrt{r} \log r\).

Let us also highlight the following natural problem, extending a classical question of Erdős and Lovász [18], from their famous 1975 paper introducing the Local Lemma, which asks for the minimum number of edges in an \(s\)-uniform intersecting hypergraph with cover number equal to \(s\). This question was famously solved by Kahn in 1994 [33] and was one of Erdős’ three favourite combinatorial problems (see e.g. [14]).

**Question 4.4.** Let \(r \geq 2s - 1 \geq 3\) be integers. What is the minimum number of edges in an \(r\)-vertex \(s\)-uniform intersecting hypergraph with cover number equal to \(s\)?

The only difference compared to the classical question is that we in addition restrict the number of vertices one may use. So the main new feature of the above question is what happens if we are “space restricted” and are not allowed to use as many vertices as we please when building the hypergraph. The \(r \geq 2s - 1\) condition is here since such a graph trivially cannot exist if \(r \leq 2s - 2\) since any set of \(s - 1\) vertices would be a cover. On the other hand, for \(r = 2s - 1\) the answer is easily seen to be \(\left(\frac{2s-1}{s}\right)\) since the only way to achieve the properties is to take the complete hypergraph. For larger values of \(r\), there is always a trivial lower bound of \(s\) edges, and the result of Kahn shows that for \(r\) large enough in terms of \(s\) this is close to tight and the answer is linear in \(s\). In fact, the usual double counting argument tells us that we need at least

\[
\binom{r}{s-1}/\binom{r-s}{s-1} \geq \left(\frac{r}{r-s}\right)^{s-1} = \left(1 + \frac{s}{r-s}\right)^{s-1} \geq e^{\frac{s(s-1)}{2(r-s)}}
\]

edges, where in the final inequality we used \(r \geq 2s\) and \(1 + x \geq e^{x/2}\) for any real \(x \leq 1\). This shows that for \(s \gg \sqrt{r} \log r\) the answer is growing substantially faster than just linearly in \(s\). Our Proposition 3.6
essentially solves a weakening of this question where we allow uniformity to be somewhat larger than the lower bound on the cover number, which suffices for a rough bound to translate to the question of determining \( g(n, r, s) \). A good understanding of the answer to the above question would translate to a more precise result here as well.

In light of Lemma 2.2 the following natural extremal question arises.

**Question 4.5.** What is the minimum number of edges in an \( r \)-vertex intersecting hypergraph if any subset of \( m \) vertices needs to span at least \( t \) edges?

In light of the discussion following Lemma 2.2 if we allow multi-hypergraphs in the above question it would become essentially equivalent to determining \( g(n, r, s) \) and in particular most of our results on the \( g(n, r, s) \) function came from results we proved for the above question. What turned out to be the most relevant instance for us is if we set \( m = r - s \) and if one further restricts the hypergraph to be \((s + 1)\)-uniform (note that it cannot have an edge of size at most \( s \)). Indeed, in this case, any edge is contained in \( \binom{r - s - 1}{s} \) sets of size \( r - s \) so if we can achieve that every set of \( r - s \) vertices contains the same number of edges then every set of \( r - s \) vertices would contain \( |E(H)| \binom{r - s - 1}{s} \binom{r - s - 1}{r - s} \) sets of size \( s + 1 \). Provided we can do so and ensure our hypergraph is intersecting, via Lemma 2.2 we would get an upper bound of \( g(n, r, s) \leq \left( 1 - \binom{r - s - 1}{s} \binom{r - s - 1}{r - s} \right) n \), which given some divisibility conditions is tight via Lemma 2.1 with \( d = s \). Indeed this is exactly how our precise result at the end of the regime Proposition 2.10 proceeds, where we simply use a complete hypergraph. In general, this has a certain design-like flavour and seems to be asking whether a somewhat pseudorandom, intersecting hypergraph exists, a common theme in a number of still open questions from the aforementioned paper of Erdős and Lovász [18]. In our setting, approximate results in this direction also lead to approximate results on the \( g(n, r, s) \) function and are behind most of our more precise results on this function.

**Question 4.6.** For which values of \( r, s \) does there exist an \( r \)-vertex, \((s + 1)\)-uniform intersecting hypergraph in which all sets of size \( r - s \) contain the same positive number of edges?

Another potentially interesting direction for future work is to consider what happens if one allows base graphs other than the complete one. In particular, one can ask a sparse random analogue, where we replace \( K_n \) with the binomial random graph \( \mathcal{G}(n, p) \) and let \( p \) vary. The famous examples of results of this type are the works of Conlon and Gowers [11] and Schacht [44]. Both our questions for \( s = 1 \), the largest monochromatic connected component question (as well as several of its extensions) and the clique covering problem have also been considered in this direction. Various instances have also been considered for expander, pseudorandom and arbitrary large minimum degree base graphs. See e.g. [5, 26] for more details.
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