INDUCED SUBGRAPHS AND TREE DECOMPOSITIONS XVII.
ANTICOMLETE SETS OF LARGE TREEWIDTH

MARIA CHUDNOVSKY'*, SEPEHR HAJEBI¢, AND SOPHIE SPIRKL!

ABSTRACT. Two sets X,Y of vertices in a graph G are anticomplete if X NY = @ and
there is no edge in G with an end in X and an end in Y. We prove that every graph
G of sufficiently large treewidth contains two anticomplete sets of vertices each inducing a
subgraph of large treewidth unless G contains, as an induced subgraph, a highly structured
graph of large treewidth that is an obvious counterexample to this statement. These are:
complete subgraphs, complete bipartite graphs and interrupted s-constellations. The latter
is a slightly adjusted version of a well-known construction by Bonamy et al.

1. INTRODUCTION

The set of all positive integers is denoted by N. Graphs in this paper have finite vertex
sets, no loops and no parallel edges. Given a graph G = (V(G), E(G)) and X C V(G), we
use both X and G[X] to denote the induced subgraph of G with vertex set X (also called
the subgraph of G induced by X). For a graph H, we say that a graph G is H-free if G has
no induced subgraph isomorphic to H. For standard graph theoretic terminology, see [9].

This paper continues a study of the interplay between the induced subgraphs of a graph
G and its treewidth (denoted tw(G); see 9] for a definition). Treewidth is a measure of
structural complexity in graphs. Graphs of small treewidth are restricted in their global
structure, and this restriction wanes as the treewidth increases. Once the treewidth becomes
sufficiently large, then there likely is something to say about the local structure of the graph.
For instance, the Grid Theorem of Roberson and Seymour [17|, Theorem 1.1 below, says
that every graph of sufficiently large treewidth has a subgraph of large treewidth that is
planar.

Theorem 1.1 (Robertson and Seymour [17]). For every integer r € N, there is a constant
fi1 = fia(r) € N such that every graph G with tw(G) > f11 has a subgraph isomorphic to
a subdivision of Wy,
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FIGURE 1. Examples of graphs with large treewidth: Ky, (top left), K

(bottom left), a subdivision of the W4 and the line graph of a subdivision
of the W4><4 (I‘lght)

(We write W,.«, to denote the r-by-r hexagonal grid, also known as the r-by-r wall. It is
well-known [9] that every subdivision of W, has treewidth r, and so does the line graph of
every subdivision of W, ; see Figure 1.)

A primary goal in this series of papers is to explore the analog of Theorem 1.1 for induced
subgraphs. On that note, we would often like to answer questions of the following generic
form: Must an arbitrary graph of sufficiently large treewidth contain an induced subgraph
of relatively large treewidth that is “special” in some way? This paper in particular pursues
a line of work on characterizing the induced subgraph obstructions to bounded treewidth
under some density or sparsity assumption. For instance, a result of Korhonen [14] shows
that, apart from subdivided walls and their line graphs, all other obstructions contain at
least one vertex of large degree. An easy consequence of a result of Kithn and Osthus [15]
is that, apart from complete and complete bipartite graphs, all obstructions have bounded
degeneracy.

Here, in analogy to a conjecture of El-Zahar and Erdés [10] about graphs with large
chromatic number, we ask: When does a graph of large enough treewidth have an induced
subgraph with at least two components of large treewidth? Our main result, Theorem 1.4,
answers this question.

For a graph G, we say that X,Y C V(G) are anticomplete in G if X NY = & and there
is no edge in G with an end in X and an end in Y (if X = {x} is a singleton, then we also
say x is anticomplete to Y in G).

Question 1.2. When does a graph of large enough treewidth contain two anticomplete sets
of vertices each inducing a subgraph of large trecwidth?

Not always. It is well-known [9] that for every ¢ € N, both the complete graph K;
and the complete bipartite graph K;; have treewidth ¢ (see Figure 1). However, for every
two anticomplete sets X, Y in a complete or a complete bipartite graph, either X or Y is a
stable set (where a stable set in a graph G is a subset of V(G) that contains no two vertices
adjacent in G).
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Our first result proves that complete graphs and complete bipartite graphs are the only
culprits (recall that an induced minor of a graph is obtained by only removing vertices and
contracting edges, unlike minors which also allows for removing edges):

Theorem 1.3. For all a,b,c € N, there is a constant f135 = fi13(a,b,¢) € N such that for
every graph G with tw(G) > f1.3, one of the following holds.

(a) There is an (induced) subgraph of G isomorphic to K,.
(b) There is an induced minor of G isomorphic to Kpp.
(c) There are anticomplete subsets X, Y of V(G) with tw(X),tw(Y") > c.

As mentioned earlier, Theorem 1.3 is reminiscent of a conjecture by El-Zahar and Erdés
[10] that every graph G of sufficiently large chromatic number contains two anticomplete
sets each inducing a subgraph of large chromatic number, unless there is a large complete
subgraph in G. This would be sharp because complete graphs have arbitrarily large chromatic
number (and no two non-empty anticomplete sets of verices).

Likewise, Theorem 1.3 is sharp in the sense that both complete graphs and complete
bipartite graphs are unavoidable outcomes. Nevertheless, one may ask whether it is necessary
for the complete bipartite outcome in 1.3(b) to appear as an “induced minor” (and not
an “induced subgraph”). The answer is “yes,” provided by an explicit construction of
(K4, K33)-free graphs with arbitrarily large treewidth and no two anticomplete induced
subgraphs of treewidth 3 or more. We call these graphs “interrupted s-constellations,” and
their exact definition is given below.

For every integer k, we denote by Ny the set of all positive integers not greater than k (so
N, =@ if £ <0). Let P be a graph which is a path. Then we write P = py----- P to mean
V(P) =A{p1,...,px} for k € N, and E(P) = {ppis1 : i € Np_1}. We call py,pr the ends
of P, and we call P\ {p;,px} the interior of P, denoted P*. For vertices u,v € V(P), we
denote by u-P-v the subpath of P from u to v. Recall that the length of a path is its number
of edges. It follows that a path P has distinct ends if and only if P has non-zero length, and
P has non-empty interior if and only if P has length at least two. Given a graph G, by a
path in G we mean an induced subgraph of G which is a path.

Let s € N. An s-constellation is a graph ¢ for which there is a path L in ¢ such that
S = ¢\ L is a stable set of cardinality s in G and every vertex in S has at least one neighbor
in L. We denote ¢ by the pair (S, L). We say that ¢ is ample if no two vertices in S have a
common neighbor in L. We say that ¢ is interrupted if the vertices in S can be enumerated
as ry,...,xs such that for all 4, j, k € N with ¢ < j < k and every path R in ¢ from z to y
with R* C L, the vertex x; has a neighbor in R*. See Figure 2.

Interrupted s-constellations are a slightly adjusted version of a previous construction
by Bonamy et al. [6] (see also [2|). It is easily observed that for all s € N, every
ample interrupted (2s + 1)-constellation is a Ky-free K3 3-free graph with an induced minor
isomorphic to K, and so with treewidth at least s. Moreover, it is proved in Lemma 9.2
from [8] (and the proof is quite straightforward) that if ¢ = (S, L) is an ample interrupted
s-constellation for some s € N, then for every two anticomplete induced subgraphs X, X5 of
¢, there exists i € {1,2} such that each component of X; intersects S in at most one vertex.
In particular, ¢ has no two anticomplete induced subgraphs each of treewidth more than 2.
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FIGURE 2. An ample interrupted 4-constellation.
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It turns out that interrupted s-constellations are the only missing piece from a full answer
to Question 1.2 with only induced subgraph outcomes. Our main result in this paper says
that:

Theorem 1.4. For all ¢,s,t € N, there is a constant fr4 = fr4(c,s,t) € N such that for
every graph G with tw(G) > fi4, one of the following holds.

(a) There is an induced subgraph of G isomorphic to Ky11 or K.
(b) There is an induced subgraph of G which is an ample interrupted s-constellation.
(c) There are anticomplete subsets X, Y of V(G) with tw(X),tw(Y) > c.

Most of the rest of this paper is devoted to the proof of Theorem 1.3. In the last section,
we will derive Theorem 1.4 from 1.3; this is still far from trivial and relies in particular on
the main result of our previous paper in this series [8]. In contrast, it is easy to deduce 1.3
from 1.4 because, once again, for every b € N, every ample interrupted (2b+ 1)-constellation
has an induced minor isomorphic to K. We also remark that Theorem 1.4 provides an
alternative proof for one of the two steps comprising the proof of the main result of [2].

2. MODELS, STRONG BLOCKS AND AN OUTLINE OF THE PROOF

In this section, we first set up our terminology of “models” and “strong blocks,” and then
give an outline of the proof of Theorem 4.1.

Let G be a graph and let ;1 € N. A p-model in G is a p-tuple K = (C4, ..., C,,) of pairwise
disjoint connected induced subgraphs of GG such that for all distinct 7,j € N, the sets C;
and Cj are not anticomplete in G. We call C4, ..., C), the branch sets of K, and write

V(K) = LMJ Ci.

We say that K is linear if every branch set of K is a path in G.
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Let G be a graph and let p,oc € N. By a (p,0)-model in G we mean a (p + o)-tuple
M = (Ay,...,A,; By,...,B,) of pairwise disjoint connected induced subgraphs of G such
that for all 7 € N, and j € N,, the sets A; and B; are not anticomplete in G. We call
Ay,... A, By,..., B, the branch sets of M.

Let M = (Ay,...,A,;Bi,...,B,) be a (p,0)-model in G. We denote by MT the
(0,p)-model (By,...,By;Ay,...,A,) in G. We say that M is A-induced if A;,..., A, are
pairwise anticomplete in G, and that M is B-induced if M is A-induced. We say that M
is induced if M is both A-induced and B-induced. Note that G has a minor isomorphic to
K, . if and only if there is a (p,c)-model in G, and G has an induced minor isomorphic to
K, if and only if there is an induced (p, o)-model in G.

We say that M is A-linear if A; is a path in G for every i € N,, and we say that M is B
is B-linear if M is A-linear. We say that M is linear if it is both A-linear and B-linear.
We also define

AM) =4
i=1
and

B(M) = O B;.

Let a,b,c € N. An (a,b,c)-candidate is a graph G such that:
o (G is K, -free;
e there is no induced (b, b)-model in G; and
e there are no anticomplete subsets A, B of V(G) with tw(A), tw(B) > ¢
It follows that Theorem 1.3 is equivalent to the Theorem 2.1 below. We will prove
Theorem 2.1 in Section 5.

Theorem 2.1. For all a,b,c € N, there is a constant fo1 = fa1(a,b,c) € N such that every
(a,b, c)-candidate has treewidth at most fo.

Let G be a graph. For a set X' of subsets of V(G), we write V(&) = Jycp X. Fork,l € N,
a (k,1)-block in G is a pair (B, P) where B C V(G) with |B| > k and P : (}) — 2V is

map such that P,y = P({x,y}), for each 2-subset {z,y} of B, is a set of at leQa,st [ pairwise
internally disjoint paths in G from x to y. We say that (B, P) is strong if for all distinct
2-subsets {z,y}, {2/, ¥’} of B, we have V(P ,3) NV (P yy) = {, y} N{a’,y'}; that is, each
path P € P,y is disjoint from each path P’ € Py}, except P and P’ may share an end.

Let t € N. We say that a graph G is t-clean if G has no induced subgraph isomorphic to
any of the following: Kyyq, K;,, a subdivision of W, or the line graph of a subdivision of

Wixi. The following was proved in [1].

Theorem 2.2 (Abrishami, Alecu, Chudnovsky, Hajebi, Spirkl [1]). For all k,1,t € N, there
is a constant fao = foo(k,l,t) € N such that for every t-clean graph G with tw(G) > fao,
there is a strong (k,l)-block in G.

We conclude this section with a sketch of the proof of Theorem 2.1, as follows. Using
Theorem 2.2, we deduce that our graph contains a strong (k,[)-block for large k,[. If this
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block is induced, then we have an induced subdivision of a large complete graph, and we
are done. There are four kinds of edges that might make a strong block non-induced: In
Section 3, we use Ramsey-type methods to show that we can restrict our attention to only
those edges that are between paths; this implies the presence of a linear y-model K° (for
some large p depending on k and ).

In Section 4, our goal is to obtain a B-induced (p,o)-model. We proceed in two steps:
First, we arrange that each vertex has neighbors in only a few other branch sets (or find
a model in which branch sets on one side are singletons). Second, we use ideas similar to
“alignments” from previous papers in this series |2, 3, 4]: For a given branch set P, if the
other sets attach to it in a simple way (which we call “aligned”), we use this to control how
P attaches to other branch sets. Otherwise, we split P into multiple paths, using these as
the “B-side” of the B-induced model were looking for in the first place.

In Section 5 we again use the idea of alignments: Roughly speaking, if the paths on the
A-side have few edges between them, we get two anticomplete induced subgraphs of large
treewidth; if there are many edges, we split two paths into multiple segments, obtaining an
induced complete bipartite minor model consisting of these branch sets. This will complete
the proof of Theorem 2.1.

3. COMPLETE MODELS

Our main result in this section is the following:

Theorem 3.1. For all a,b,c,u € N, there is a constant fs1 = f31(a,b,c,u) € N such for
every (a, b, ¢)-candidate G with tw(G) > f31, there is a linear p-model in G.

We will deduce Theorem 3.1 from the following more general result:

Theorem 3.2. For all s,t,u, p,0 € N, there is a constant fso = fsa(s,t,p, p,0) € N such
that for every t-clean graph G with tw(G) > fso, one of the following holds.

(a) There is an induced subgraph of G isomorphic to a proper subdivision of K.
(b) There is a linear (p,o)-model in G.
(c) There is a linear p-model in G.

The proof relies on Theorem 2.2 and two versions of Ramsey’s theorem:

Theorem 3.3 (Ramsey [16]). For alll,m,n € N, there is a constant fs3 = f33(l,m,n) € N
with the following property. Let U be a set of cardinality at least f3.3 and let F' be a non-empty
set of cardinality at most . Let ® : (gl) — F be a map. Then there exist « € F and an

n-subset Z of U such that ®(X) =i for all X € (i)

Theorem 3.4 (Graham, Rothschild and Spencer [12]). For all n,q,r € N, there is a
constant fs4 = fsa(n,q,r) € N with the following property. Let Uy, ..., U, be n sets, each
of cardinality at least fs4 and let W be a non-empty set of cardinality at most r. Let ® be a
map from the Cartesian product Uy x --- x U, to W. Then there exist i € W and a q-subset
Z; of Uj for each j € N, such that for every z € Zy X --- X Z,,, we have ®(z) = 1.

It is convenient to have an explicit bound in Theorem 3.3 where [ = m = 2:
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Theorem 3.5 (Ramsey [16]). For all ¢,s € N, every graph on at least ¢® vertices has either
a clique of cardinality ¢ or a stable set of cardinality s.

The following lemma is the key tool in our proof of Theorem 3.2:

Lemma 3.6. For all s,t,p,0 € N, there are constants f3g = f36(s,t,p,0) € N and g3 =
93.6(8, p,0) € N with the following property. Let G be a Kyi1-free graph and let (B, Q) be a
strong (fs.6, gs.6)-block in G such that for every {z,y} C B, the paths (Q* : Q € Qqa,y) are
pairwise anticomplete in G. Then one of the following holds.

(a) There is an induced subgraph of G isomorphic to a proper subdivision of K.
(b) There is a linear (p,o)-model in G.

Proof. Let b = max{p, o} and let
Kk = f33(8,3, max{5b, s}).

We will prove that
f36 = fae(s,t,p,0) = (t+1)"

()
936 = 93.6(5,p,0) = [34 <R),b,2( 2 )

2

and

satisfy the lemma.

Let G be a K, ;-free graph and let (B, Q) be a strong (fs.6, gs.6)-block in G such that for
every {x,y} C B, the paths (Q* : @ € Q(,,}) are pairwise anticomplete in G. Suppose that
3.6(b) does not hold; that is, there is no linear (p,o)-model in G. Since G is Ky, -free, it
follows from Theorem 3.5 and the choice of f3¢4 that there is a stable set S C B in GG with
|S| = k. In particular, for every 2-subset {z,y} of S, the paths in Qg3 have non-empty
interiors.

Now, we use the choice of ¢34 to show that:

(1) For every 2-subset {x,y} of S, there exists Qzyy € Qayy such that for all distinct
2-subsets {x,y}, {x',y'} of S, the paths Q’f%y} and Q?Z,7y,} are anticomplete in G.

Let v = (’;) Then we have
936 = f34 (’y, b, 2(;)> .

Fix an enumeration Si,..., S, of all 2-subset of S, and write Q, = Qg, for every i € N,.

For each z = (Q1,...,Q,) € Q1 X --- x Q,, let ®(z) be the set of all 2-subsets {7,j} of N,
such that the paths @ and @} are not anticomplete in G. Then

(5)
O x---xQ, =2 2

is a well-defined map. From Theorem 3.4 and the choice of A\, we deduce that there is a set
I of 2-subsets of N.,, as well as a b-subset Z; = {Z;1,...,Z;p} of Q; for each ¢ € N, such
that for every z € Z; x -+ x Z,, we have ®(z) = I.
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We further claim that / = @. For suppose that some 2-subset {7,j} of N, belongs to
I. Then, from the definition of ® and the choice of I, it follows that for all i, ;" € Ny, the
paths Z, and Z7 , are not anticomplete in G. Moreover, by (3), the paths Ziys .o 4y are
pairwise anticomplete in G, and the paths Z7,, ..., Z7, are pairwise anticomplete in GG. But
now (Zfy, ..., 254 251, .,2Z5,) is an induced (b,b)-model in G. Since b = max{p, o}, this
is a contradiction to the assumption that there is no (p,o)-model in G. The claim follows.

For each : € N, let Q; = Z;;. Then z = (Q1,...,Q,) € Z1 X --- x Z,, and by the
above claim, we have ®(z) = I = &. From the definition of ®, it follows that the paths
(Qf : i € N,) are pairwise anticomplete in G. This proves (1).

For every 2-subset {z,y} of S, let Q;,} € Qs be as given by (1). The last step is to
use the choice of k to prove the following (this is similar to the proof of 2.2 in [13]).

(2) There is an s-subset S’ of S such that for all distinct x,y,z € S’', the vertex x is
anticomplete to Q. in G.

Fix an enumeration xy, ..., x, of the vertices in S, and write Q; ; = Qya, .+, for all i, j € N,
with i < j. For every 3-subset T = {t1,ts,t3} of N, with ¢; <ty < t3, let ®(T") be the set of
all 7 € {1,2,3} such that z, is not anticomplete to @ , in G, where {j,k} = {1,2,3}\ {i}

with 7 < k. Then
P - <N“) —s of1,2:3}
3

is a well-defined map. From Theorem 3.3 and the choice of k, we deduce that there is a
subset F' C {1,2,3} as well as a max{5b, s}-subset Z of N, such that for every 3-subset T
of Z, we have ®(T") = F. In particular, since |Z| > 5b, we may choose I}, J, I, K, I3 C Z
with |I,| = |J| = |I2| = | K| = |I3] = b such that

max/; < minJ < maxJ < min/l, < max /[y, < min K < max K < min I3.

We further claim that F* = @. For suppose there exists f € F C {1,2,3}. Let J =
{1,---, 5} and let K = {ky,...,k}. Then, for every i € I; and every [ € N,, the set
{4, ji, ki } is a 3-subset of Z. It follows that ®({4, ji;, ki}) = F, and so f € ®({i;, jy, ky}). This,
along with the definition of ® and the choice of Iy, J, I5, K, I3, implies that for for every ¢ € I
and every [ € N, the vertex z; is not anticomplete to Q) ; in G. Moreover, assuming [y =
{i1,... i}, it follows that {x;,,...,x; } is a stable set in G because S is, and by (1), the sets

ko @), k, @r€ Pairwise anticomplete in G. But now ({z4, }, ..., {73, }; Q5 45 - - @, 1)
is an induced (b, b)-model in G. The claim follows.

Choose an s-subset Z’ of Z (as |Z| > s), and let S" = {z; : © € Z'} C S. By the
above claim, for every 3-subset T' = {t1,ts,t3} of §" C S C N, with ¢; < ¢y < t3, we have
®(T) = @, and so for all i € {1,2,3}, the vertex x;, is anticomplete to Q; 1, In G, where
{j,k} = {1,2,3} \ {i} with j < k. In other words, for all distinct z,y, 2 € S’, the vertex z
is anticomplete to Q7, ., in G. This proves (2).

Let S” be the s-subset of S given by (2). Then S’ is stable (because S is). Also, by (1) for
all distinct 2-subsets {z,y}, {z',y'} of S’ C S, the interiors of the paths Q.. and Q1
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are anticomplete in G, and by (2), for all distinct x,y, z € S’, the vertex x is anticomplete
to @, , in G. Hence,
U Quu

{wue(y)
is an induced subgraph of G isomorphic to a proper subdivision of Ky, and so 3.6(a) hold.
This completes the proof of Lemma 3.6. [

Now we can prove Theorem 3.2:

Proof of Theorem 3.2. Let
¢ = fz6(s,t,0,0)
and let
Y= 93.6(87 Ps U)'
We will show that
fa2 = faa(s,t, 1, p,0) = faa(p, 1", 1)
satisfies the theorem.
Let G be a t-clean graph of treewidth more than f35. Suppose that 3.2(c) does not hold;

that is, there is no linear p-model in G. By Theorem 2.2, there is a strong (¢, u”)-block
(B,P) in G. Moreover, we deduce that:

(3) For every 2-subset {x,y} of B, there is a y-subset Qy ) 0f Prayy such that the paths
(Q" : Q € Qqayy) are pairwise anticomplete in G.

To see this, let G,y be the graph with vertex set Py, such that for all distinct P, P’ €
Piayy, we have PP' € E(Gy,,y) if and only if P* and P™ are not anticomplete in G. Assume
that there are p paths Py ..., P, € P,y such that {P;..., P,} is a clique in G, ,. Then
(Py...,P;) is alinear py-model in G, contrary to the assumption that 3.2(c) does not hold.
Thus, there is no clique in G, of cardinality p. Since V(G{I 1) = |Pragy| = 17, it follows
from Theorem 3.5 that there is stable set Q1 € Pyayy in G{x v} of cardianlity v. But now
by the definition of G, ,y, the paths (Q* : @ € Qy,,) are pairwise anticomplete in G. This
proves (3).

Henceforth, for every 2-subset {z,y} of B, let Q.1 be as given by (3). It follows that
(B, Q) is strong (¢, y)-block in G such that for every {x,y} C B, the paths (Q* : Q € Qa})
are pairwise anticomplete in G. By the choice of ¢,~, we can apply Lemma 3.6 to G and
(B, Q). But now 3.6(a) implies 3.2(a) and 3.6(b) implies 3.2(b). This completes the proof
of Theorem 3.2. [

From Theorem 3.2, we deduce the main result of this section, which we restate:

Theorem 3.1. For all a,b,c,u € N, there is a constant fs1 = f31(a,b,c,pu) € N such for
every (a, b, c¢)-candidate G with tw(G) > fs1, there is a linear p-model in G.

Proof. Let

f3.1 = f3.1(a7 b7 C, H) = fi’>.2(2C + 2a maX{aa ba 20}7 b> ba :u)
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Let G be an (a, b, ¢)-candidate of treewidth more than fs5;. It is straightforward to check
that every subdivision of W..9. has two anticomplete induced subgraphs each isomorphic
to a subdivision of W,y., and so each with treewidth c. It follows in particular that G is
max{a, b, 2c}-clean. Therefore, we can apply Theorem 3.2 to G. Note that every proper
subdivision of K., 5 has two anticomplete induced subgraphs each isomorphic to a (proper)
subdivision of K., and so each with treewidth ¢. Thus, since G is an (a, b, ¢)-candidate, it
follows that G has no induced subgraph isomorphic to a proper subdivision of Ks., 5, and so
3.2(a) does not hold. Also, there is no (b,b)-model in G because G is an (a, b, ¢)-candidate,
and so 3.2(b) does not hold either. It follows that 3.2(c) holds; that is, there is linear g-model
in (G. This completes the proof of Theorem 3.1. |

4. HALF-INDUCED MODELS
The main result of this section is the following;:

Theorem 4.1. For all a,p,0 € N, there is a constant fi1 = fi1(a,p,0) € N with the
following property. Let G be a K,-free graph and assume that there is a linear fy1-model in
G. Then there is a linear B-induced (p,o)-model in G.

The proof is in several steps. First, we need to pass to a linear complete model in
which every vertex has neighbors in only a few branch sets. The proof is an application
of Theorem 3.3, similar to the proof of (2) from Theorem 3.1:

Lemma 4.2. For all a,p,p,0 € N, there is a constant fio = fio(a,p,p,0) € N with the
following property. Let G be a K,-free graph and let K° be a linear fii-model in G. Then
one of the following holds.
(a) There is a linear B-induced (p,o)-model in G.
(b) There is a linear p-model K in G such that each branch set of K is a branch set of
K°, and every vertex in V(K) has neighbors in at most p branch sets of K.

Proof. Let

f4.2 = f4.2(aa s p, U) = f3.3(2p+17 P + ]_7ma,X{CLU(p + 1) + P, :u})

Let G be a K,-free graph and let K° = (Cy,...,C},,) be alinear f;5-model in G. Suppose
that there is no linear B-induced (p, o)-model in G.

For every (p+ 1)-subset S = {s1,...,5,41} of Ny, with 51 < ... < 5,41, let &(S5) be the
set of all ¢ € N,y such that some vertex in Cy; has neighbors in C;; for every j € N,y \ {7}

Then
(1) . (Nf42) N 2Np+1
p+1

is a well-defined map. From Theorem 3.3 and the choice of f;5, we deduce that there is a
subset I C N,;1 as well as a max{a“(p + 1) + p, u}-subset Z of Ny, , such that for every
(p+ 1)-subset S of Z, we have ®(S) = F. In particular, since |Z| > a(p + 1) + p, we may
choose Iy,..., 1,41 € Z and ji,...,j, € Z such that

o || =---=|l,41| =a%; and

e for every h € N,, we have max I}, < j, < min I5;.
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We further claim that:
(4) F =o.

Suppose for a contradiction that there exists f € F' C N, ;. Then, for every i € Iy,
the set {i,71,...,7,} is a (p + 1)-subset of Z. It follows that ®({¢, j1,...,J,}) = F, and so
fe®{i,ji,...,7,}). This, along with the definition of ® and the choice of I,...,I,;; C Z
and ji,...,J, € Z, implies that for every ¢ € I, there is a vertex x; € C; such that z; has
neighbors in C}, for every h € N,. Moreover, since |I;| = a” and since G is K,-free, it follows
that there are iy, ...,4, € Iy such that {x;,,...,z;, } is a stable set of cardinality o in G. But
now (Cj,,...,Cj i {zi}, ..., {2, }) is a linear B-induced (p, o)-model in G, a contradiction.
This proves (4).

Choose a p-subset I of Z (this is possible as |Z| > p). By (4), for every (p + 1)-subset S
of I CZ CNy,,, we have ®(5) = &. In other words, for every i € I, every vertex in C; has
neighbors in fewer that p sets among (C; : j € I\ {i}). But now K = (C; : j € I) is a linear
p-model in G that satisfies 4.2(b). This completes the proof of Lemma 4.2. [ |

The second step is to show that if every vertex of the linear complete model has neighbors
in only a few branch sets, then the conclusion of Theorem 4.1 holds. For the purpose of an
inductive argument, we need to prove a technical strengthening:

Lemma 4.3. For all o,p,s,0 € N, there is a constant fi3 = fi3(0,p,¢,0) € N with the
following property. Let G be a graph and let K = (C4,...,Cy,,) be a linear fy3-model in G
such that every vertex in V(K) has neighbors in at most p branch sets of K. Then one of
the following holds.

(a) There is a linear B-induced (p,o)-model in G.
(b) There is a B-induced (o,<)-model N = (Cj,,...,C},; By,,...,Br.) in G where

jh...,jg,k’l,...,k?g c Nf4'3 with j; < -+ < jQ <k <o < kig, and Bkh - Ckh
for every h € N.. In particular, N is linear.

The proof of Lemma 4.3 relies on yet another result, Lemma 4.4 below, and that lemma
needs a new definition, that of an “aligned” model. Let p,o € N, let G be a graph and let
M = (Ay,...,A,; B1,...,B,) be a (p,0)-model in G. We say that M is A-aligned if M is
B-linear and for each j € [0], there are p pairwise disjoint subpaths (ul-B;-v! : i € N,) of
B; (possibly of length zero) such that

(AL1) there is an end u; of the path B; such that B; traverses uj,u{,v{, e ,u{),vg in this
order; and ' .
(AL2) for every i € N,, all vertices in B; with a neighbor in A; are contained in u!-B;-v].
We say that M is B-aligned if M7 is A-aligned.

The following is a key tool in both the proof of Lemma 4.3 and the completion of the proof
of Theorem 2.1 in the next section. Similar result have also appeared in our earlier papers
[2, 3, 4, 7] based on the general idea that when we consider how different sets attach to the
same path, we generally either get an “aligned” outcome or can split the path into several
subpaths, each attaching to each set (which gave us a “constellation” in earlier papers, and
here gives us a half-induced model).
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Lemma 4.4. Let d,a,p,0 € N and let § = o**Y(d(c — 1) + p). Let G be a graph and
let M = (Ay,...,Ap; B) be a B-linear (0,1)-model in G such that every vertex in B has
netghbors in at most d sets among Ay, ..., Ag. Then one of the following holds.
(a) There is an A-aligned («, 1)-model M' = (A;,, ..., A, ; B') in G where iy, ... i, € Ny
with iy < +++ <4, and B' C B.
(b) There is a B-induced (p,0)-model M" = (AY,..., A};BY,...,B]) in G such that
Al AT € {A, .., Ap} and B(M") C B.

Proof. The proof is by induction on o for fixed d, @ and p. Suppose that ¢ = 1. Then 6 = p
and M"” = M is a B-induced (p,o)-model in G which satisfies 4.4(b). So we may assume
that o > 2.

Let u and v be the ends of B. For every ¢ € Ny, traversing B from u to v, let u; and v;,
respectively, be the first and the last vertex in B with a neighbor in A;, and let P, = u;-B-v;.
Define I' to be the graph with vertex set Ny such that for all distinct 7,7 € Ny, we have
i’ € E(T') if and only if P, N Py # @. Then I' is an interval graph, and so I' is perfect [5].
Also, assuming 6’ = a??=2)(d(c — 2) + p), it follows from ¢ > 2 that

V()| =60 =a*""Y(d(o—1)+p) =0 + > Vd > a*@ +d).

In summary, I' is a perfect graph with |V(T')| > o*(# +d), and so T contains either a stable
set I, of cardinality a? or a clique I, of cardinality 8’ + d.

First, assume that there is a stable set I; in F with |I;| = a?. Tt follows that the paths
(P, : i € I) are pairwise disjoint. Since |;| = o? and by the Erdos Szekeres Theorem [11],

there are i, ...,1, € I; C Ny with 7; < --- < 7, such that B traverses either
Uy Uiy y Vigy v vy Uiy 5 Uiy,

or
v,vil,uil,...,via,uia

in this order. But now by definition, M’ = (4,,,...,
G that satisfies 4.4(a).

Second, assume that I" contains a clique Iy of cardinality 8 + d. Then there is a vertex
x € B such that for every i € Iy C Ny, we have x € P;. On the other hand, by the assumption
of 4.4, there are at most d values of i € Iy C Ny for which x has neighbors in A;. It follows
B\ {z} has two components, say L and R, and there is a ¢'-subset J of I such that for
every j € J, neither L nor R is anticomplete to A;.

Let J = {j1,...,Jo} with j; <--- < jo. Then both M, = (4;,,... AJQ,,L) and Mp =
(A, .. Ajg,,R) are B-linear (#',1)-models in G. Moreover, every vertex in L C B has
neighbors in at most d sets among Aj;,...,A;,. From the choice of " and the inductive
hypothesis applied to M}, we deduce that one of the following holds.

e There is an A-aligned (a, 1)-model M’ = (A;,,..., A;,; B') in G where iy,...,i, € J
with i1 < -+ < i,, and B’ C L.

e There is a B induced (p,o — 1)-model M~ = (A
that AY,..., A} € {4;,,..., 4, } and B(M )QL

In the former case, M’ satisfies 4.4(a) because J C Ny and L C B. In the latter
case, let BY = R. Since B(M~) C L and since L and R are anticomplete in G, it

A;,; B) is an A-aligned (a, 1)-model in

AN B, Bl ) in G such
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follows that M" = (AY,...,A}; BY,..., By, B}) is a B-induced (p,o)-model in G' such

that AY,..., A} € {A;,...,Aj,} S{A1,...,Ap} and B(M") = B(M")URC LURC B.
But now M” satisfies 4.4(b). This completes the proof of Lemma 4.4. [

Now we give a proof of Lemma 4.3, which we also restate:

Lemma 4.3. For all o,p,s,0 € N, there is a constant fy3 = f13(0,p,s,0) € N with the
following property. Let G be a graph and let K = (Ch,...,Cy,,) be a linear fy3-model in G
such that every vertex in V(K) has neighbors in at most p branch sets of K. Then one of
the following holds.

(a) There is a linear B-induced (p,o)-model in G.
(b) There is a B-induced (p,s)-model N = (Cj,,...,C},:Bk,,...,Br.) in G where

o)

jl,...,jg,kl,...,/{?.; c Nf4'3 with j; < -+ < Jo < ky < -+ < k¢, and Bkh - Ckh
for every h € N.. In particular, N is linear.

Proof. Let o,p,0 € N (meaning all variables in the statement except for ¢) be fixed. First,
we define a sequence {p.}cen of positive integers recursively, as follow. Let p; = ¢ and for
¢>2, let
pe = (et + 1?7 V(p(o — 1) + p).
This concludes the recursive definition of {ji}cen.
Back to the proof of 4.3, we will show by induction on ¢ that:

f4.3 = f4.3(g7 p7§10) = He +1
satisfies the lemma.
Let G be a graph and let K = (C4,...,C, 11) be a linear (u; + 1)-model in G such that
every vertex in V' (K) has neighbors in at most p branch sets of K. Assume that 4.3(a) does
not hold; that is, there is no linear B-induced (p, o)-model in G.

Let
M = (Cl, 02 ce 7CMc; Oug-i-l)'
Then M is a linear (p,1)-model in G. In particular, if ¢ = 1, then uc = o and N = M

satisfies 4.3(b). So we may assume that ¢ > 2. We further claim that:

(5) There is an A-aligned (pe—1 + 1,1)-model M" = (Cy,, ..., C;
i <o <ip_41 < pie and B' C Oy 4.

B') in G where 1 <

he—1+17

Since every vertex in C, ;1 has neighbors in at most p sets among C,C5...,C, , and
by the choice of p., we can apply Lemma 4.4 to M. Observe that 4.4(a) yields exactly
the assertion of (5). So we may assume that 4.4(b) holds; that is, there is a B-induced
(p,0)-model M" = (Af,..., A}; BY,..., B]) in G such that AY,..., A} € {C},...,C, } and
B(M") C C,_+1. In particular, M" is linear because M is. But now M”" is a linear B-induced
(p,0)-model in G, a contradiction. This proves (5).

Henceforth, let M’ be as given by (5). Recall that K is a linear (u. + 1)-model in G and
every vertex in V(K) has neighbors in at most p branch sets of K. Since Cy,...,Cy, .,

are branch sets of K, it follows that K~ = (C;,,...,C;, ) is a linear (yc—1 + 1)-model in
G and every vertex in V(K ™) has neighbors in at most p branch sets of K~. Therefore, we
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can apply the inductive hypothesis to K~. Since there is no linear B-induced (p, c)-model
in G, it follows that 4.3(b) holds. Explicitly, we have:

(6) There is a B-induced (0,5 — 1)-model N~ = (C},,...,C},; By,,...,By_,) in G where
jl,...,jg,k'l,...,/%,l S {il,...,iM<_1+1} with j; < --- < Jo < ki < - <k, and Bkh - Ckh
for every h € N._y. In particular, N~ s linear.

Henceforth, let N~ be as given by (6). Recall that M" = (Cj,,...,Cy, _ ,,,B’), as given
by (5), is A-aligned. Since ji,..., 75 k1,.. ., ke—1 € {i1,.. iy 41} with j; < -+ < j, <
ki < -+ < kc_q, it follows that the (o 4+ ¢ — 1,1)-model (Cj,,...,C;,,C,,...,Cr_,; B') in

G is also A-aligned. In particular, there are ¢ + ¢ — 1 pairwise disjoint subpaths
('U/h-B/—Uh the {jh c. 7.j97 kl, ce kgfl})
of B’ (possibly of length zero) such that

e there is an end wu of the path B’ such that B’ traverses
U,Ujl,’Ujl,. .. ,ujg,ng,ukl,vkl,. .. ,ngil,vkcil
in this order; and
o for every h € {j1,...,Jp, k1,...,kc_1}, all vertices in B’ with a neighbor in C}, are
contained in uy,-B’-vy,.

Let B = u-B'-vj,. It follows that for every h € N,, the paths B and C}, are not
anticomplete in G, while for every h € Nc_;, the paths B and C}, are anticomplete in
G. On the other hand, N = (Cj,,...,C},; By,,...,Br_,), as given by (6), is a linear
B-induced (p,s — 1)-model in G with By, C Cy, for every h € N._;.

Let k¢ = puc + 1 and let B, = B. We deduce that

N:(C] ..,CjQ;Bkl,...,Bk Bkg)

is a linear B-induced (p,s)-model in G. But now N satisfies 4.3(b) because, from (5), (6),
and the choice of k. and By, it follows that

o 1< i < <Jp <k <:or <k Spg <po+ 1=k = fuz;

o By, C (Y, for every h € N._y; and

[ ] qu = B Q B/ Q OH<+1 - Ckg:
This completes the proof of Lemma 4.3. [ |

19 c—1"

With Lemmas 4.2 and 4.3 in our arsenal, Theorem 4.1 is now almost immediate:

Theorem 4.1. For all a,p,0 € N, there is a constant fy1 = fi1(a,p,0) € N with the
following property. Let G be a K,-free graph and assume that there is a linear fy1-model in
G. Then there is a linear B-induced (p,o)-model in G.

Proof. Let
= fus(p,p,0,0)
and let
f4.1 = f4‘1(a7 P U) = f4.2<a7 s Py U)'
Let G be a K,-free graph and let K" be a linear f;;-model in G. Apply Lemma 4.2 to K°.
If 4.2(b) holds, then there is a linear B-induced (p,o)-model in G, as desired. So we may
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assume that 4.2(a) holds; that is, there is a linear pg-model K in G such that every vertex
in V(K) has neighbors in at most p branch sets of K. But now from Lemma 4.3 applied
to K, and by the choice of u, we deduce that there is a B-induced (p, o)-model in G. This
completes the proof of Theorem 4.1. [ |

5. FROM HALF INDUCED TO INDUCED

We are now ready to prove Theorem 2.1 (which, as pointed out in Section 2, is equivalent
to Theorem 1.3):

Theorem 2.1. For all a,b,c € N, there is a constant fo1 = fo1(a,b,c) € N such that every
(a,b, c)-candidate has treewidth at most fo.

Proof. Let
B = f33(27,2,2b);
a=[f(c+1);

9 — 042(1771)1)2;

o))

= f4.1(a7 7 0)
We claim that
for = fai(a,b,c) = fz1(a,b,c, p)
satisfies the theorem.

Suppose for a contradiction that there is a (a,b, ¢)-candidate G with tw(G) > fo;. By
Theorem 3.1, there is a linear g-model in G. By Theorem 4.1 and the choice of p, there is a
linear B-induced (7, #)-model in G. It follows that there is a linear A-induced (6, )-model
M in G (though the reader may notice we will never use the fact that M is A-linear).

Let Ay, ..., Ay be the branch sets of M contained in A(M). Then Ay, ..., Ay are pairwise
anticomplete in G. Let B be the set of all branch sets of M contained in B(M) (so we have
|B| = ), and let B’ be the set of all B € B for which every vertex in B has neighbors in
fewer than b sets among Ay, ..., Ay. We claim that:

(7) 1B = ()

Suppose not. Since |B| =~ = a’(}) +¢(?), it follows that |B\ B'| > a*(!). By definition,
for every B € B\ B, there is a vertex zpz € B and a b-subset Iz of Ny such that zp has
neighbors in A; for every i € Iz. Since |B\ B/| > a (Z), it follows that there is b-subset
I of Ny as well as a a’-subset T of B\ B’ such that for every B € T, we have Ip = I.
Moreover, since G is K,-free and since 7 = a’, it follows from Theorem 3.5 that there is
b-subset S of T such that {xp : B € T} is a stable set of cardinality b in G. But then
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(A;:iel; {xp}: B eb)isan induced (b, b)-model in G, contrary to the assumption that
G is an (a, b, c)-candidate. This proves (7).

(8) Let B € B'. Then there are i1 p,...,iap € Ng with iy p < -+ < iap, and B' C B, such
that (Ai, 5, .., Ai, 53 B') is an A-aligned (o, 1)-model in G.

ta,B)

To see this, note that Mg = (Ay,..., Ap, B) is a B-linear (0, 1)-model in G (which is also
A-induced). Moreover, by the definition of B, every vertex in B has neighbors in fewer
that b sets among Ai,...,Ap. Recall also that 6 = o>®=Y(b(b — 1) + b). Therefore, we
can apply Lemma 4.4 to Mp. Observe that 4.4(a) yields exactly the assertion of (8). So
we may assume that 4.4(b) holds; in particular, there is a B-induced (b,b)-model M” =
(AY,...,A};BY,...,B}) in G such that A],..., A} € {Ay,..., Ap}. It follows that M"
is A-induced, as well, because Mp is. But now M” is an induced (b,b)-model in G, a
contradiction. This proves (8).

Combining (7) and (8), we deduce that there are
® iy,...,0, € Ng with 17 < -+ <1y
e By,...,B.€ B; and
e B, C B; for every j € N,
such that N = (A;,...,Ai;Bi,...,B.) is an A-aligned («,c)-model in G. Recall that
a = f(c+1). For every j € Ng and k € N4y, we write
Ang - A
Let [ € N, be fixed. Since N is A-aligned, it follows that there are § pairwise disjoint
subpaths (P]l = ué-—Bl’—'Ué- : j € Np) of B] (possibly of length zero) such that:

e there is an end w; of the path B such that B] traverses u;, ul, vl,. .. ,ulﬁ,vflg in this
order; and
e for every j € Ng, all vertices in B] with a neighbor in [ J;_, A, are contained in Pf .

et ) (G-D+k

The paths (le = ué»—Bl'—vé- : j € Np) are pairwise anticomplete, because B; contains a neighbor
of A; .41 between vé- and uéﬂ for every j € Ng_;.
It follows that for every j € Ng,
. pl
Mj = (Aj1,..., Aj Py ... P)

is a (¢, c)-model in G (which is linear and A-induced). Moreover, for all distinct j, j* € Ng,
the sets A(M;) and A(M;) U B(M;/) are anticomplete in G.

Now, for every 2-subset {7, 7'} of Ng with j < j', let ®({j, j'}) be the set of all (I,!") € N, x
N, such that P} and lef are not anticomplete in G; in particular, we have (1,1') € ®({j,5'})

only if [ #£ I'. Tt follows that
D (R;B) — NexNe

is a well-defined map. From Theorem 3.3 and the choice of 3, we deduce that there is a subset
F C N.x N, as well as a 2b-subset Z of Ng such that for every 2-subset {j, j'} of Z, we have
O({j,7'}) = F. Let us write Z = {j1,..., b, J1s - -, Jp} Where ji < - < jp < g1 < -+ < Jp.
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Assume that F' # @; say ([,I') € F. Then, for all k,k" € N,, we have ([,I') € F =
D({j,jw}). Tt follows that [ # I', and for all k, k" € Ny, the paths P! and P]lf are not
k/

Jk
anticomplete in GG. But then

(P! ...,P?-Pji,...,P?,’)

J1? Jb? Ib

is a (linear) induced (b, b)-model in G, a contradiction.
We deduce that F' = @. In particular, we have ®({ji,j1}) = F' = @. From the definition

of @, it follows that for all [, € N,, the paths le and lef are anticomplete in G. In

other words, B(Mj,) and B(Mj,) are anticomplete in G, and s0 X = A(M;,) U B(M;,) and

j
Y = A(Mj;) U B(Mj;) are anticomplete in G. But now X and Y are anticomplete subsets
of V(G), each inducing a subgraph of treewidth at least ¢ (because that subgraph has a
minor isomorphic to K. .), contrary to the assumption that G is an (a, b, ¢)-candidate. This

completes the proof of Theorem 2.1. [ |

6. FROM INDUCED MINORS TO INDUCED SUBGRAPHS

In this section, we deduce Theorem 1.4 from Theorem 2.1. We will also use the main
result of [8] which involves a new set of definitions.

For a set X, a linear order < on X, and z,y € X, we write x < y to mean z < y and x
and y are distinct. For an element x € X and a subset Y C X, we write z < Y to mean
x <y for every y € Y. Similarly, we write Y < = to mean y < x for every y € Y.

Let I,s € N. An (s,l)-constellation is a graph ¢ in which there is a stable set S, of
cardinality ¢ such that ¢\ S, has exactly [ components, every component of ¢\ S, is a path,
and each vertex x € S, has at least one neighbor in each component of ¢\ S,. We denote by
L. the set of all components ¢\ S, (each of which is a path), and also denote ¢ by the pair
(S, L).When [ = 1, say L, = {L.}, we call ¢ an s-constellation, and denote it by the pair
(S, L) (observe that this matches the definition given in Section 1). For a graph G, by an
(s,1)-constellation in G' we mean an induced subgraph of G which is an (s, [)-constellation.

By a c¢-route we mean a path R in ¢ with ends in S, and with R* C V' (L,), or equivalently,
with R* C V(L) for some L € L. For d € N, we say that ¢ is d-ample if there is no c-route
of length at most d + 1. We also say that ¢ is ample if ¢ is 1-ample. It follows that ¢ is
l-ample if and only if no two vertices in S, have a common neighbor in V(L) (again, note
that this is consistent with the definition given in Section 1).

We say that ¢ is interrupted if there is a linear order < on S, such that for all z,y, z € S,
with x < y < z and every c-route R from x to y, the vertex z has a neighbor in R (see
Figure 2). For ¢ € N, we say that a ¢ is g-zigzagged if there is a linear order < on S, such
that for all x,y € S, with x < y and every c-route R from x to y, there are fewer than ¢
vertices z € S, where z < 2z < y and 2 has no neighbor in R.

The main result of [8] is the following:

Theorem 6.1 (Chudnovsky, Hajebi, Spirkl [8]|). For all l,l',r,s,s" € N, there are constants
fo1 = fea(l,l',r,8,8") € N and gs1 = gs1(1, 1,1, s,5") € N with the following property. Let
G be a graph and assume that there is an induced (fs.1, gs1)-model in G. Then one of the
following holds.
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(a) There is an induced subgraph of G isomorphic to either K., a subdivision of Wy,
or the line graph of a subdivision of Wy,..

(b) There is an ample interrupted (s,1)-constellation G.

(c) There is an ample 2r*-zigzagged (s',1')-constellation in G.

We will also need the following lemma from [8]. We include the proof as it is short:

Lemma 6.2 (Chudnovsky, Hajebi, Spirkl [8]). Let ¢,q € N and let ¢ be an ample q-zigzagged
(2¢ + 3¢, 2¢(“"% ")) -constellation. Then there are anticomplete subsets X,Y of V(c) with
tw(X), tw(Y) > c.

Proof. Since |S.| = 2c¢ + 3¢q, we may choose z1,75 € S, and pairwise disjoint subsets
Q,S1,Sy C S, such that |Q] =¢q, |S1| =15 =c+qg—1and 1 < 51 < Q < Ss < xs.

For each ¢ € {1,2} and every L € L, let R; 1 be a c-route from z; to a vertex in () with
|R; 1| as small as possible. We claim that:

(9) For every L € L., the sets S and Rj ; are anticomplete in ¢, and the sets So and R
are anticomplete in c.

Suppose not. Then, by symmetry, we may assume that some for some L € L, there is a
vertex u € Sy with a neighbor in Rj ;. Let y € () be the end of R, 1 other than z. Since ¢
is ample, it follows that there is a ¢-route R’ from z; to u with R™ C R} ; \ Ng(y). Since ¢
is ¢g-zigzagged, and since r; < ) < wu, it follows that some vertex z € @) has a neighbor in
R™. Consequently, there is a ¢-route R” from x to z € Q1 with "™ C R™ C R} \ Ng(y),
and so |R"| < |Ry |. This violates the choice of Ry j, hence proving (9).

Let £, Ly C L, be disjoint with |£4| = L] = c(c+g_1). Since ¢ is ¢-zigzagged and since
|S1| = |S2| = c+q—1, it follows that for every i € {1,2} and every L € L;, there is a c-subset
Si , of S; such that every vertex in S; ; has a neighbor in R} . Since |£;] = |L,| = c(CJrgfl),
it follows that for every ¢ € {1,2}, there is a c-subset S of S; and a c-subset L] of £; such
that for every L € L], we have S}, = S/.

Now, let ’

X = (S {Ri,:Le L)
and let
Y = (S {Rsy: L€ L)

By (9) and since ¢ is a constellation, it follows that X and Y are anticomplete
(¢, ¢)-constellations in ¢. In particular, X and Y are anticomplete induced subgraphs of
¢ each with an induced minor isomorphic to K... Hence, we have tw(X),tw(Y) > ¢. This
completes the proof of Lemma 6.2. |

We are now ready to prove Theorem 1.4, which we restate:
Theorem 1.4. For all ¢,s,t € N, there is a constant fi4 = f14(c,s,t) € N such that for

every graph G with tw(G) > f1.4, one of the following holds.

(a) There is an induced subgraph of G isomorphic to K1 or K.
(b) There is an induced subgraph of G which is an ample interrupted s-constellation.
(c) There are anticomplete subsets X, Y of V(G) with tw(X),tw(Y) > c.
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Proof. Let r = max{2¢c,t}. Let s = fs2(c,2r?) and let I’ = gg(c, 2r?). Let
br = fea(1,0,m,t,8),
let
by = g6 (1,0, 7,¢,)
and let b = max{by,by}. We claim that

fia= frale,t) = faa(t+1,b,¢)
satisfies the theorem.

Let G be a graph with tw(G) > f14. By Theorem 2.1, G is not a (¢ + 1, b, ¢)-candidate.
If G has an induced subgraph isomorphic to K, i, then 1.4(a) holds. Also, if there are
anticomplete induced subgraphs X,Y of G with tw(X),tw(Y) > ¢, then 1.4(c) holds.
Therefore, we may assume that there is an induced (b, b)-model in G. In particular, there is
an induced (by,by)-model in G. From this, Theorem 6.1 and the choice of by, by and r, we
deduce that one of the following holds.

e There is an induced subgraph of G isomorphic to either K, ;, a subdivision of Wa.xa,
or the line graph of a subdivision of W2

e There is an ample interrupted t-constellation G.

e There is an ample 2r?-zigzagged (s',I')-constellation in G.

Assume that the first bullet holds. Then either G has an induced subgraph isomorphic
to Ky, or there are anticomplete induced subgraphs X,Y of G such that both X and Y
are isomorphic to either a subdivision of W,y or the line graph of a subdivision of W_y.. It
follows that either 1.4(a) or 1.4(c) holds.

Since the second bullet and 1.4(b) are identical, we may assume that the third bullet
holds; that is, there is an ample and 2r2-zigzagged (s',’)-constellation ¢ in G. But then by
Lemma 6.2 and the choice of s’ and I, there are anticomplete subsets X,Y of V(G) with
tw(X),tw(Y) > ¢, and so 1.4(c) holds. This completes the proof of Theorem 1.4. |
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