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Abstract. The celebrated Erdős-Pósa Theorem, in one formulation, asserts that for every
c ≥ 1, graphs with no subgraph (or equivalently, minor) isomorphic to the disjoint union of c
cycles have bounded treewidth. What can we say about the treewidth of graphs containing no
induced subgraph isomorphic to the disjoint union of c cycles?

Let us call these graphs c-perforated. While 1-perforated graphs have treewidth one, complete
graphs and complete bipartite graphs are examples of 2-perforated graphs with arbitrarily large
treewidth. But there are sparse examples, too: Bonamy, Bonnet, Déprés, Esperet, Geniet,
Hilaire, Thomassé and Wesolek constructed 2-perforated graphs with arbitrarily large treewidth
and no induced subgraph isomorphic to K3 or K3,3; we call these graphs occultations. Indeed,
it turns out that a mild (and inevitable) adjustment of occultations provides examples of 2-
perforated graphs with arbitrarily large treewidth and arbitrarily large girth, which we refer to
as full occultations.

Our main result shows that the converse also holds: for every c ≥ 1, a c-perforated graph
has large treewidth if and only if it contains, as an induced subgraph, either a large complete
graph, or a large complete bipartite graph, or a large full occultation. This distinguishes c-
perforated graphs, among graph classes purely defined by forbidden induced subgraphs, as the
first to admit a grid-type theorem incorporating obstructions other than subdivided walls and
their line graphs.

More generally, for all c, o ≥ 1, we establish a full characterization of induced subgraph
obstructions to bounded treewidth in graphs containing no induced subgraph isomorphic to the
disjoint union of c cycles, each of length at least o + 2.

1. Introduction

1.1. Background. Graphs in this paper have finite vertex sets, no loops and no parallel edges.
Let G = (V (G), E(G)) be a graph. For X ⊆ V (G), we denote by G[X] the subgraph of G
induced by X. In this paper, we use induced subgraphs and their vertex sets interchangeably.
For graphs G and H, we say G contains H if G has an induced subgraph isomorphic to H, and
we say G is H-free if G does not contain H. A class of graphs is hereditary if it is closed under
isomorphism and taking induced subgraphs.

A tree decomposition of a graph G is a pair (T, χ) where T is a tree and χ : V (T ) → 2V (G) is
a map which satisfies the following:

(i) For every v ∈ V (G), there exists t ∈ V (T ) such that v ∈ χ(t).
(ii) For every v1v2 ∈ E(G), there exists t ∈ V (T ) such that v1, v2 ∈ χ(t).
(iii) For every v ∈ V (G), the subgraph of T induced by {t ∈ V (T ) : v ∈ χ(t)} is connected.
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Figure 1. W5×5

The width of a tree decomposition (T, χ) is maxt∈V (T ) |χ(t)| − 1. The treewidth of G, denoted
by tw(G), is the minimum width of a tree decomposition of G.

The systematic study of treewidth was originated by Robertson and Seymour as a highlight
of their graph minors project. Roughly speaking, graphs of small treewidth are “measurably
fattened forests.” This brings on a wealth of nice structural [17] and algorithmic [5] properties
for them, which partly explains the enduring popularity of the subject, as well. It also motivates
understanding graphs of large treewidth. In particular, it is of enormous interest to identify
graph classes in which large treewidth can be certified “locally” by a subconfiguration, still of
(relatively) large treewidth yet structurally simpler that the host graph. The prototypical result
of this sort is the foundational “Grid Theorem” of Robertson and Seymour [17], Theorem 1.1
below, which characterizes all subgraph-closed (and also minor-closed) graph classes of bounded
treewidth. In effect, the Grid Theorem says that every graph of sufficiently large treewidth
contains as a subgraph some subdivision of a highly symmetrical graph of large treewidth called
a “wall.” For an integer t ≥ 1, we denote by Wt×t the (t × t)-wall, which is (almost) the t-by-t
hexagonal grid, and has treewidth t (see Figure 1; a full definition can be found in [2]).

Theorem 1.1 (Robertson and Seymour [17]). For every integer t ≥ 1, there exists w = w(t) ≥ 1
such that every graph of treewidth more than w contains Wt×t as a minor, or equivalently, a
subdivision of Wt×t as a subgraph.

What could be a “Grid Theorem” for induced subgraphs? This question lies at the heart
of a recent trend in structural graph theory, which aims at bridging the gap between the two
pillars of the subject: graph minors and the theory of induced subgraphs. Despite the immense
body of research in both areas, however, the above question remains wide open, to the extent
that (more or less) the only reliable clue at the moment is provided by the “basic obstructions,”
which are known to be necessary yet quite far from sufficient for a full answer.

Let us be more precise. For an integer t ≥ 1, we say a graph H is a t-basic obstruction if H
is either the complete graph Kt, or the complete bipartite graphs Kt,t, or a subdivision of Wt×t

mentioned above, or the line graph of a subdivision of Wt×t, where the line graph L(F ) of a
graph F is the graph with vertex set E(F ), such that two vertices of L(F ) are adjacent if the
corresponding edges of F share an end. The basic obstructions are known to have arbitrarily
large treewidth; in fact, for an integer t ≥ 1, the complete graph Kt+1, the complete bipartite
graph Kt,t, all subdivisions of Wt×t and line graphs of all subdivisions of Wt×t all have treewidth
t. So an exhaustive list of unavoidable induced subgraphs of graphs with large treewidth must
contain, for some t, an induced subgraph of a t-basic obstruction of each type. It is also of note
that there are hereditary classes for which the basic obstructions do comprise a full list of induced
subgraph obstructions to bounded treewidth. We call such classes “clean.” In technical terms,
for an integer t ≥ 1, we say a graph G is t-clean if G does not contain a t-basic obstruction.
A graph class C is clean if for every integer t ≥ 1, there exists an integer w(t) ≥ 1 (depending
on C) such that every t-clean graph in G has treewidth at most w(t). For instance, Korhonen
[13] proved that every graph class of bounded maximum degree is clean. With Abrishami, we
recently extended this to a full characterization of graphs H for which the class of H-free graphs
is clean:
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Theorem 1.2 (Abrishami, Alecu, Chudnovsky, Hajebi and Spirkl [1]). The class of all H-free
graphs is clean if and only if H is a subdivided star forest, that is, a forest in which every
component has at most one vertex of degree more than two.

Nevertheless, as mentioned earlier, the basic obstructions cannot carry all the load. There are
at least three constructions certifying this fact. We list them below in the chronological order
of discovery. They all consist of graphs with arbitrarily large treewidth which are 3 or 4-clean,
and the third one is central to the context of this paper, which we will elaborate on later.

• The so-called “layered-wheels” of Sintiari and Trotignon [18] consisting of even-hole-free
graphs and theta-free graphs.

• A construction first popularized by Davies [7], also found earlier by Pohoata [15].
• A construction by Bonamy, Bonnet, Déprés, Esperet, Geniet, Hilaire, Thomassé and

Wesolek [6], consisting of graphs with “bounded induced cycle packing number.”
All of this goes to show that an ultimate Grid Theorem for induced subgraphs must encompass
some “non-basic obstructions,” an exact description of which remains unknown. More dramat-
ically, until now there was no hereditary class for which there is a Grid Theorem involving any
non-basic obstruction. Our main result introduces the first such class.

1.2. Motivation and (a taste of) the main result. In order to formally state our main result,
Theorem 3.2, we need quite a few definitions, and so we postpone it to Section 3. Instead, our
goal here is to motivate Theorem 3.2 and give the exact statement of a weakening that captures
its essence. This takes a brief digression to the world of the “Erdős-Pósa Theorem.”

Observe that graphs with no subgraph ismorphic to a cycle are forests, which in turn are
exactly the graphs with treewidth 1. Erdős and Pósa famously extended this simple fact to
graphs excluding the disjoint union of any prescribed number of cycles as a subgraph, showing
that such graphs remain proportionately close to being a forest:
Theorem 1.3 (Erdős and Pósa [9]). For every integer c ≥ 1, there exists an integer h ≥ 0 such
that in every graph G with no subgraph (or equivalently, minor) isomorphic to the disjoint union
of c cycles, there exists a subset X ⊆ with |X| ≤ h such that G \X is a forest.

It follows that, for every integer c ≥ 1, graphs with no subgraph isomorphic to the disjoint
union of c cycles have bounded treewidth (this is in fact equivalent to Theorem 1.3; see [17]).
It is therefore natural to ask: what can be said about the treewidth of graphs with no induced
subgraph isomorphic to the disjoint union of many cycles? For an integer c ≥ 1, we say a
graph G is c-perforated if G does not contain (as an induced subgraph) the disjoint union of c
cycles. Then 1-perforated graphs still have treewidth 1. However, even for 2-perforated graphs,
bounded treewidth is far from a realistic expectation: for every integer t ≥ 1, the complete graph
Kt and the complete bipartite graph Kt,t are both 2-perforated basic obstructions. In contrast,
sufficiently large subdivided walls and their line graphs are easily seen not to be c-perforated for
any c ≥ 1.

One may then speculate that for all integers c, t ≥ 1, every c-perforated graph containing
neither Kt nor Kt,t has bounded treewidth. This turns out not to be true either, yet the
reason is not as simple. Bonamy, Bonnet, Déprés, Esperet, Geniet, Hilaire, Thomassé and
Wesolek [6] provided, for every integer s ≥ 1, a beautiful construction of 2-perforated graphs
with treewidth at least s − 1 and containing neither K3 not K3,3. We call these graphs “s-
occultations” and we will give a detailed description of them in a moment. But let us first state
our main result: surprisingly enough, the above construction completes the picture of induced
subgraph obstructions to bounded treewidth in c-perforated graphs for every c. More precisely,
we introduce a slight modification of s-occultations called full s-occultations, and show that they
are all we need to establish a Grid Theorem for c-perforated graphs:
Theorem 1.4. For all integers c, t ≥ 1 and s ≥ 0, there exists an integer τ = τ(c, s, t) ≥ 1
such that every c-perforated graph of treewidth more than τ contains either Kt, or Kt,t, or a full
s-occultation.
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We remark that, to the best of our knowledge, Theorem 1.4 is the first of its kind, in the
sense that it offers the first Grid Theorem for a hereditary class which involves non-basic ob-
structions (we also note a result from [11] which characterizes the induced subgraph obstructions
to bounded treewidth in the class of “circle graphs,” though we view that more relatable in the
context of “vertex-minors.”) More generally, the main result of this paper, Theorem 3.2, is an
extension of Theorem 1.4 which completely describes, for all integers c, o ≥ 1, the obstructions
to bounded treewidth in (c, o)-perforated graphs, that is, graphs with no induced subgraph iso-
morphic to the disjoint union of c cycles, each of length at least o+ 2. The extension is in fact
direct enough that Theorems 1.4 and 3.2 are identical when o = 1.

It is also worth mentioning that s-occultations were constructed in [6] mainly to show that the
bound in their main result, Theorem 1.5 below, is asymptotically sharp. In view of Theorem 1.5,
excluding complete graphs and complete bipartite graphs in c-perforated graphs does make a
difference by bringing the treewidth down to being logarithmic in the number of vertices. This is
of almost equal algorithmic significance as bounded treewidth, and also puts c-perforated graphs
on the very short list of hereditary classes known to have logarithmic treewidth.

Theorem 1.5 (Bonamy, Bonnet, Déprés, Esperet, Geniet, Hilaire, Thomassé and Wesolek [6]).
For all integers c, t ≥ 1, every c-perforated graph G containing neither Kt nor Kt,t has treewidth
at most O(log |V (G)|).

1.3. Occultations: first impression. For an integer n, we write [n] for the set all of positive
integers less than or equal to n (so [n] = ∅ if n ≤ 0). Let G be a graph. A stable set in G is a set
of pairwise non-adjacent vertices. A path in G is an induced subgraph of G which is a path. If
P is a path in G, we write P = p1- · · · -pk to mean that V (P ) = {p1, . . . , pk} and pi is adjacent
to pj if and only if |i− j| = 1. We call the vertices p1 and pk the ends of P , and the interior of
P is the set P \ {p1, pk}. The length of a path is its number of edges.

Let us now formally define occultations and full occultations. Given an integer s ≥ 1, an s-
occultation is a graph o whose vertex set can be partitioned into a stable set S in o of cardinality
s and a path L in o with the following specifications.

(O1) No two vertices in S have a common neighbor in V (L).
(O2) The ends of L have no neighbor in S.
(O3) For some bijection π : [s] → S, the following holds. Let i ∈ [s] and let P be a path

in L of non-zero length where
• every end of P that is not an end of L has a neighbor in π([i− 1]); and
• no vertex in the interior of P has a neighbor in π([i− 1]).

Then π(i) has exactly one neighbor in the interior of P . In particular, π(i) has
exactly 2i−1 neighbors in L and P has non-empty interior. Said differently, along
L, π(i) has exactly one neighbour “between” every two successive vertices which
are either an end of L or a neighbour of a vertex in π([i− 1]).

(O4) No vertex in L has degree 2 in o. In particular, L has length 2s.
See Figure 2. As mentioned before, these graphs were introduced in [6] for the first time1 to
provide a lower bound counterpart to Theorem 1.5:

Theorem 1.6 (Bonamy, Bonnet, Déprés, Esperet, Geniet, Hilaire, Thomassé and Wesolek [6]).
For every integer s ≥ 1, every s-occultation is a 2-perforated graph containing neither K3 nor
K3,3 and with treewidth at least s− 1.

Even so, the occultations defined above are not quite ready yet to be admitted as an outcome
of a Grid Theorem for induced subgraphs. For instance, note that subdividing the edges of a
graph G does not preserve subgraphs and induced subgraphs of G, while it does not change the
treewidth of G either. This is why the “subgraph version” of Theorem 1.1 as well as results

1Not verbatim. Also, in their version no vertex in L is allowed to have degree 1 in o (so it is obtained from
our version by removing the ends of L). This clearly does not interfere with the validity of Theorem 1.6.
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Figure 2. A 4-occultation: circled nodes from top to bottom represent
π(4), π(3), π(2) and π(1), and the rest depict the vertex set of L.

concerning clean classes like Theorem 1.2 deal with subdivided walls, as opposed to the “minor
version” of Theorem 1.1 which involves bona fide walls. In the same vein, one may subdivide
the edges of the path L in an occultation o, and observe that the resulting graph still satisfies
Theorem 1.6. This, in other words, shows that we cannot require (O4) of an occultation-like
obstruction which is expected to yield bounded treewidth when forbidden (in conjunction with
the basic obstructions). Similarly, when it comes to extracting an occultation as an induced
subgraph in a graph of large treewidth, the word “exactly” in (O3) is too much to ask.

Luckily, these two turn out to be the only culprits: we may define our “full occultations” to
appear in Theorem 1.4 as graphs with literally the same definition as occultations, except the
condition (O4) must be lifted, and the word “exactly” in (O3) must be replaced by “at least.”
More precisely, for an integer s ≥ 0, a full s-occultation is a graph o the vertex set of which
can be partitioned into a stable set S of cardinality s and a path L in o with the following
specifications.

(FO1) No two vertices in S have a common neighbor in L.
(FO2) The ends of L have no neighbor in S.
(FO3) For some bijection π : [s] → S, the following holds. Let i ∈ [s] and let P be a

path in L of non-zero length where
• each end of P that is not an end of L has a neighbor in π([i− 1]); and
• no vertex in the interior of P has a neighbor in π([i− 1]).

Then π(i) has at least one neighbor in the interior of P . In particular, π(i) has
a neighbor in L and P has non-empty interior.

See Figure 3. As we will show in Theorem 3.1, the difference between occultations and full
occultations is mild enough that it has almost no effect on Theorem 1.6 remaining true for full
occultations. In fact, we will define full occultations once again in Section 3 using “asterisms,”
a term we employ extensively in this paper as it is a great technical fit to our proofs. This in
particular allows for upgrading to a parametrized relaxation of full s-occultations called “full
(s, o)-occultations,” which we then show to be the right substitute for full s-occultations in
extending Theorem 1.4 to Theorem 3.2.

1.4. Outline. We now briefly describe our proof ideas and the organization of the paper.
Broadly speaking, the proof of Theorem 1.4 (or Theorem 3.2, rather) consists of three steps.
Let G be a c-perforated graph of sufficiently large treewidth which contains neither Kt nor Kt,t.
We wish to show that G contains a full s-occultation.

First, we show that G contains a very large “constellation,” that is, a complete bipartite
induced minor model where each “branch set” on one “side” is a vertex and each branch set on
the other side is a path in G. To that end, we invoke a useful result from an earlier paper in this
series [1], namely Theorem 2.4, which, in essence, says that every graph class of bounded “local
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Figure 3. A full 4-occultation: circled nodes from top to bottom represent
π(4), π(3), π(2) and π(1), and the rest depict vertices in L. For the sake of
clarity, the neighbors of π(i) in L are labeled i for each i ∈ [4]. Dotted lines

represent paths of arbitrary non-zero length (the union of which is L).

connectivity” is clean. This allows us to obtain, for a very very large integer M , a collection
of M pairwise disjoint induced subgraphs G1, . . . , GM of G such that for each i, one may find
in Gi two vertices xi and yi as well as, for another large integer m, a collection of m pairwise
internally disjoint (long) paths in Gi from xi to yi. From here, the proof goes on a roller coaster
ride of Ramsey-type arguments to show that if G excludes the desired constellation, then there
are c distinct Gi’s in each of which one may find a (long) induced cycle Hi, with no edges in G
between distinct Hi’s. But this violates the assumption that G is c-perforated.

Next, we show that if G contains a huge constellation, then G contains an approximate version
of a full occultation called an “interrupted asterism,” in which (FO3) is guaranteed to hold only
if the ends of the path P have no common neighbor in S. Here is an intuitive exposition of the
argument: note that for each path L in the “path side” L of the constellation, one may define a
graph on the “vertex side” V called the “transition graph” by making two vertices in V adjacent
if there is a “route” R in G between them with its interior contained in L such that no other
vertex in V has a neighbor in the interior of R. Then we can easily arrange for most paths in
L to impose the same transition graph T on V . There are now two possibilities. If T contains
a matching of cardinality c, then the union of corresponding routes through two distinct paths
in L gives a collection of c pairwise disjoint cycles in G with no edges between them, which is
impossible. It follows that T admits a small vertex cover X ⊆ V . From the definition of the
transition graph, every route between two distinct vertices in V \X must be “interrupted” by a
neighbor of a vertex in X. But now X starts to behave like the vertex π(s) from the definition
of a full s-occultation (up to the above-mentioned relaxation of (FO3)), which we can delete and
move on by induction on s. This of course takes much more work to make precise.

Third, we turn the approximate full occultation obtained in the second step into a genuine
one. To accomplish this, we need the “interrupted” asterism to be “invaded” as well, which
means (FO3) is now required to hold even if the ends of P have a common neighbor in S.
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Otherwise, the union of P and the common neighbor of its ends in S form an induced cycle H
in G, and we can convince a “big” portion of the rest of the asterism to be disjoint from H and
have no neighbors in H, and then proceed by induction on c. This makes the last step, again,
modulo a fair body of details to be checked, relatively easier than the previous two.

The technical circumstances of our proofs, however, demand for these three steps to be taken
in reverse order in Sections 4, 6 and 7, while Section 5 will be our Ramsey workout to prepare for
the next two sections. In Section 2, we set up our terminology and gather a few results from the
literature to be used in subsequent sections. Section 3 is devoted to asterisms and the statement
of our main result, Theorem 3.2. Finally, in Section 8, we complete the proof of Theorem 3.2.

2. Preliminaries

Let G = (V (G), E(G)) be a graph. For X ⊆ V (G) ∪ E(G), G \ X denotes the subgraph of
G obtained by removing X. Note that if X ⊆ V (G), then G \ X denotes the subgraph of G
induced by V (G) \X.

Let P be a path in G. We denote by P ∗ the interior of P and by ∂P the set of ends of
P . Similarly, for a collection P of paths in G, we adapt the notations V (P) =

⋃
P ∈P V (P ),

P∗ =
⋃

P ∈P P
∗ and ∂P =

⋃
P ∈P ∂P .

A cycle in G is an induced subgraph of G that is a cycle. If H is a cycle in G, we write
H = c1- · · · -ck-c1 to mean that V (C) = {c1, . . . , ck} and ci is adjacent to cj if and only if
|i− j| ∈ {1, k − 1}. The length of a cycle is its number of edges.

Let x ∈ V (G). We denote by NG(x) the set of all neighbors of x in G, and by NG[x]
the set NG(x) ∪ {x}. For an induced subgraph H of G, we define NH(x) = NG(x) ∩ H,
NH [x] = NG[x] ∩H. Also, for X ⊆ G, we denote by NG(X) the set of all vertices in G \X with
at least one neighbor in X, and define NG[X] = NG(X) ∪X.

Let X,Y ⊆ V (G) be disjoint. We say X is complete to Y if all edges with an end in X and
an end in Y are present in G, and X is anticomplete to Y if no edges between X and Y are
present in G.

By a subdivision of G, we mean a graph G′ obtained from G by replacing the edges of G by
pairwise internally disjoint paths of non-zero length between the corresponding ends, and these
ends will be referred to as the pinned vertices of G′ (so the pinned vertices of G′ are in fact the
original vertices of G). Let r ≥ 0 be an integer. A (≤ r)-subdivision of G is a subdivision of G
in which the path replacing each edge has length at most r + 1.

Let us now mention a few results from the literature, beginning with two versions of Ramsey’s
Theorem. Given a set X and an integer q ≥ 0, we denote by 2X the power set of X and by

(X
q

)
the set of all q-subsets of X.

Theorem 2.1 (Ramsey [16]). For all integers n ≥ 0 and q, r ≥ 1, there exists an integer
ρ(n, q, r) ≥ 1 with the following property. Let U be a set of cardinality at least ρ(n, q, r) and let
W be a non-empty set of cardinality at most r. Let Φ :

(U
q

)
→ W be a map. Then there exist

i ∈ W and Z ⊆ U with |Z| = n such that for every A ∈
(Z

q

)
, we have Φ(A) = i.

Theorem 2.2 (Graham, Rothschild and Spencer [10], see also [12]). For all integers n ≥ 0 and
q, r ≥ 1, there exists an integer ν(n, q, r) ≥ 1 with the following property. Let U1, . . . , Un be n
sets, each of cardinality at least ν(n, q, r) and let W be a non-empty set of cardinality at most r.
Let Φ be a map from the Cartesian product U1 × · · · × Un into W . Then there exist i ∈ W and
Zj ⊆ Uj with |Zj | = q for each j ∈ [n], such that for every z ∈ Z1 × · · · ×Zn, we have Φ(z) = i.

We also need the following result, which is a direct consequence of Theorem 5 in [8]. See also
Theorem 3 in [14], which has been discovered after – and follows from – Theorem 5 in [8].

Theorem 2.3 (Dvořák, see Theorem 6 in [8], Lozin and Razgon, see Theorem 3 in [14]). For
every graph H and all integers d ≥ 0 and t ≥ 1, there exists an integer m = m(H, d, t) ≥ 1 with
the following property. Let G be a graph with no induced subgraph isomorphic to a subdivision of
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H. Assume that G contains a (≤ d)-subdivision of Km as a subgraph. Then G contains either
Kt or Kt,t.

Let k ≥ 1 be an integer and let G be a graph. A strong k-block in G is a set B of at least k
vertices in G such that for every 2-subset {x, y} of B, there exists a collection P{x,y} of at least
k distinct and pairwise internally disjoint paths in G from x to y, where for every two distinct
2-subsets {x, y}, {x′, y′} ⊆ B of G, we have V (P{x,y}) ∩ V (P{x′,y′}) = {x, y} ∩ {x′, y′}.

In [1], with Abrishami we proved the following:

Theorem 2.4 (Abrishami, Alecu, Chudnovsky, Hajebi and Spirkl [1]). Let k, t ≥ 1 be integers.
Then there exists an integer w = w(k, t) ≥ 1 such that every t-clean graph with no strong k-block
has treewidth at most w.

Given a graph G and an integer d ≥ 1, a d-stable set in G is a set S ⊆ V (G) such that for
every two distinct vertices u, v ∈ S, there is no path of length at most d in G from u to v. It is
proved in [1] that:

Theorem 2.5 (Abrishami, Alecu, Chudnovsky, Hajebi and Spirkl [1]). For all integers d, k ≥ 1
and m ≥ 2, there exists an integer κ = κ(d, k,m) ≥ 1 with the following property. Let G be
a graph and B be a strong κ-block in G. Assume that G does not contain a (≤ d)-subdivision
of Km as a subgraph. Then there exists A ⊆ G with B′ ⊆ B \ A such that B′ is both a strong
k-block and a d-stable set in G \A.

For integers c, o ≥ 1, a graph G is said to be (c, o)-perforated if there are no c pairwise disjoint
cycles in G, each of length at least o + 2. It follows that G is c-perforated if and only if G is
(c, 1)-perforated. Also, one may observe that subdivisions of W5co×5co and their line graphs are
not (c, o)-perforated. It follows from Theorem 2.4 that:

Corollary 2.6. For all integers c, k, o, t ≥ 1, there exists an integer ξ = ξ(c, k, o, t) such that
every (c, o)-perforated graph of treewidth more than ξ contains either Kt, or Kt,t, or a strong
k-block.

A vertex v in a graph G is said to be a branch vertex if v has degree more than two. By
a caterpillar we mean a tree T with maximum degree three such that there is a path P in T
containing all branch vertices of T (this is not standard for two reasons: a caterpillar is usually
allowed to be of arbitrary maximum degree, and the path P from the definition often contains
all vertices of degree more than one). By a subdivided star we mean a graph isomorphic to a
subdivision of the complete bipartite graph K1,δ for some δ ≥ 3. In other words, a subdivided
star is a tree with exactly one branch vertex, which we call its root. For a graph H, a vertex v of
H is said to be simplicial if NH(v) is a clique in G. We denote by Z(H) the set of all simplicial
vertices of H. Note that for every tree T , Z(T ) is the set of all leaves of T . Also, if H is the
line graph of a tree T , then Z(H) is the set of all vertices in H corresponding to the edges in T
which are incident with the leaves of T . The following is proved in [1]:

Theorem 2.7 (Abrishami, Alecu, Chudnovsky, Hajebi and Spirkl [1]). For every integer h ≥ 1,
there exists an integer µ = µ(h) ≥ 1 with the following property. Let G be a connected graph with
no clique of cardinality h and let S ⊆ G such that |S| ≥ µ. Then there is an induced subgraph
H of G with |H ∩ S| = h for which one of the following holds.

(a) H is a path in G.
(b) H is either a caterpillar or the line graph of a caterpillar with H ∩ S = Z(H).
(c) H is a subdivided star with root z such that Z(H) ⊆ H ∩ S ⊆ Z(H) ∪ {z}.

3. Asterisms

In this section, we state our main result in formal terms, beginning with a definition which
is of critical importance in the remainder of this paper. Let G be a graph and let s ≥ 0 be an
integer. By an s-asterism in G we mean a pair a = (Sa, La) where Sa is a stable set in G with
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x3 x4x2x1

u1 u2 u3 u4 u5 u6 u7 u8 u9 u10 u11 u12 u13 u14 u15 u16 u17 u18 u19 u20 u21 u22 u23

Figure 4. A 2-ample 4-asterism a with Sa = {x1, x2, x3, x4} and
L = u1- · · · -u23. For instance, x1-u7-u6-u5-x2 is an a-route, u13-u14-u15-u16 is an

open a-piece and u20-u21 is a closed a-piece.

|Sa| = s and La is a path in G \ Sa, such that every vertex in Sa has a neighbor in L∗
a and Sa

is anticomplete to ∂La. An ordered s-asterism in G consists of an s-asterism a along with a
bijection πa : [s] → Sa. There are several convenient notations and definitions associated with
asterisms, and we prefer to collect them all below. See also Figure 4.

Fix an (ordered) s-asterism a in G. We denote by V (a) the vertex set Sa ∪ V (La). By an
a-route we mean a path in G with ends in Sa and interior contained in La. An a-route R is
minimal if there is no a-route Q with Q∗ properly contained in R∗. We say a is ample if no two
vertices in Sa have a common neighbor in La. More generally, given an integer d ≥ 0, we say a is
d-ample if every a-route has length at least d+ 2. For instance, every asterism in G is 0-ample,
and a is 1-ample if and only if a is ample.

By an a-piece we mean a path P in La of non-zero length such that every end of P that is
not an end of La has a neighbor in Sa, and P ∗ is anticomplete to Sa. An a-piece P is internal if
P is contained in L∗

a; otherwise P is external (so the entire path La is the only external a-piece
if Sa = ∅, there are exactly two external a-pieces if Sa ̸= ∅). An a-piece P is said to be open
if the ends of P have no common neighbor in Sa, and closed if the ends of P have a common
neighbor in Sa. It follows that every external a-piece is open. In fact, one may observe that an
a-piece P is open if an only if either P is external or P is the interior of a minimal a-route.

For every subset X of Sa, we denote by a|X the (ordered) |X|-asterism (X,La) such that,
in case a is ordered, for all distinct x, x′ ∈ X, we have πa|X(x) > πa|X(x′) if and only if
πa(x) > πa(x′).

Assume that a is ordered. For every integer i, we write ai = a|πa([i]). We say a is interrupted
if for every i ∈ [s]:

(INT) πa(i) has at least one neighbor in every open ai−1-piece.
Also, we say a is invaded if for every i ∈ [s]:

(INV) πa(i) has at least one neighbor in every closed ai−1-piece.
Let us now re-define full occultations in terms of asterisms. Given a graph G and an integer

s ≥ 0, a full s-occultation in G is an ample ordered s-asterism o in G which is both interrupted
and invaded, that is, for every i ∈ [s], πo(i) has at least one neighbor in the interior of every
oi−1-piece. It is straightforward to check that this definition is equivalent to the one mentioned
in Section 1, modulo the convenient nuance of viewing full occultations as induced subgraphs of
a fixed graph G with their “(S,L) partition” given, rather than independently defined graphs.

As promised, our main result is an extension of Theorem 1.4 to a characterization of ob-
structions to bounded treewidth in (c, o)-perforated graphs for every o ≥ 1. It turns out that
Theorem 1.4 remains true for (c, o)-perforated graphs at the cost of “relaxing the invadedness
of full occultations.” To be more precise, given a graph G and integers s ≥ 0 and o ≥ 1, we say
an ordered s-asterism a in G is o-invaded if for every i ∈ [s]:

(OI) πa(i) has at least one neighbor in every closed ai−1-piece of length at least o.
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So a is invaded if and only if a is 1-invaded. By a full (s, o)-occultation in G, we mean an
ample ordered s-asterism o in G which is both interrupted and o-invaded. In particular, o is a
full (s, 1)-occultation in G if and only if o is a full s-occultation in G. There is also an analogue
of Theorem 1.6 for full (s, o)-occultations:

Theorem 3.1. Let s ≥ 0 and o ≥ 1 be integers and let G be a graph. Then the following hold.
(a) Let g ≥ 0 be an integer and let o be a full (g + s, o)-occultation in G. Then os is a full

(s, o)-occultation in G and G[V (os)] has girth more than g + 2.
(b) Let o be a full (s, o)-occultation in G. Then G[V (o)] is (2, o)-perforated and has treewidth

at least s− 1.

Proof. We leave the proof of (a) to the reader as it is easy, and will only give a proof (b), which
is almost identical to the proof of Theorem 1.6 in [6]. The assertion is trivial for s = 0. Let
s ≥ 1 and let G′ = G[V (o)]. Then G′ contains a subdivision of an s-occultation as a subgraph,
and so by Theorem 1.6, G′ has treewidth at least s − 1. Now suppose for a contradiction that
there are two disjoint and anticomplete cycles H1 and H2 in G′, each of length at least o + 2.
It follows that for each i ∈ {1, 2}, both Hi ∩ So and Hi ∩ Lo are non-empty. Let i ∈ [s] be
maximum with πo(i) ∈ H1 ∪H2, and without loss of generality, assume that πo(i) ∈ H2. Let P
be a connected component of H1[V (H1) ∩ V (Lo)]. Then we may write ∂P = {u, v} such that
for some choice of j, k ∈ [i− 1], u is adjacent πo(j) in G and v is adjacent πo(k) in G. It follows
that either P contains the interior of minimal oi−1-route, that is, P contains an open oi−1-piece
P ′, or j = k and P is a closed oi−1-piece. In the former case, since o is interrupted, by (INT),
πo(i) ∈ V (H2) has a neighbor in P ′ ⊆ P ⊆ H1. But this violates the assumption that H1 and H2
are anticomplete in G. Also, in the latter case, we have H1 = πo(j)-u-P -v-πo(j). Since H1 has
length at least o+ 2, it follows P has length at least o. More precisely, P is a closed oi−1-piece
of length at least o. But then since o is o-invaded, by (OI), πo(i) ∈ V (H2) has a neighbor in
P ⊆ H1, again a contradiction with H1 and H2 being anticomplete. This completes the proof
of Theorem 3.1. ■

We can now state the main result of this paper:

Theorem 3.2. For all integers c, o, t ≥ 1 and s ≥ 0, there exists an integer τ = τ(c, o, s, t) ≥ 1
such that for every (c, o)-perforated graph G of treewidth more than τ , either G contains Kt, or
G contains Kt,t, or there is a full (s, o)-occultation in G.

In view of Theorem 3.1(b), Theorem 3.2 provides a grid-like theorem for the class of (c, o)-
perforated graphs for all c, o ≥ 1. Moreover, to make sure that all three outcomes of Theorem 3.2
are necessary, we may combine Theorem 3.2 and Theorem 3.1(a) which immediately yields the
following more “efficient” version of Theorem 3.2:

Corollary 3.3. For all integers c, o, t ≥ 1 and g, s ≥ 0, there exists an integer τ = τ(c, g, o, s, t) ≥
1 such that for every (c, o)-perforated graph G of treewidth more than τ , either G contains Kt,
or G contains Kt,t, or there is a full (s, o)-occultation o in G such that G[V (o)] has girth more
than g + 2.

4. The cherry on top

Recall that every full occultation is both ample and interrupted. Our goal in this section is
to show that in perforated graphs, a qualitative converse holds, too:

Theorem 4.1. Let c, o ≥ 1 and s ≥ 0 be integers. Let G be a (c, o)-perforated graph. Assume
that there exists a d-ample, interrupted ordered sc-asterism a in G for some integer d ≥ 3. Then
there exists a full (s, o)-occultation o in G with So ⊆ Sa and Lo ⊆ La.

The proof of Theorem 4.1 calls for a few definitions and lemmas. Let G be a graph and let
x ∈ V (G). Let a′ be an (ordered) asterism in G with V (a′) ⊆ V (G) \ {x}. We say x is a cherry
on top of a′ in G if:
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(CH1) x is anticomplete in G to ∂La′ ; and
(CH2) x has a neighbor in every open a′-piece. In particular, x has a neighbor in La′ .

Now, let G be graph, let x ∈ V (G), let s′ ≥ 0 be an integer and let a′ be an ordered s′-asterism
in G with V (a′) ⊆ V (G) \ {x} such that x is a cherry on top of a′ in G. Then by (CH1) and
(CH2), Cher(a′, x) = (Sa′ ∪{x}, La′) is an ordered (s′+1)-asterism in G with πCher(a′,x)(s′+1) = x
and πCher(a′,x)(i) = πa′(i) for all i ∈ [s′]. In addition, by (CH2), Cher(a′, x) is interrupted if and
only if a′ is interrupted.

One may note that the notion of a “cherry on top” arises naturally from viewing interrupted
ordered asterisms as ordered asterisms which can be constructed by “successively adding cherries
on top.” Said more carefully, it is straightforward to observe that given a graph G and an integer
s ≥ 0, an ordered s-asterism a in G is interrupted if and only if for every i ∈ [s], πa(i) is a cherry
on top of ai−1 in G.

Accordingly, our first lemma, which we will use both here and in Section 6, provides a tool
for growing interrupted “sub-asterisms” of a given asterism by adding one cherry on top at a
time. It roughly says the following: let G be a graph, let a be an asterism in G which is “ample
enough” and let x ∈ Sa. Let S′ ⊆ Sa \ {x} such that x is a cherry on top of a|S′ = (S′, La) in
G. Then the same is also inherited by an “optimally” chosen subpath L′ ⊆ La, that is, x is a
cherry on top of the asterism (S′, L′) in G. To make this notion of “optimality” precise, let G be
a graph, let a be an asterism in G which may or may not be ordered, let x ∈ Sa and let s′ ≥ 0
be an integer. By an (a, x, s′)-candidate in G we mean an interrupted ordered s′-asterism a′ in
G with Sa′ ⊆ Sa \ {x} and La′ ⊆ La, such that:

(CA) for every interrupted ordered s′-asterism a′′ in G with Sa′ = Sa′′ , πa′ = πa′′ and
La′ ⊊ La′′ ⊆ La, there exists i ∈ [s′ − 1] such that πa′(i) = πa′′(i) has a neighbor
in La′′ \ La′ . In particular, we have s′ ≥ 2.

We deduce that:

Lemma 4.2. Let s ≥ 1 be an integer. Let G be a graph and let a be a d-ample s-asterism in G
for some integer d ≥ 2. Let x ∈ Sa and let a′ be an (a, x, s− 1)-candidate in G. Assume that x
is a cherry on top of a|Sa′ in G. Then x is a cherry on top of a′ in G. Consequently, Cher(a′, x)
is a d-ample, interrupted ordered s-asterism in G with SCher(a′,x) ⊆ Sa and LCher(a′,x) ⊆ La.

Proof. We need to show that a′ and x satisfy (CH1) and (CH2). Let us begin with the following:

(1) Let u ∈ ∂La′ \ ∂La. Then the unique neighbor of u in La \La′ has a neighbor in πa′([s− 2]).

Suppose not. Let u′ be the unique neighbor of u in La \ La′ . Then u′ is anticomplete to
πa′([s− 2]). Since u is not an end of La and a′ is an (a, x, s− 1)-candidate in G, it follows from
(CA) that Sa′ ̸= ∅ (indeed, we have s ≥ 3). Also, u′ is adjacent to x′ = πa′(s− 1), as otherwise
a′′ = (Sa′ , La′ ∪ {u′}) is an interrupted ordered (s− 1)-asterism in G violating (CA). Let u′′ be
the end of La for which u-La-u′′ contains u′. Since x′ is adjacent to u′ and x′ is not adjacent to
u′′, traversing u′-La-u′′ from u′ to u′′, we may choose the first vertex w which is not adjacent to
x′. It follows that u′ ̸= w but u′′ and w might be the same. Let w′ be the unique neighbor of w
in u′-La-w (so u′ and w′ might be the same). Since a is d-ample and x′ is complete to u′-La-w′,
it follows that πa′([s− 2]) is anticomplete to u′-La-w. Now, let v be the end of La′ distinct from
u and let L′′ = v-La-w. Then a′′ = (Sa′ , L′′) is an interrupted ordered (s − 1)-asterism in G
with Sa′ = Sa′′ , πa′ = πa′′ and La′ ⊊ L′′ = La′′ ⊆ La, for which πa′′([s − 2]) = πa′([s − 2]) is
anticomplete to La′′ \ La′ = u′-La-w. But then by (CA), a′ is not an (a, x, s − 1)-candidate in
G, a contradiction. This proves (1).

From (1) and the fact that a is d-ample, it follows that x is anticomplete to the ends of La′ ,
and so a′ and x satisfy (CH1). Also, we claim that:
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(2) Let P be an open a′-piece. Then x has a neighbor in P .

First, assume that P is an internal open a′-piece. Then P is an open a|Sa′-piece. Since x is a
cherry on top of a|Sa′ in G, it follows from (CH2) that x has a neighbor in P , as desired. Next,
assume that P is an external a′-piece. Then P and La′ share at least one end, say u. By (1),
either u is an end of La, or the unique neighbor u′ of u in La \La′ is adjacent to πa′(i) for some
i ∈ [s − 2]. In the former case, P is an external a|Sa′-piece, and so P is an open a|Sa′-piece.
Again, since x is a cherry on top of a|Sa′ in G, it follows from (CH2) that x has a neighbor in
P . In the latter case, traversing La′ starting at u, let u′′ be the first vertex with a neighbor in
Sa′ . Since a′ is interrupted, it follows that u′′ is a neighbor of πa′(s− 1), and so there exists an
a|Sa′-route R from πa′(s − 1) to πa′(i) such that P = R∗ \ {u′}. Note that since a is d-ample,
the ends of R∗ have no common neighbor in Sa′ , and so R∗ is an open a|Sa′-piece. Therefore,
since x is a cherry on top of a|Sa′ in G, it follows from (CH2) that x has a neighbor in R∗. On
the other hand, since x′′ ∈ Sa \ {x} is adjacent to u′ and a is d-ample, it follows that x is not
adjacent to u′. But now x has a neighbor in P . This proves (2).

By (2), a′ and x satisfy (CH2). This completes the proof of Lemma 4.2. ■

We also need the following, which is an application of Lemma 4.2:

Lemma 4.3. Let o ≥ 1 and υ, υ′, s be integers such that υ > υ′ ≥ s− 1 ≥ 0. Let G be a graph
and let a be a d-ample, interrupted ordered υ-asterism in G for some integer d ≥ 2. Assume
that πa(υ) has a neighbor in every closed aυ′-piece of length at least o. Assume also that there
exists a full (s− 1, o)-occultation o′ in G with So′ ⊆ Saυ′ and Lo′ ⊆ La. Then there exists a full
(s, o)-occultation o in G with So ⊆ Sa and Lo ⊆ La.

Proof. We write x = πa(υ). Choose a full (s−1, o)-occultation o′ in G with So′ ⊆ Saυ′ and Lo′ ⊆
La, such that Lo′ is maximal with respect to inclusion. In particular, o′ is ample, interrupted
and o-invaded with So′ ⊆ Saυ′ ⊆ Sa \ {x}. We further deduce that:

(3) o′ is an (a, x, s− 1)-candidate in G and x is a cherry on top of a|So′ in G.

Note that from the maximality of Lo′ , it follows immediately that a, o′ and x satisfy (CA).
Therefore, o′ is an (a, x, s − 1)-candidate in G. It remains to show that x is a cherry on top
of a|So′ . To that end, we need to argue that a|So′ and x satisfy (CH1) and (CH2). Observe
that (CH1) follows immediately from the fact that La|So′ = La. For (CH2), let P be an open
a|So′-piece. Since So′ ⊆ Saυ′ ⊆ Saυ−1 , it follows that P contains an open aυ−1-piece P ′. But now
since a is interrupted, it satisfies (INT) for i = υ, that is, x = πa(υ) has a neighbor in the open
aυ−1-piece P ′, and so x has a neighbor in P . This proves (3).

In view of (3), we can apply Lemma 4.2 to a, o′ and x, and deduce that o = Cher(o′, x) is a
d-ample, interrupted ordered s-asterism in G with So = So′ ∪ {x} ⊆ Sa and Lo ⊆ La. Also, we
have:

(4) o is o-invaded.

We need to prove that o satisfies (OI) for every i ∈ [s]. This is immediate for i ∈ [s − 1]
as o′ is o-invaded. For i = s, let P be a closed os−1-piece of length at least o. Our goal is to
show that πo(s) = x has a neighbor in P . Since Sos−1 ⊆ Saυ′ ⊆ Saυ−1 , it follows that either P
is a closed aυ′-piece, or P contains an open aυ′-piece, which in turn implies that P contains an
open aυ−1-piece P ′. In the former case, πo(s) = x has a neighbor in P due to the assumption
of Lemma 4.3 that πa(υ) = x has a neighbor in every closed aυ′-piece of length at least o. In
the latter case, since a is interrupted, a satisfies (INT) for i = υ. In particular, x = πa(υ) has a
neighbor in the open aυ−1-piece P ′, and so x has a neighbor in P . This proves (4).
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In conclusion, we have shown that o is a d-ample, interrupted and o-invaded ordered s-asterism
in G with So ⊆ Sa and Lo ⊆ La. Hence, o is a full (s, o)-occultation in G with So ⊆ Sa and
Lo ⊆ La. This completes the proof of Lemma 4.3. ■

We can now prove the main result of this section:

Proof of Theorem 4.1. We proceed by induction on c + s ≥ 1. The result is immediate for
s ∈ {0, 1} as in this case a is a full (s, o)-occultation in G. So we may assume that s ≥ 2, which
in turn implies that c+ s ≥ 3.

Let G be a (c, o)-perforated graph, let a be a d-ample, interrupted ordered sc-asterism in G
for some integer d ≥ 3, and suppose for a contradiction that there is no full (s, o)-occultation
o in G with So ⊆ Sa and Lo ⊆ La. Write υ = sc, υ′ = (s − 1)c and x = πa(υ). It follows that
υ > υ′ ≥ 1. We deduce that:

(5) There exists a closed aυ′-piece P of length at least o such that x is anticomplete to P .

Suppose not. Then x = πa(υ) has a neighbor in every closed aυ′-piece P of length at least o.
Note that aυ′ is an ordered υ′-astersim in G. Also, aυ′ is both d-ample and interrupted, because
a is. Consequently, by the induction hypothesis, there is a full (s− 1, o)-occultation o′ in G with
So′ ⊆ Saυ′ and Lo′ ⊆ Laυ′ = La. But now by Lemma 4.3, there exists a full (s, o)-occultation o
in G with So ⊆ Sa and Lo ⊆ La, a contradiction. This proves (5).

Henceforth, let P be as in (5). Then there exists a vertex z ∈ Saυ′ = πa([υ′]) which is adjacent
to both ends of P . It follows H = P ∪ {z} is a cycle in G of length at least o+ 2. As a result,
we have c ≥ 2. Moreover, we claim that:

(6) Sa \ {z} is anticomplete to P , and so to H.

By (5), x is anticomplete to P . Suppose for a contradiction that x′ ∈ Sa\{x, z} has a neighbor
in P . Then P contains the interior of an a-route R from x′ to z. Since x′, z ∈ Sa \ {x} = Saυ−1 ,
it follows that R is an aυ−1-route, and so R∗ is an open aυ−1-piece. Therefore, since a is
interrupted, by (INT) for i = υ, x = πa(υ) has a neighbor in the interior of the open aυ−1-piece
R∗. But then x has a neighbor in P , a contradiction. This proves (6).

Now, since c, s ≥ 2, we have:

υ − υ′ = sc − (s− 1)c =
c∑

i=1
sc−i(s− 1)i−1 ≥ sc−1 + sc−2(s− 1);

which in turn implies that:

υ − (υ′ + 1) ≥ sc−1 + sc−2(s− 1) − 1 ≥ sc−1 > 1.

In particular, for S = πa([υ] \ [υ − sc−1]), we have S ⊆ πa([υ] \ [υ′ + 1]) with |S| = sc−1 > 1 and
x = πa(υ) ∈ S. Let y = πa(υ′ + 1). It follows that y, z /∈ S. By (6), S is anticomplete to H.

Next, note that since both y, z have neighbors in La, there exists an a-route R from y to z.
Let Q = R∗. Since a is d-ample, it follows that Q∗ ̸= ∅. Also, by (6), P and Q share at most
one vertex (which would be a common end of P and Q). Let ∂Q = {u, v} such that y and z are
adjacent to u and v, respectively. Let L = Q \ (NQ[u] ∪NQ[v]). Then we have:

(7) L is anticomplete to H. Also, every vertex in S has a neighbor in L∗, and S is anticomplete
to ∂L. In particular, we have L ̸= ∅.

The first assertion is immediate from the definition of L. For the second assertion, let x′ ∈ S.
Then we have x′ = πa(i) for some i ∈ [υ] \ [υ′ + 1]. Since R is an a-route from y to z, it follows
that R is an ai−1-route, and so Q contains an open ai−1-piece Q′. Therefore, by the assumption
that a is interrupted, x′ has a neighbor in Q′ ⊆ Q. On the other hand, note that y, z ∈ Sa \{x′},
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y is adjacent to u and z is adjacent to v. Therefore, since a is d-ample, it follows that x′ has a
neighbor in L∗ and S is anticomplete to the ends of L. This proves (7).

We are almost done. Let G′ = G[S∪L]. From (7), we concludes that a′ = (S,L) is an ordered
sc−1-asterism in G′ with πa′(i) = πa(υ−sc−1 +i) for every i ∈ [sc−1]. Also, a′ is both interrupted
and d-ample, as so is a. Recall the assumption that there is no full (s, o)-occultation o in G with
So ⊆ Sa and Lo ⊆ La. It follows that there is no full (s, o)-occultation o in G′ with So ⊆ Sa′ and
Lo ⊆ La′ . Hence, by the induction hypothesis applied to G′ and a′, G′ contains c − 1 pairwise
disjoint and anticomplete cycles H1, . . . ,Hc−1, each of length at least o+ 2. On the other hand,
by (6) and (7), V (G′) is anticomplete to H in G. But now H,H1, . . . ,Hc−1 is a collection of
c pairwise disjoint and anticomplete cycles in G, each of length at least o + 2, a contradiction
with the assumption that G is (c, o)-perforated. This completes the proof of Theorem 4.1. ■

5. Bundles and Constellations

Let G be a graph and l ≥ 1 be an integer. By an l-polypath in G we mean a set L of
l pairwise disjoint paths in G. Given an l-polypath L in G, we say L is plain if every two
distinct paths L,L′ ∈ L are anticomplete in G. Also, two polypaths L and L′ in G are said
to be disentangled if V (L) ∩ V (L′) = ∅. For an integer s ≥ 0, an (s, l)-bundle in G is a pair
b = (Sb,Lb) where Sb ⊆ V (G) with |Sb| = s and Lb is an l-polypath in G (note that Sb and
V (Lb) are not necessarily disjoint.) By an (≤ s, l)-bundle in G, we mean an (s′, l)-bundle in G
for some integer 0 ≤ s′ ≤ s. Given an (s, l)-bundle b in G, we write V (b) = Sb ∪ V (Lb), and we
say that b is plain if the l-polypath Lb is plain. Also, two bundles b and b′ in a graph G are
said to be disentangled if V (b) ∩ V (b′) = ∅.

The main result of this section, Theorem 5.1 below, is a Ramsey-type result concerning
pairwise disentangled plain bundles in perforated graphs. This involves a specific type of bundles
which we need to define separately. Given a graph G and integers s ≥ 0 and l ≥ 1, an (s, l)-
constellation in G is an (s, l)-bundle c = (Sc,Lc) in G such that Sc is a stable set (of cardinality
s) in G \ V (Lc), and for every s ∈ Sc has a neighbor in every path L ∈ Lc, s has a neighbor in
L (which may belong to ∂L; in other words, (Sc, L) is not necessarily an s-asterism in G.)

Theorem 5.1. For all integers a, b, c, h, l, o, s, t ≥ 1, there exist integers Θ =
Θ(a, b, c, h, l, o, s, t) ≥ 1 and θ = θ(a, b, c, h, l, o, s, t) ≥ 1 with the following property. Let G
be a (c, o)-perforated graph and let T be a collection of Θ pairwise disentangled plain (≤ b, θ)-
bundles in G. Then one of the following holds.

(a) G contains either Kt or Kt,t.
(b) There exists a plain (s, l)-constellation in G.
(c) There exists A ⊆ T with |A| = a as well as Hb ⊆ Lb with |Hb| = h for each b ∈ A, such

that for all distinct b, b′ ∈ A, Sb ∪ V (Hb) is anticomplete to Sb′ ∪ V (Hb′) in G.

Our way towards the proof of Theorem 5.1 passes through an assortment of definitions and
lemmas, often of independent interest and even with applications in subsequent sections. We
begin with two lemmas which capture our main use of Theorems 2.1 and 2.2.

Lemma 5.2. For all integers b, f, g,m, n, t ≥ 1 and s ≥ 0, there exists an integer β =
β(b, f, g,m, n, s, t) ≥ 1 with the following property. Let G be a graph and let B be a collec-
tion of β pairwise disentangled (≤ b, 2b(g − 1) + f)-bundles in G. Then one of the following
holds.

(a) G contains either Kt or Kt,t.
(b) There exist N ⊆ B with |N| = n as well as S ⊆

⋃
b∈B\N Sb with |S| = s, such that for

every b ∈ N, there exists Gb ⊆ Lb with |Gb| = g for which (S,Gb) is an (s, g)-constellation
in G. As a result, (S,

⋃
b∈N Gb) is an (s, gn)-constellation in G.

(c) There exist M ⊆ B with |M| = m as well as Fb ⊆ Lb with |Fb| = f for each b ∈ M,
such that for all distinct b, b′ ∈ M, Sb is anticomplete to Sb′ ∪ V (Fb′) in G.
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Proof. Let l = 2b(g − 1) + f and let ρ = ρ(max{m,n + s, 2t}, 2, 2b2+2bl) be as in Theorem 2.1.
Let

β = β(b, f, g,m, n, s, t) = (b+ 1)ρ.
Suppose that Lemma 5.2(a) and Lemma 5.2(b) do not hold. From the choice of β, it follows
that there exists c ∈ {0, 1, . . . , b} as well as C ⊆ B with |C| = ρ such that for every b ∈ C, we
have |Sb| = c. Consider the following three pairwise disjoint sets:

X = {xi : i ∈ [c]};

X ′ = {x′
i : i ∈ [c]};

L = {L1, . . . , Ll}.
Let W be the set of all vertex-labelled 3-partite graphs with vertex set X∪X ′ ∪L and 3-partition
(X,X ′,L). So we have |W| = 2c2+2cl ≤ 2b2+2bl.

Next, let us write C = {b1, . . . , bρ}, and every i ∈ [ρ], let Sbi = {xi
1, . . . , x

i
c} and Lbi =

{Li
1, . . . , L

i
l}. For every 2-subset {i, j} of [β] with i < j, let Wi,j be the unique graph in W with

the following specifications.
(W1) For all p, q ∈ [c], we have xpx

′
q ∈ E(Wi,j) if and only if we have xi

px
j
q ∈ E(G).

(W2) For all p ∈ [c] and q ∈ [l], we have xpLq ∈ E(Wi,j) if and only if xi
p has a neighbor

in Lj
q in G.

(W3) For all p ∈ [c] and q ∈ [l], we have x′
pLq ∈ E(Wi,j) if and only if xj

p has a neighbor
in Li

q in G.
Now, let Φ :

([ρ]
2

)
→ W be the map with Φ({i, j}) = Wi,j for every 2-subset {i, j} of [ρ] with i < j.

It follows that Φ is well-defined. The choice of ρ then allows an application of Theorem 2.1,
which implies that there exists I ⊆ [ρ] with |I| = max{m,n+ s, 2t} as well as W ∈ W such that
for every 2-subset {i, j} of I with i < j, we have Φ({i, j}) = Wi,j = W . In particular, one may
pick I1, J1, I2, J2, I3, J3,M ⊆ I such that

• |I1| = |J1| = t and max I1 < min J1;
• |I2| = s, |J2| = n and max I2 < min J2;
• |I3| = s, |J3| = n and max J3 < min I3; and
• |M | = m.

We claim that:

(8) The sets {Sbi : i ∈ I} are pairwise anticomplete in G.

In view of (W1), it suffices to show that X and X ′ are anticomplete in W . Note that if
xpx

′
p ∈ E(W ) for some p ∈ [c], then by (W1), G[{xi

p : i ∈ I1}] is isomorphic to Kt and
so Lemma 5.2(a) holds, a contradiction. It follows that, for every p ∈ [c], xp and x′

p are non-
adjacent in W , and so by (W1), {xi

p : i ∈ I} is a stable set in G. Now, assume that xpx
′
q ∈ E(W )

for some p, q ∈ [c]. It follows that p and q are distinct and {xi
p : i ∈ I1} and {xj

q : j ∈ J1} are
both stable sets in G. But then by (W1), G[{xi

p : i ∈ I1} ∪ {xj
q : i ∈ J1}] is isomorphic to Kt,t,

and so Lemma 5.2(a) holds, again a contradiction. This proves (8).

(9) There exists F ⊆ [l] with |F | = f such that X ∪X ′ is anticomplete to {Lq : q ∈ F} in W .

Suppose not. Then since |X| = |X ′| = c and |L| = l = 2b(g− 1) + f ≥ 2c(g− 1) + f , counting
the edges between X ∪ X ′ and L in the graph W shows that there exists a vertex in X ∪ X ′

which has at least g neighbors in L (in W ). In other words, there exists p ∈ [c] and F ′ ⊆ [l]
with |F ′| = g such that one of xp and x′

p is complete to {Lq : q ∈ F ′} in W . This, along with
(W2) and (W3), implies that there exists k ∈ {2, 3} such that for every i ∈ Ik, every j ∈ Jk and
every q ∈ F ′, xi

p ∈ Sbi has a neighbor in Lj
q ∈ Lbj . Let S = {xi

p : i ∈ Ik}. Let N = {bj : j ∈ Jk};
so we have |N| = n. For every j ∈ Jk, let Gbj = {Lj

q : q ∈ F ′} ⊆ Lbj ; so Gbj is a g-polypath
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πs(3) πs(4)πs(2)πs(1)

u
Ls

Figure 5. A 4-syzygy s.

in G. It follows that S ⊆
⋃

b∈B\N Sb, and by (8), S is a stable set in G \ (
⋃

b∈N V (Gb)). Also,
from (8) and the choice of k, it follows that for every b ∈ N and every path L ∈ Gb, every vertex
in S has a neighbor in L in G. Thus, (S,Gb) is an (s, g)-constellation in G. But now N, S and
{Gb : b ∈ N} satisfy (b), a contradiction. This proves (8).

To finish the proof, let M = {bj : j ∈ M}; then |M| = m. Let F be as in (9), and for every
j ∈ M , define the f -polypath Fbj = {Lj

q : q ∈ F} ⊆ Lbj . For all distinct i, j ∈ M , it follows
from (8) that Sbi is anticomplete to Sbj ∪ ∂Fbj in G, and from (9), (W2) and (W3) that Sbi

is anticomplete to F∗
bj

in G. In conclusion, we have shown that for all distinct i, j ∈ M , Sbi is
anticomplete to Sbj ∪V (Fbj ). Hence, M and {Fb : b ∈ M} satisfy (c). This completes the proof
of Lemma 5.2. ■

Lemma 5.3. For all integers a, g ≥ 1, there exists an integer φ = φ(a, g) ≥ 1 with the following
property. Let G be a graph and let F1, . . . ,Fa be a collection of a pairwise disentangled φ-
polypaths in G. Then for every i ∈ [a], there exists a g-polypath Gi ⊆ Fi, such that for all
distinct i, i′ ∈ [a], either V (Gi) is anticomplete to V (Gi′) in G, or for every L ∈ Gi and every
L′ ∈ Gi′, there is an edge in G with an end in L and an end in L′.

Proof. Define φ = φ(a, g) = ν(a, g, 2a2), where ν(·, ·, ·) is as in Theorem 2.2. Consider a set
X = {x1, . . . , xa}, and let W be the set of all vertex-labeled graphs with vertex set X; so we
have |W| ≤ 2a2 . For every F = (L1, . . . , La) ∈ F1 × · · · × Fa, define Φ(F) to be the unique graph
in W in which for all distinct i, i′ ∈ [a], we have xixi′ ∈ E(Φ(F)) if and only if there is an edge
in G with an end in Li and an end in Li′ . Then Φ : F1 × · · · × Fa → W is a well-defined map.
By the choice of φ, we can apply Theorem 2.2, and deduced that there exists W ∈ W as well
as Gi ⊆ Fi with |Gi| = g ≥ 1 for each i ∈ [a], such that for every F ∈ G1 × · · · × Ga, we have
Φ(F) = W .

Now, let i, i′ ∈ [a] be distinct. It follows immediately that, if xixi′ /∈ E(W ), then V (Gi) is
anticomplete to V (Gi′) in G, and if xixi′ ∈ E(W ), then for every L ∈ Gi and every L′ ∈ Gi′ , there
is an edge in G with an end in L and an end in L′. This completes the proof of Lemma 5.3. ■

For the next lemma, we need a few more definitions. Given a graph G and an integer a ≥ 1,
an a-syzygy in G is an ordered a-asterism s in G such that for some end u of Ls, the following
holds.

(SY) For all i, j ∈ [a] with i < j, every neighbor vi ∈ Ls of πs(i) and every neighbor
vj ∈ Ls of πs(j), the path in Ls from u to vj contains vi in its interior. In
other words, traversing Ls starting at u, all neighbors of π(i) appear “before” all
neighbors of π(j).

See Figure 5. In particular, if s is an a-syzygy in G, then s is ample, and for every non-empty
subset X of Ss, s|X is a |X|-syzygy in G.

Recall that d-ample asterisms were introduced in Section 3 as an extension of ample asterisms.
Here is another notion extending ample asterisms, but the other way around. For an integer
d ≥ 0 and an (ordered) asterism a in a graph G, we say a is d-meager if every vertex in La has
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at most d neighbors in Sa. It follows that a is 0-meager if and only if Sa = ∅ and 1-meager if
and only if a is ample.

We also use the following folklore fact which is a direct consequence of interval graphs being
perfect (we omit further details).

Lemma 5.4 (Berge [4]). Let a, b ≥ 0 be integers and let G be an interval graph on ab vertices.
Then G contains either a stable set of cardinality a or a clique of cardinality b.

Here is our next lemma:

Lemma 5.5. Let a, l ≥ 1 and d, s ≥ 0 be integers and let G be a graph. Assume that there exists
a d-meager (ordered) (al−1(s+ d(l − 1)))-asterism g in G. Then one of the following holds.

(a) There exists an a-syzygy s in G with Ss ⊆ Sg and Ls ⊆ Lg.
(b) There exists a plain (s, l)-constellation c in G such that Sc ⊆ Sg and L ⊆ L∗

g for every
L ∈ Lc.

Proof. For fixed a, d and s, we proceed by induction on l. Note that if l = 1, then (Sg, {Lg∗}) is
a plain (s, 1)-constellation in G satisfying Lemma 5.5(b). Thus, we may assume that l ≥ 2.

Let ∂Lg = {u1, u2}. For every vertex x ∈ Sg, traversing Lg from u1 to u2, let vx and wx be
the first and the last neighbor of x in Lg, and let Px be the unique path in Lg with ends vx, wx.

Define G to be the graph with vertex set Sg such that for distinct x, y ∈ Sg, we have xy ∈ E(G)
if and only if Px ∩ Py ̸= ∅. It is readily seen that G is an interval graph on al−1(s + d(l − 1))
vertices. Thus, by Lemma 5.4, G contains either a stable set A of cardinality a or a clique B of
cardinality

al−2(s+ d(l − 1)) = al−2(s+ d(l − 2)) + dal−2 ≥ al−2(s+ d(l − 2)) + d.

In the former case, we may write A = {x1, . . . , xa} such that, for all distinct i, j ∈ [a], the
path in Lg from u1 to vxj contains vxi if and only if i < j. But then s = (A,Lg) is an ordered
a-asterism in G with πa(i) = xi for every i ∈ [a], and s together with the end u1 of Ls = Lg

satisfy (SY). In other words, s is an a-syzygy in G with Ss ⊆ Sg and Ls ⊆ Lg, and so 5.5(a)
holds.

Now, assume that G contains a clique B of cardinality at least al−2(s + d(l − 2)) + d. It
follows that there exists a vertex u ∈ L∗

g such that for every x ∈ B, we have u ∈ Px. Let
Li = ui-Lg-u for i ∈ {1, 2}. Since g is d-meager, it follows that |NB(u)| ≤ d, and so there
exists B′ ⊆ B with |B′| = al−2(s + d(l − 2)) such that for every i ∈ {1, 2}, every vertex in
B′ has a neighbor in L∗

i , and B′ is anticomplete to ∂Li. It follows that, for every i = {1, 2},
gi = (B′, Li) is an (al−2(s + d(l − 2)))-asterism in G which is d-meager, as so is g. From the
induction hypothesis applied to g1, we deduce that either here exists an a-syzygy s in G with
Ss ⊆ Sg1 = B′ ⊆ Sg and Ls ⊆ Lg1 = L1 ⊆ Lg, or there exists a plain (s, l − 1)-constellation
c1 in G such that Sc1 ⊆ Sg1 = B′ ⊆ Sg and L ⊆ L∗

g1 = L∗
1 ⊆ L∗

g for every L ∈ Lc1 . In the
former case, Lemma 5.5(a) holds, as required. In the latter case, c = (Sc1 ,Lc1 ∪ {L∗

2}) is a plain
(s, l)-constellation in G such that Sc = Sc1 ⊆ Sg and L ⊆ L∗

1 ∪L∗
2 = L∗

g for every L ∈ Lc, and so
Lemma 5.5(b) holds. This completes the proof of Lemma 5.5. ■

We need one more lemma, an application of Lemma 5.5, which in turn calls for one more
definition. Let G be a graph and let g ≥ 1 be an integer. A g-gemini in G is a pair (g1, g2) of
ordered g-asterisms in G with the following specifications.

(G1) We have V (g1) ∩ V (g2) = Sg1 ∩ Sg2 .
(G2) V (g1) \ V (g2) is anticomplete to V (g2) \ V (g1).
(G3) There exists a plain g-polypath Q = {Q1, . . . , Qg} in G \ (Lg1 ∪ Lg2), such that

for every i ∈ [g]:
• we have ∂Qi = {πg1(i), πg2(i)}; and
• Qi \{πg1(i)} is anticomplete to Lg2 and Qi \{πg2(i)} is anticomplete to Lg1 .

In particular, for every x ∈ Sg1 ∩ Sg2 , we have π−1
g1 (x) = π−1

g2 (x).
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y3 y4y2y1

Lg2

x3 x4x2x1

Lg1

Q1 Q2 Q3 Q4

Figure 6. A 4-gemini (g1, g2) with πg1(i) = xi and πg2(i) = yi for each i ∈ [4].
The paths Q1, . . . , Q4 are depicted using dashed lines to mean they are of

arbitrary (possibly zero) length.

See Figure 6. It follows that if (g1, g2) is a g-gemini in G, then for every non-empty subset J
of [g], (g1|πg1(J), g2|πg2(J)) is a |J |-gemini in G.

The following shows that a perforated graph containing a large gemini must also contain a
large plain constellation.

Lemma 5.6. For all integers c, l, o, s ≥ 1 and d ≥ 0, there exists an integer γ = γ(c, d, l, o, s) ≥ 1
with the following property. Let G be a (c, o)-perforated graph. Assume that there exists a
γ-gemini (g1, g2) in G where both g1 and g2 are d-meager. Then there exists a plain (s, l)-
constellation in G.

Proof. Let a = (4co)(l−1)(s+ d(l − 1)) ≥ 1 and let

γ = γ(c, d, l, o, s) = a(l−1)(s+ d(l − 1)) ≥ 1.
Let (g1, g2) be a γ-gemini in G. Suppose for a contradiction that there is no plain (s, l)-
constellation in G. Therefore, applying Lemma 5.5 to the d-meager ordered γ-asterism g1, it
follows that there exists an a-syzygy s in G with Ss ⊆ Sg1 and Ls ⊆ Lg1 . Let S2 = πg2(π−1

g1 (Ss)).
Then we have S2 ⊆ Sg2 with |S2| = a. Also, note that the ordered a-asterism g2|S2 is d-
meager, because g2 is. So another application of Lemma 5.5, this time to g2|S2, implies that
there exists a 4co-syzygy a2 in G with Sa2 ⊆ Sg2|S2 = S2 ⊆ Sg2 and La2 ⊆ Lg2|S2 = Lg2 . Let
S1 = πg1(π−1

g2 (Sa2)) ⊆ Sg1 and let a1 = s|S1. Then a1 is a 4co-syzygy in G with Sa1 = S1 ⊆ Sg1
and Sa1 = Ls ⊆ Lg1 .

To sum up, we have shown that (a1, a2) is a 4co-gemini in G such that for every i ∈ {1, 2},
ai is a 4co-syzygy in G with Sai ⊆ Sgi and Lai ⊆ Lgi . Let J = {2jo : j ∈ [2c]}, and for every
i ∈ {1, 2}, let si = ai|πai(J). It follows that both s1, s2 are 2o-ample ordered 2c-asterisms, and
that (s1, s2) is a 2c-gemini in G.

Let Q = {Q1, . . . , Q2c} be the (2c)-polypath in G \ (Ls1 ∪ Ls2) which along with (s1, s2)
satisfies (G3). For every i ∈ {1, 2} and every j ∈ [c], let P i

j be the shortest path in G[V (si)]
from πsi(2j − 1) to πsi(2j). So the interior of P i

j is contained in Lsi , and since si is a 2o-ample,
it follows that P i

j has length at least 2o+ 2. Consequently, for every j ∈ [c],

Hj = πs1(2j − 1)-P 1
j -πs1(2j)-Q2j-πs2(2j)-P 2

j -πs2(2j − 1)-Q2j−1-πs1(2j − 1)

is a cycle in G of length at least 4o + 4. Moreover, for every i ∈ {1, 2}, since si is a 2o-ample
2c-syzygy in G, by (SY), the paths {P i

j : j ∈ [c]} are pairwise disjoint and anticomplete in G.
Hence, H1, . . . ,Hc are pairwise disjoint and anticomplete in G. But this violates the assumption
that G is (c, o)-perforated, and so completes the proof of Lemma 5.6. ■
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We are now in a position to prove Theorem 5.1, which we restate:

Theorem 5.1. For all integers a, b, c, h, l, s, o, t ≥ 1 and s ≥ 0, there exist integers Θ =
Θ(a, b, c, h, l, o, s, t) ≥ 1 and θ = θ(a, b, c, h, l, o, s, t) ≥ 1 with the following property. Let G
be a (c, o)-perforated graph and let T be a collection of Θ pairwise disentangled plain (≤ b, θ)-
bundles in G. Then one of the following holds.

(a) G contains either Kt or Kt,t.
(b) There exists a plain (s, l)-constellation in G.
(c) There exists A ⊆ T with |A| = a as well as Hb ⊆ Lb with |Hb| = h for each b ∈ A, such

that for all distinct b, b′ ∈ A, Sb ∪ V (Hb) is anticomplete to Sb′ ∪ V (Hb′) in G.

Proof. Let γ = γ(c, l− 1, l, o, s) ≥ 1 be as in Lemma 5.6 and let φ = φ(a,max{h, s(γ+ 4l− 4)l +
1}) ≥ 1 be given by Lemma 5.3. Let β(·, ·, ·, ·, ·, ·, ·) be as in Lemma 5.2, and define

Θ = β(b, φ, l, a, 1, s, t);
θ = 2b(l − 1) + φ.

We show that the above choices of Θ and θ satisfy Theorem 5.1. Suppose for a contradiction
that none of the three outcomes of Theorem 5.1 holds.

By the choice of Θ and θ, we can apply Lemma 5.2 to T. Note that Lemma 5.2(a) implies
Theorem 5.1(a). Also, since all the bundles in T are plain, it follows that Lemma 5.2(b) implies
Theorem 5.1(b). Therefore, Lemma 5.2(c) holds. Specifically, we have:

(10) There exist A ⊆ T with |A| = a as well as Fb ⊆ Lb with |Fb| = φ for each b ∈ A, such that
for all distinct b, b′ ∈ A, Sb is anticomplete to Sb′ ∪ V (Fb′) in G.

Next, by the choice of φ, we may apply Lemma 5.3 to {Fb : b ∈ A}, and deduce that:

(11) For every b ∈ A, there exists a max{h, s(γ + 4l − 4)l + 1}-polypath Gb ⊆ Fb such that for
all distinct b, b′ ∈ A either V (Gb) is anticomplete to V (Gb′) in G, or for every L ∈ Gb and every
L′ ∈ Gb′, there is an edge in G with an end in L and an end in L′.

In particular, for every b ∈ A, one may pick Hb ⊆ Gb with |Hb| = h. Note that, for distinct
b, b′ ∈ A, if V (Gb) is anticomplete to V (Gb′) in G, then by (10), Sb ∪ V (Hb) is anticomplete
to Sb′ ∪ V (Hb′). Consequently, from (11) and since Theorem 5.1(c) is assumed not to hold, it
follows that:
(12) There are distinct b, b′ ∈ A such that for every L ∈ Gb and every L′ ∈ Gb′, there is an edge
in G with an end in L and an end in L′.

Henceforth, let b, b′ be as in (12). Since |Gb| = |Gb′ | ≥ s(γ + 4l− 4)l + 1 > γ + 4l− 4, we may
choose G ⊆ Gb and G′ ⊆ Gb′ with |G| = s(γ + 4l − 4)l + 1 and |G′| = γ + 4l − 4. It follows that
both G and G′ are plain polypaths in G. For every path L ∈ G, let us say L is rigid if there
exists a vertex xL ∈ L as well as G′

L ⊆ G′ with |G′
L| = l such that xL has a neighbor in every

path in G′
L. Let R ⊆ G be the set of all rigid paths. Then:

(13) We have |G \ R| ≥ 2, that is, there are two distinct paths L1, L2 ∈ G such that for each
i ∈ {1, 2}, every vertex in Li has a neighbor in at most l − 1 paths in G′.

Suppose not. Then we have |R| ≥ s(γ + 4l − 4)l. For every L ∈ R, let xL ∈ L and G′
L ⊆ G′

with |G′
L| = l be as in the definition of a rigid path. Since |G′| = γ + 4l− 4, it follows that there

exists S ⊆ R ⊆ G with |S| = s and L ⊆ G′ with L = l such that for every L ∈ S, we have
G′

L = L. Let S = {xL : L ∈ S}. Then every vertex in S has a neighbor in every path in L. But
now since both G and G′ are plain, it follows that (S,L) is a plain (s, l)-constellation in G, and
so Theorem 5.1(b) holds, a contradiction. This proves (13).

Let L1, L2 ∈ G be as in (13). Let T be the set of all paths L′ ∈ G′ for which some vertex in
∂L1 ∪ ∂L2 has a neighbor in L′ in G. Then by (13), we have |T | ≤ 4l − 4. Consequently, we
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may choose γ distinct paths L′
1, . . . , L

′
γ ∈ G′ such that for every i ∈ γ, ∂L1 ∪∂L2 is anticomplete

to Li in G. By (12), for every i ∈ [γ], we may choose a shortest path Qj in L′
j from a vertex

x1
j ∈ L′

j with a neighbor in L1 to a vertex x2
j ∈ L′

j with a neighbor in L2. For i ∈ {1, 2},
let Si = {xi

j : j ∈ {γ}}. It follows that every vertex in Si has a neighbor in Li while Si is
anticomplete to ∂Li. Therefore, gi = (Si, Li) is an ordered γ-asterism in G with πgi(j) = xi

j for
every j ∈ [γ]. Also, by (13), gi is (l − 1)-meager.

Now, since both G and G′ are plain, and by the choice of Q1, . . . , Qγ , we conclude that
(g1, g2) is a pair of (l − 1)-meager ordered γ-asterisms in G satisfying (G1) and (G2), and that
Q = {Q1, . . . , Qγ} satisfies (G3). Hence, (g1, g2) is a γ-gemini in G where both g1 and g2 are
(l− 1)-meager. But then Lemma 5.6 along with the choice of γ implies that there exists a plain
(s, l)-constellation in G, and so Theorem 5.1(b) holds, a contradiction. This completes the proof
of Theorem 5.1. ■

6. Transition graphs: a tale of an intuition coming true

In this section, we take a substantial step towards the proof of Theorem 3.2 by showing that:

Theorem 6.1. For all integers c, o, t ≥ 1 and s ≥ 0, there exist integers Σ = Σ(c, o, s, t) ≥ 0
and Λ = Λ(c, o, s, t) ≥ 1 with the following property. Let G be a (c, o)-perforated graph. Assume
that there exists a plain (Σ,Λ)-constellation in G. Then G contains either Kt or Kt,t, or there
is a full (s, o)-occultation in G.

The proof of Theorem 6.1 is centered around a rather intuitive idea, the “matching/vertex-
cover duality in transition graphs” described in Section 1.4. Our job here is to inject rigor and
the main step will be taken in Lemma 6.3. But first we need to add another lemma to our
arsenal, which will also be used in the next section.

Lemma 6.2. For all integers l,m ≥ 1 and s ≥ 0, there exists an integer ψ = ψ(l,m, s) ≥ 1 with
the following property. Let G be a graph. Assume that there exists a (ψ, l+m2 −1)-constellation
c in G. Then for every integer d ≥ 1, one of the following holds.

(a) G contains a (≤ d)-subdivision of Km as a subgraph.
(b) There exists S ⊆ Sc with |S| = s and L ⊆ Lc with |L| = l such that for every L ∈ L,

(S,L) is a d-ample s-asterism in G.

Proof. Let
ψ = ψ(l,m, s) = ρ(max{m, s+ 2l}, 2, 2l+m2−1);

where ρ(·, ·, ·) is as in Theorem 2.1. For every 2-subset X of Sc, let Φ(X) be the set of all paths
L ∈ Lc for which there exists a path R in G of length at most d+ 1 with ∂R = X and R∗ ⊆ L.
It follows that the map Φ :

(Sc

2
)

→ 2Lc is well-defined. From the choice of ψ and Theorem 2.1,
we deduce that there exists W ⊆ Lc as well as Z ⊆ Sc with |Z| = max{m, s+ 2l}, such that for
every 2-subset X of Z, we have Φ(X) = W.

First, assume that |W| ≥ m2. Let M ⊆ Z with |M | = m. Then for every 2-subset X of M ,
one may choose a path LX ∈ W = Φ(X) such that the paths {LX : X ∈

(M
2

)
} are pairwise

distinct, and hence disjoint. Also, from the definition of Φ, it follows that for every 2-subset
X of M , there exists a path RX in G of length at most d + 1 with ∂RX = X and R∗

X ⊆ LX .
But then G[

⋃
X∈(M

2 )RX ] contains a (≤ d)-subdivision of Km as a (spanning) subgraph, and so
Lemma 6.2(a) holds, as desired.

Next, assume that |W| < m2. Then there exists L ⊆ Lc \ W with |L| = l. Pick a subset S′ of
Z with |S′| = s+2l. For every 2-subset X of S′ and every path L ∈ L, since we have Φ(X) = W,
it follows from the definition of Φ that there is no path R in G of length at most d + 1 with
∂L = X and R∗ ⊆ L. In particular, since d ≥ 1, it follows that every vertex in V (L) has at
most one neighbor in S′. Consequently, there exists S ⊆ S′ with |S| = s which is anticomplete
to ∂L. Now for every L ∈ L, every vertex in S has a neighbor in L while S is anticomplete to
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x3

x4

x2

x1

Figure 7. The transition graph Ta of the 4-asterism a in Figure 4 with the
a-routes x1-u7-u6-u5-x2, x1-u7-u8-u9-u10-x3, x2-u12-u11-u10-x3,

x2-u13-u14-u15-u16-x4 and x3-u18-u17-u16-x4 corresponding to the edges of Ta.
Note that the unique a-route x1-u7- · · · -u16-x4 from x1 to x4 contains neighbors

of both x2 and x3.

∂L, and for every 2-subset X of S, there is no path R in G of length at most d+ 1 with ∂L = X
and R∗ ⊆ L. Hence, for every L ∈ L, (S,L) is a d-ample s-asterism in G, and so S and L satisfy
Lemma 6.2(b). This completes the proof of Lemma 6.2. ■

It is time to give a formal definition of transition graphs. Given a graph G and an (ordered)
asterism a in G, the transition graph Ta of a is the graph with V (Ta) = Sa such that for all
distinct x, y ∈ Sa, we have xy ∈ E(Ta) if and only if there exists an a-route R from x to y
such that Sa \ {x, y} is anticomplete to R∗ (and so to R) in G. See Figure 7. The following
encompasses the bulk of difficulty in the proof of Theorem 6.1.

Lemma 6.3. For all integers c, o, t ≥ 1 and s ≥ 0, there exist integers σ = σ(c, o, s, t) ≥ 0 and
λ = λ(c, o, s, t) ≥ 1 with the following property. Let G be a (c, o)-perforated graph. Assume that
there exists a plain (σ, λ)-constellation c in G. Then one of the following holds.

(a) G contains either Kt or Kt,t.
(b) There exists an (o+ 2)-ample, interrupted ordered s-asterism a in G such that Sa ⊆ Sc,

and for some L ∈ Lc, we have La ⊆ L.

Proof. Let c, o, t ≥ 1 be fixed. Let H be the unique 2-regular graph (up to isomorphism) with
exactly c components, each on o+ 2 vertices. Let m = m(H, o+ 2, t) be as in Theorem 2.3 (note
that here m only depends on c, o and t). Let ρ(·, ·, ·) be as in Theorem 2.1 and let β(·, ·, ·, ·, ·, ·)
be as in Lemma 5.2.

Consider the following recursive definition for σ and λ. Let σ(c, o, 0, t) = 0 and λ(c, o, 0, t) = 1.
For every s ≥ 1, assuming σ′ = σ(c, o, s− 1, t) and λ′ = λ(c, o, s− 1, t) are defined, let

σ3 = σ3(c, o, s, t) = β(2, 2, λ′, c, 1, σ′, t);
σ2 = σ2(c, o, s, t) = ρ(2σ3, 2, 22c − 1);

σ1 = σ1(c, o, s, t) = 2c+ σ2;
λ2 = λ2(c, o, s, t) = 22c+1σ3(2λ′ − 1)σ2σ3

2 ;
λ1 = λ1(c, o, s, t) = 2σ2

1λ2.

Now, define
σ = σ(c, o, s, t) = ψ(λ1,m, σ1);
λ = λ(c, o, s, t) = λ1 +m2 − 1;

where ψ = ψ(·, ·, ·) is as in Lemma 6.2. We will prove, by induction on s, that the above values
of σ and λ satisfy Lemma 6.3. If s = 0, then Lemma 6.3(b) is immediately seen to hold. Assume
that s ≥ 1.

Let G be a (c, o)-perforated graph and let c be a plain (σ, λ)-constellation in G. Suppose that
Lemma 6.3(a) does not hold, that is, G contains neither Kt nor Kt,t. Since G is (c, o)-perforated,
it follows that G contains no induced subgraph isomorphic to a subdivision of H. Therefore,
by Theorem 2.3 and the choice of m, it follows that G contains no subgraph isomorphic to a
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(≤ o+ 2)-subdivision of Km. This, along with the choices of σ and λ, as well as Lemma 6.2(b),
implies that there exists S ⊆ Sc with |S| = σ1 and L1 ⊆ Lc with |L1| = λ1 such that for every
L ∈ L1, fL = (S,L) is an (o + 2)-ample σ1-asterism in G. In particular, f = (S,L1) is a plain
(σ1, λ1)-constellation in G.

Since |L1| = λ1 = 2σ2
1λ2, it follows that:

(14) There exists L2 ⊆ L1 with |L2| = λ2 as well as E2 ⊆
(S

2
)
, such that for every L ∈ L2, we

have E(TfL) = E2.

Henceforth, let L2 and E2 be as in (14). Let T be the graph with V (T) = S and E(T) = E2.
Then (14) implies that TfL = T for every L ∈ L2. We deduce:

(15) T does not have a matching of cardinality c.

Suppose for a contradiction that there exists a matching {x1x
′
1, . . . , xcx

′
c} ⊆ E(T) of cardi-

nality c in T. Since |L2| = λ2 ≥ 2, we may choose two distinct paths L1, L2 ∈ L2. Then we
have {x1x

′
1, . . . , xcx

′
c} ⊆ E(TfL1

) = E(TfL2
). Also, since fL1 and fL2 are both (o + 2)-ample, f

is plain, and from the definition of the transition graph, it follows that for every i ∈ {1, 2} and
j ∈ [c], there exists an fLi-route Ri,j of length at least o + 4 from xj to x′

j , such that for all
distinct j, j′ ∈ [c], R1,j ∪R2,j and R1,j′ ∪R2,j′ are disjoint and anticomplete cycles in G, each of
length at least 2o+ 8. In other words, {R1,j ∪R2,j : j ∈ [c]} is a collection of c pairwise disjoint
and anticomplete cycles in G, each of length at least 2o + 8. But this violates the assumption
that G is (c, o)-perforated, and so proves (15).

By (15), there exists a vertex cover X ⊆ S = V (T) for T with |X| < 2c. Consequently,
S \X = V (T) \X is a stable set in T. Moreover, we have:

(16) Let L ∈ L2. Then for every fL-route R, there exists a vertex x ∈ X which has a neighbor
in R∗.

Suppose not. Then we may pick L ∈ L2 and a minimal fL-route R such that X is anticomplete
to R∗. Let z, z′ ∈ S be the ends of R; so z, z′ ∈ S \X = V (T) \X. Since fL is (o+ 2)-ample and
from the minimality of R, it follows that S\(X∪{z, z′}) is anticomplete to R∗. We conclude that
S \{z, z′} = V (TfL)\{z, z′} is anticomplete to R∗. But then from the definition of the transition
graph, it follows that zz′ ∈ E(TfL) = E(T), a contradiction with the fact that V (T) \ X is a
stable set in T. This proves (16).

In view of (16), for every L ∈ L2 and all distinct z, z′ ∈ S \ X, we may choose a minimal
non-empty subset ΦL({z, z′}) of X such that for every fL-route R from z to z′, there exists a
vertex x ∈ ΦL({z, z′}) which has a neighbor in R∗. It follows that, for every L ∈ L2, the map
ΦL :

(S\X
2

)
→ 2X \{∅} is well-defined. Since |S \X| = σ1 − 2c = σ2 = ρ(2σ3, 2, 22c − 1), applying

Theorem 2.1 yields the following:

(17) For every L ∈ L2, there exists YL ⊆ X and ZL ⊆ S \X such that:
• we have YL ̸= ∅ and |ZL| = 2σ3; and
• for all distinct z, z′ ∈ ZL, we have ΦL({z, z′}) = YL.

Combining (17) with the fact that |L2| = λ2 = 22c+1σ3(2λ′ − 1)σ2σ3
2 , it follows from a

pigeonhole argument that for several choices of L ∈ L2 for which the sets YL associated with
them are all the same, and so are the sets ZL. More precisely, we deduce:
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(18) There exist L3 ⊆ L2, Y ⊆ X and Z ⊆ S \X, such that:
• we have |L3| = σ3(4λ′ − 2), Y ̸= ∅ and |Z| = 2σ3; and
• for every L ∈ L3 and all distinct z, z′ ∈ Z, we have ΦL({z, z′}) = Y .

By the first bullet of (18), we may fix a partition {Li
3 : i ∈ [σ3]} of L3 into (4λ′ − 2)-subsets,

a vertex y ∈ Y , and a partition {{zi, z
′
i} : i ∈ [σ3]} of Z into 2-subsets. By the second bullet of

(18), for every L ∈ L3 and every i ∈ [σ3], we have y ∈ Y = ΦL({zi, z
′
i}). This, together with the

minimality of ΦL({zi, z
′
i}), implies that for every L ∈ L3 and i ∈ [σ3], there exists an fL-route

Qi,L from zi to z′
i such that, writing Ri,L = Q∗

i,L, we have that y is the only vertex in Y with a
neighbor in Ri,L.

Now, for every i ∈ [σ3], let bi be the (2, 4λ′ − 2)-bundle in G with Sbi = {zi, z
′
i} and Lbi =

{Ri,L : L ∈ Li
3}. We claim that:

(19) There exists i ∈ [σ3], S′ ⊆ Z \ {zi, z
′
i} with |S′| = σ′ and G ⊆ Lbi with |G| = λ′ such that

(S′,G) is a plain (σ′, λ′)-constellation in G.

Recall that σ3 = β(2, 2, λ′, c, 1, σ′, t). Thus, we may apply Lemma 5.2 to B = {bi : i ∈ [σ3]}.
Since G is assumed not to contain Kt or Kt,t, it follows that Lemma 5.2(a) does not hold.
Assume that Lemma 5.2(c) holds. Then exists I ⊆ [σ3] with |I| = c as well as Li

1, L
i
2 ∈ Li

3 for
each i ∈ I, such that for all distinct i, j ∈ I, {zi, z

′
i} is anticomplete to {zj , z

′
j} ∪ R

j,Lj
1

∪ R
j,Lj

2
.

Since L3 is a plain polypath and fL is (o + 2)-ample for every L ∈ L3, it follows that for all
distinct i, j ∈ I, Qi,Li

1
∪ Qi,Li

2
and Q

j,Lj
1

∪ Q
j,Lj

2
are two disjoint and anticomplete cycles in

G, each of length at least 2o + 8. In other words, {Qi,Li
1

∪ Qi,Li
2

: i ∈ I} is a collection of c
pairwise disjoint and anticomplete cycles in G, each of length at least 2o + 8, a contradiction
with G being (c, o)-perforated. It follows that Lemma 5.2(b) holds, that is, there exists i ∈ [σ3],
S′ ⊆ Z \ Sbi = Z \ {zi, z

′
i} with |S′| = σ′ and G ⊆ Lbi with |G| = λ′ such that (S′,G) is a

(σ′, λ′)-constellation in G. In addition, (S′,G) is plain, because f is. This proves (19).
Henceforth, let us fix i ∈ [σ3] S′ ⊆ Z \ {zi, z

′
i} and G ⊆ Lbi as given by (19). Now we apply

the induction hypothesis to show that:

(20) For some L ∈ Li
3, there exists an (o+ 2)-ample, interrupted ordered (s− 1)-asterism a′ in

G such that Sa′ ⊆ S′ and La′ ⊆ Ri,L.

By (19), c′ = (S′,G) is a plain (σ′, λ′)-constellation in G. Since G is assumed not to contain
Kt or Kt,t, by the induction hypothesis applied to c′, there exist an (o + 2)-ample, interrupted
ordered (s− 1)-asterism a′ in G such that Sa′ ⊆ Sc′ = S′, and for some L′ ∈ Lc′ = G ⊆ Lbi , we
have La′ ⊆ L′. From the definition of bi, it follows that for some L ∈ Li

3, we have La′ ⊆ Ri,L.
This proves (20).

Let L ∈ Li
3 be as in (20). Then we may choose an (o + 2)-ample, interrupted ordered

(s − 1)-asterism a′ in G such that Sa′ ⊆ S′, La′ ⊆ Ri,L, and La′ is maximal with respect to
inclusion. By (19), every vertex in S′ has a neighbor in Ri,L) in G. Also, recall that the vertex
y ∈ X ⊆ S \Z ⊆ S \S′ has a neighbor in Ri,L = Q∗

i,L. In fact, since fL is (o+2)-ample, it follows
that every vertex in S′ ∪ {y} has a neighbor in R∗

i,L and S′ ∪ {y} is anticomplete to the ends of
∂Ri,L. As a result a+ = (S′ ∪{y}, Ri,L) is a (σ′ +1)-asterism in G such that Sa′ ⊆ S′ = Sa+ \{y}
and La′ ⊆ Ri,L = La+ . We further deduce that:

(21) a′ is a (a+, y, s− 1)-candidate in G and y is a cherry on top of a+|Sa′ in G.

From the maximality of La′ ⊆ Ri,L, it follows immediately that a+, a′ and y satisfy (CA),
and so a′ is a (a+, y, s− 1)-candidate in G. Let us now prove that y is a cherry on top of a+|Sa′

in G. We need to show that a+|Sa′ and y satisfy (CH1) and (CH2). Observe that (CH1) follows
from the fact that La+|Sa′ = La+ . To see (CH2), let P be an open a+|Sa′-piece. It follows that
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P is the interior an fL-route between two vertices in S′ ∪ {zi, z
′
i}. On the other hand, since

S′ ∪ {zi, z
′
i} ⊆ Z and L ∈ Li

3 ⊆ L3, it follows from the second bullet of (18) that some vertex
in Y has a neighbor in P . But then from P ⊆ Ri,L ⊆ Qi,L and the choice of Qi,L, we conclude
that y has a neighbor in P . This proves (21).

We can now finish the proof. Note that a+ is (o + 2)-ample, because fL is. Therefore,
since o + 2 ≥ 3, in view of (21), we can apply Lemma 4.2 to a+, a′ and y, and deduce that
a = Cher(a′, y) is an (o + 2)-ample, interrupted ordered s-asterism in G with Sa ⊆ Sa+ =
S′ ∪ {y} ⊆ S ⊆ Sc and La = La+ = Ri,L ⊆ L where L ∈ Li

3 ⊆ L3 ⊆ L2 ⊆ L1 ⊆ Lc. Hence,
Lemma 6.3(b) holds. This completes the proof of Lemma 6.3. ■

Now Theorem 6.1 becomes almost immediate:

Proof of Theorem 6.1. Let Σ = Σ(c, o, s, t) = σ(c, o, sc, t) and Λ = Λ(c, o, s, t) = λ(c, o, sc, t),
where σ(·, ·, ·, ·) and λ(·, ·, ·, ·) are as in Lemma 6.3. Let G be a (c, o)-perforated graph and
let c be a plain (Σ,Λ)-constellation in G. Assume that G does not contain Kt or Kt,t. By
Lemma 6.3(b), there exists an (o + 2)-ample, interrupted ordered sc-asterism in G. Since o +
2 ≥ 3, by Theorem 4.1, there is a full (s, o)-occultation in G. This completes the proof of
Theorem 6.1. ■

7. Patch & Match

Here we obtain the last main ingredient in the proof of Theorem 3.2:

Theorem 7.1. For all integers c, l, o, s, t ≥ 1, there exist an integer Ω = Ω(c, l, o, s, t) ≥ 1 with
the following property. Let G be a (c, o)-perforated graph. Assume that there exists a strong
Ω-block in G. Then one of the following holds.

(a) G contains either Kt or Kt,t.
(b) There exists a plain (s, l)-constellation in G.

We need a couple of definitions and a lemma. Let G be a graph and let d ≥ 0 and r ≥ 1 be
integers. For X ⊆ V (G), by a (d, r)-patch for X in G we mean a (1, r)-bundle p in G where:

(P1) we have Sp ⊆ V (G) \ V (Lp);
(P2) every path L ∈ Lp has length at least d; and
(P3) for every L ∈ Lp, one may write ∂L = {xL, yL} such that L ∩ X = {xL} and

NL(Sp) = {yL}.
Also, by a (d, r)-match for X in G we mean an r-polypath M in G such that

(M1) every path L ∈ M has length at least d; and
(M2) V (M) ∩X = ∂M.

Lemma 7.2. For all integers d, s ≥ 0 and l,m, r, r′ ≥ 1, there exists an integer η =
η(d, l,m, r, r′, s) ≥ 1 with the following property. Let G be a graph, let X ⊆ V (G) and let p
be a (d, η)-patch for X in G. Then one of the following holds.

(a) G contains a (≤ d+ 1)-subdivision of Km as a subgraph.
(b) There exists a plain (s, l)-constellation in G.
(c) There exists a plain (2(d+ 1), r)-match M for X in G such that V (M) ⊆ V (p).
(d) There exists a plain (d, r′)-patch q for X in G such that V (q) ⊆ V (p).

Proof. Let l,m, r, r′ ≥ 1 and s ≥ 0 be fixed. In order to define η, first we recursively define a
sequence {ζd : d ≥ 0}, as follows. Let

ζ0 = µ(max{m, 4r, r′ + 1});
where µ(·) is as in Theorem 2.7. Let let ψ = ψ(1,m, (4r)l−1(s+ l− 1)) be as in Lemma 6.2. For
every d ≥ 1, let

ζd = β(1, 1, 1, ζd−1,m
2, ψ,m2);

where β(·, ·, ·, ·, ·, ·, ·) is as in Lemma 5.2. This concludes the definition of ζd for all d ≥ 0.
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Now, we claim that for every d ≥ 0,

η(d, l,m, r, r′, s) = ζd+1

satisfies Lemma 7.2. Suppose not. Choose d ≥ 0 minimum such that the above value of
η(d, l,m, r, r′, s) fails to satisfy Lemma 7.2.

Let G be a graph, let X ⊆ V (G) and let p be a (d, η(d, l,m, r, r′, s))-patch for X in G. For
every L ∈ Lp, let ∂L = {xL, yL} be as in (P3). We claim that:

(22) There exist P ⊆ Lp with |P| = ζd such that for all distinct L,L′ ∈ P, xL is anticomplete to
L′ in G.

For each L ∈ Lp, let bL be the (1, 1)-bundle in G with SbL
= {xL} and LbL

= {L}. Then
B = {bL : L ∈ Lp} is a collection of η(d, l,m, r, r′, s) = ζd+1 pairwise disentangled (1, 1)-bundles
in G. Now, the definition of ζd for d ≥ 1 allows for an application of Lemma 5.2 to B, which
implies that one of the following holds.

• G contains either Km2 or Km2,m2 .
• There exist N ⊆ B with |N| = m2 as well as S ⊆

⋃
b∈B\N Sb with |S| = ψ, such that for

every b ∈ N, there exists Gb ⊆ Lb with |Gb| = 1 for which (S,Gb) is a (ψ, 1)-constellation
in G. As a result, (S,

⋃
b∈N Gb) is a (ψ,m2)-constellation in G.

• There exist M ⊆ B with |M| = ζd as well as Fb ⊆ Lb with |Fb| = 1 for each b ∈ M,
such that for all distinct b, b′ ∈ M, Sb is anticomplete to Sb′ ∪ V (Fb′) in G.

If the first bullet above holds, then G contains a (≤ 1)-subdivision of Km as a subgraph, and
so Lemma 7.2(a) holds, a contradiction. Assume that the second bullet above holds. Then
there exists L ⊆ Lp with |L| = m2 as well as S ⊆ {xL : L ∈ Lp \ L} with |S| = ψ such
that c = (S,L) is an (ψ,m2)-constellation in G. Now we can apply Lemma 6.2 to c. Since
Lemma 7.2(a) is assumed not to hold, it follows that Lemma 6.2(b) holds, that is, there exists
S′ ⊆ S with |S′| = (4r)l−1(s + l − 1) and L ∈ L such that g = (S′, L) is a (d + 1)-ample
((4r)l−1(s+ l− 1))-asterism in G. In particular, g is 1-meager. So one may apply Lemma 5.5 to
g. This time, since Lemma 7.2(b) is assumed not to hold, it follows that Lemma 5.5(a) holds,
and so there exists a 4r-syzygy s in G with Ss ⊆ S′ and Ls ⊆ L. Also, s is (d + 1)-ample,
because g is. Let u be the end of Ls ⊆ L for which s satisfies (SY). For every i ∈ [r], let Mi

be the shortest path in G[V (si)] from πs(4i − 3) to πs(4i − 1) with M∗
i ⊆ Ls; in fact, we have

M∗
i ⊆ L∗

s ⊆ L∗ ⊆ V (G) \X. Since s is (d+ 1)-ample and from (SY), it follows that M1, . . .Mr

are pairwise disjoint and anticomplete, each of length at least 2(d + 1) > 2d + 1. Thus, M is
a plain r-polypath in G such that every path in M has length at least 2(d+ 1). Also, we have
V (M)∩X = {πs(4i−3), πs(4i−1) : i ∈ [r]} = ∂M. From this, (M1) and (M2), we conclude that
M is a plain (2(d+ 1), r)-match for X with V (M) ⊆ ∂Lp ∪L∗ ⊆ V (p). But now Lemma 7.2(c)
holds, a contradiction. It follows that the third bullet above holds. Let P = {L ∈ Lp : bL ∈ M}.
Then we have P ⊆ Lp with |P| = ζd, and for all distinct L,L′ ∈ P, xL is anticomplete to L′ in
G. This proves (22).

Henceforth, let P ⊆ Lp be as in (22). Let S = {xL : L ∈ P}. Then S is a stable set in G of
cardinality ζd.

(23) We have d ≥ 1.

Suppose for a contradiction that d = 0. Then |S| = ζ0 = µ(max{4r, r′,m}). Also, by (P3),
G′ = G[S ∪ V (P) ∪ Sp] is connected. So we can apply Theorem 2.7 to G′ and S ⊆ V (G′). Since
Lemma 7.2(a) does not hold, G does not contain Km. It follows that there exists an induced
subgraph H of G′ for which one of the following holds.

• H is a path in G with |H ∩ S| = 4r.
• H is either a caterpillar or the line graph of a caterpillar in G with |H ∩ S| = 4r and
H ∩ S = Z(H).
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• H is a subdivided star with root z such that |H ∩ S| = r′ + 1 and Z(H) ⊆ H ∩ S ⊆
Z(H) ∪ {z}.

Assume that one of the first two bullets above holds. Then since S is a stable set in G, one may
readily observe that there exists a plain (2, r)-match M for S ⊆ X in G with V (M) ⊆ V (H) ⊆
V (G′) = S ∪ V (P) ∪ Sp. But then M is a plain (2, r)-match for X in G with V (M) ⊆ V (p),
and so Lemma 7.2(c) holds, a contradiction. Now assume that the third bullet above holds.
Then one may pick a set Q of r′ pairwise distinct components of H \ z. It follows that Q is
a plain r′-polypath in G. Consequently, q = ({z},Q) is a plain (0, r′)-patch for S ⊆ X in G
with V (q) ⊆ V (H) ⊆ V (G′) = S ∪ V (P) ∪ Sp ⊆ V (p), and so Lemma 7.2(d) holds, again a
contradiction. This proves (23).

In view of (23), for every L ∈ P ⊆ Lp, L has non-zero length, and so xL has a unique neighbor
x′

L in L \ {xL}. Let X ′ = {x′
L : L ∈ P}, and let p′ = (X ′, {L \ {xL} : L ∈ P}). Then it is

straightforward to check that p′ is a (d− 1, ζd)-patch for X ′ in G. This, along with (23) and the
definition of η, implies that p′ is a (d− 1, η(d− 1, l,m, r, r′, s))-patch for X ′ in G. Also, we have
V (p′) ⊆ V (p). Now, from the minimality of d, it follows that

• either there is a plain (2d, r)-match M′ for X ′ in G with V (M′) ⊆ V (p′) ⊆ V (p); or
• there is a plain (d− 1, r′)-patch q′ for X ′ in G with V (q′) ⊆ V (p′) ⊆ V (p).

In the former case, by (23), each path in M′ has non-zero length, and so for every M ∈
M′, there are two distinct paths KM , LM ∈ P such that ∂M = {x′

KM
, x′

LM
}; let M+ =

xKM
-x′

KM
-M -x′

LM
-xLM

. But then by (22), M = {M+ : M ∈ M′} is a plain 2(d + 1)-match
for X in G such that V (M) ⊆ V (M′) ∪ ∂Lp ⊆ V (p), and Lemma 7.2(c) holds, a contradiction.
Moreover, in the latter case, by (P3), for each Q ∈ Lq′ , there exists exactly one path RQ ∈ P such
that Q∩X ′ = ∂Q∩X ′ = {x′

RQ
}, and assuming yQ to be the other end of Q (possibly x′

RQ
= yQ),

we have NQ(Sq′) = {yQ}. Let Q+ = xRQ
-x′

RQ
-Q-yQ. Then by (22), q = (Sq′ , {Q+ : Q ∈ Lq′}) is

a plain (d, r′)-patch for X in G with Sq ∪ V (Lq) ⊆ V (q′) ∪ ∂Lp ⊆ V (p). But now Lemma 7.2(d)
holds, again a contradiction. This completes the proof of Lemma 7.2. ■

We can now prove the main result of this section:

Proof of Theorem 7.1. Let H be the unique 2-regular graph (up to isomorphism) with exactly
c components, each on o + 2 vertices. Let m = m(H, o + 2, t) be as in Theorem 2.3 (note that
here m only depends on c, o and t). Let

Θ = Θ(c, 2, c, 2, l, o, s, t);

θ = θ(c, 2, c, 2, l, o, s, t)

be as in Theorem 5.1, and let

η = η(o− 1, l,m, θ, θ, s)

be as in Lemma 7.2. Define

Ω = Ω(c, l, o, s, t) = κ(o,max{2Θ, η},m)

where κ = κ(·, ·, ·) is as in Theorem 2.5. We prove that the above value of Ω satisfies Theorem 7.1.
Let G be a (c, o)-perforated graph and let B be a strong Ω-block in G. Suppose for a

contradiction that G contains neither Kt nor Kt,t, and there is no plain (s, l)-constellation in
G. Since G is (c, o)-perforated, it follows that G contains no induced subgraph isomorphic to
a subdivision of H. Therefore, by Theorem 2.3 and the choice of m, G contains no subgraph
isomorphic to a (≤ o)-subdivision of Km. It is convenient to sum up all this in one statement:
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Figure 8. Left: squiggly arcs depict the paths in Mi, each of length at least
2o. Middle and Right: squiggly arcs depict the paths in Lqi , each of length at

least o− 1. In all three figures, circled nodes represent the vertices in Xi.

(24) The following hold.
• G does not contain Kt,t.
• G does not contain a subgraph isomorphic to a (≤ o)-subdivision of Km.
• There is no plain (s, l)-constellation in G.

In particular, the choice of Ω along with Theorem 2.5 and the second bullet of (24), implies
that there exist A ⊆ V (G) as well as B′ ⊆ B \ A such that B′ is both a max{2Θ, η}-block and
o-stable set in G \ A. In particular, one may choose 2Θ distinct vertices {xi, yi : i ∈ [Θ]} in G
as well as, for each i ∈ [Θ], a collection Pi of η pairwise internally disjoint paths in G from xi

to yi, such that:
• for every i ∈ [Θ], every path P ∈ Pi has length at least o+ 1 ≥ 2; and
• V (P1), . . . , V (PΘ) are pairwise disjoint in G.

For each i ∈ [Θ], let Li = P∗
i . Also, for every L ∈ Li, let xL and yL be the (unique) neighbors

of xi and yi in P , respectively; so we have ∂L = {xL, yL} (note that xL, yL might be the same,
but they are distinct from xi and yi). Let Xi = {xL : L ∈ Li}. It follows that Li is an η-polypath
in G such that

• yi ∈ V (G) \ V (Li);
• every path L ∈ Li has length at least o− 1; and
• L ∩Xi = {xL} and NL(yi) = {yL}.

Therefore, by (P1), (P2) and (P3), for every i ∈ [Θ], the (1, η)-bundle pi = ({yi},Li) is an
(o − 1, η)-patch for Xi in G. This, along with the choice of η, allows for an application of
Lemma 7.2 to Xi and pi. Since Lemma 7.2(a) and Lemma 7.2(b) violate the second and the
third bullet of (24), respectively, we deduce that for every i ∈ [Θ], one of the following holds.

• There is a plain (2o, θ)-match Mi for Xi in G with V (Mi) ⊆ V (pi) ⊆ V (G) \ {xi}. See
Figure 8, Left.

• There is a plain (o− 1, θ)-patch qi for Xi in G with V (qi) ⊆ V (pi) ⊆ V (G) \ {xi} (note
that Sqi ⊆ Xi is also possible). See Figure 8, Middle and Right.

Now, for each i ∈ [Θ], we define the plain (≤ 2, θ)-bundle bi as follows. In the former case
above, let Sbi = {xi} and let Lbi = Mi, and in the latter case, let Sbi = Sqi ∪ {xi} and let
Lbi = Lqi . It follows that T = {b1, . . . , bΘ} is a collection of Θ pairwise disentangled plain
(≤ 2, θ)-bundles in G. Given the choices of Θ and θ, we can apply Theorem 5.1 to T, which
combined with the first and third bullet of (24) implies that there exists I ⊆ [Θ] with |I| = c
as well as Hi ⊆ Lbi with |Hi| = 2 for each i ∈ I, such that for all distinct i, i′ ∈ I, Sbi ∪ V (Hi)
is anticomplete to Sbi′ ∪ V (Hi′) in G. In particular, for every i ∈ I, there is a cycle Hi in
G[Sbi′ ∪ V (Hi′)] of length at least 2o+ 2. But now H1, . . . ,Hc comprise c pairwise disjoint and
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anticomplete cycles in G, each of length at least o+ 2, which violates the assumption that G is
(c, o)-perforated. This completes the proof of Theorem 7.1. ■

8. The long-awaited conclusion

Eventually, we can bring everything together and give a proof of Theorem 3.2:

Theorem 3.2. For all integers c, o, t ≥ 1 and s ≥ 0, there exists an integer τ = τ(c, o, s, t) ≥ 1
such that every (c, o)-perforated graph of treewidth more than τ contains either Kt or Kt,t, or
there is a full (s, o)-occultation in G.

Proof. Let Σ = Σ(c, o, s, t) and Λ = Λ(c, o, s, t) be as in Theorem 6.1. Let Ω = Ω(c,Λ, o,Σ, t) be
as in Theorem 7.1. Let τ(c, o, s, t) = ξ(c, o,Ω, t), where ξ(·, ·, ·, ·) is as in Corollary 2.6. Let G
be a (c, o)-perforated graph of treewidth more than τ . Assume that G contains neither Kt nor
Kt,t. By Corollary 2.6, G contains a strong Ω-block. Therefore, by Theorem 7.1, there exists a
plain (Σ,Λ)-constellation in G. But now by Theorem 6.1, G contains a full (s, o)-occultation,
as desired. ■
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