
INDUCED SUBGRAPHS AND TREE DECOMPOSITIONS
XVIII. OBSTRUCTIONS TO BOUNDED PATHWIDTH

MARIA CHUDNOVSKY†∗, SEPEHR HAJEBI§, AND SOPHIE SPIRKL§∥

Abstract. The pathwidth of a graph G is the smallest w ∈ N such that G can be
constructed from a sequence of graphs, each on at most w + 1 vertices, by gluing them
together in a linear fashion. We provide a full classification of the unavoidable induced
subgraphs of graphs with large pathwidth.

1. Introduction

The set of all positive integers is denoted by N, and for every integer k, the set of all
positive integers no greater than k is denoted by Nk. Graphs in this paper have finite vertex
sets, no loops and no parallel edges. For standard graph theoretic terminology, the reader is
referred to [8].

For a graph G = (V (G), E(G)), the treewidth of G, denoted tw(G), is the smallest w ∈ N
for which there is a tree T and an assignment of a subtree Tv of T to each vertex v ∈ V (G)
such that:

• for every edge uv ∈ E(G), we have V (Tu) ∩ V (Tv) = ∅;
• for every vertex x ∈ V (T ), we have |{v ∈ V (G) : x ∈ V (Tv)}| ≤ w + 1.

The pathwidth of G, denoted pw(G), is defined analogously with T being a path (instead
of a general tree).

Two central results in graph minor theory are complete descriptions of unavoidable minors
in graphs of large treewidth and pathwidth. These are, respectively, planar graphs and
forests:

Theorem 1.1 (Robertson and Seymour [14]). For every planar graph H, there is a constant
f1.1 = f1.1(H) ∈ N such that every graph G with tw(G) > f1.2 has a minor isomorphic to H.
Moreover, if H is not planar, then no such constant exists.

Date: 29th December, 2024.
† Princeton University, Princeton, NJ, USA.
§ Department of Combinatorics and Optimization, University of Waterloo, Waterloo, Ontario, Canada.
∗ Supported by NSF-EPSRC Grant DMS-2120644, AFOSR grant FA9550-22-1-0083 and NSF Grant

DMS-2348219.
∥ We acknowledge the support of the Natural Sciences and Engineering Research Council of Canada

(NSERC), [funding reference number RGPIN-2020-03912]. Cette recherche a été financée par le Conseil de
recherches en sciences naturelles et en génie du Canada (CRSNG), [numéro de référence RGPIN-2020-03912].
This project was funded in part by the Government of Ontario. This research was conducted while Spirkl
was an Alfred P. Sloan Fellow.

1



2 INDUCED SUBGRAPHS AND TREE DECOMPOSITIONS XVIII.

Theorem 1.2 (Robertson and Seymour [13]). For every forest H, there is a constant f1.2 =
f1.2(H) ∈ N such that every graph G with pw(G) > f1.2 has a minor isomorphic to H.
Moreover, if H is not a forest, then no such constant exists.

The goal of this series of papers is to study the same questions for induced subgraphs
(instead of minors). Here we prove an analogue of Theorem 1.2. Our main result, Theorem 2.1,
identifies the following as the unavoidable induced subgraphs of graphs with large pathwidth
(the exact statement and all necessary definitions will be given in Section 2):

• Complete graphs and complete bipartite graphs;
• Subdivided binary trees and their line graphs; and
• “Constellations” that are “interrupted” or “zigzagged.”

We will derive Theorem 2.1 from another result, Theorem 1.3 below. In turn, Theorem 1.3
below is about “induced minors”: a containment relation halfway between minors and induced
subgraphs. Given a graph G, recall that a minor of G is a graph obtained from a subgraph
of G by repeatedly contracting edges. Sometimes, when we want to define this operation
on the class of simple graphs, loops and parallel edges arising in this process are removed.
An induced minor of G is a graph obtained from an induced subgraph of G by repeatedly
contracting edges, and removing all loops and parallel edges arising in this process.

Theorem 1.3. For all t ∈ N and every forest H, there is a constant f1.3 = f1.3(t,H) such
that every graph G with pw(G) > f1.3 has a subgraph isomorphic to Kt+1, an induced minor
isomorphic to Kt,t or an induced minor isomorphic to H.

We find it more convenient to work with minors and induced minors in terms of “models,”
defined as follows. Let G = (V (G), E(G)) be a graph. For X ⊆ V (G), we use both X
and G[X] to denote the induced subgraph of G with vertex set X (also called the subgraph
of G induced by X). For X, Y ⊆ V (G), we say that X and Y are anticomplete in G if
X ∩ Y = ∅ and there is no edge in G with an end in X and an end in Y . For x ∈ V (G),
we say that x is anticomplete to Y in G if {x} and Y are anticomplete in G. For another
graph H, an H-model in G is a |V (H)|-tuple (Av : v ∈ V (H)) of pairwise disjoint connected
induced subgraphs of G such that for all distinct and adjacent vertices u, v ∈ V (H) in H,
the sets Au and Av are not anticomplete in G. We call Av the branch set associated with
v. We also say that the H-model (Av : v ∈ V (H)) in G is induced if for all distinct and
non-adjacent vertices u, v ∈ V (H) in H, the branch sets Au and Av are anticomplete in G.
It is straightforward to observe that a graph G has a minor isomorphic to a graph H if and
only if there is an H-model in G, and G has an induced minor isomorphic to a graph H if
and only if there is an induced H-model in G.

We will state our main result, Theorem 2.1, in Section 2. There we also show how
Theorem 2.1 follows from Theorem 1.3 combined with the main result of one of our earlier
papers [5] in this series. The remainder of this paper will then be devoted to the proof of
Theorem 1.3.

2. From induced minors to induced subgraphs

2.1. Definitions. The statement of our main result involves several definitions, some of
which will also be used in later sections.
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Figure 1. The trees T3,r for r = 0, 1, 2, 3.

Figure 2. A subdivision of T2,3 (left) and its line graph (right).

Let G be a graph. A stable set in G is a set of pairwise non-adjacent vertices in G, and a
clique in G is a set of pairwise adjacent vertices in G. Let X be a subset of V (G). We denote
by NG(X) the set of all vertices in G \X with at least one neighbor in X. If X = {x}, then
we write NG(x) for NG({x}). For a set X of subsets of V (G), we write V (X ) =

⋃
X∈X X.

For a graph H, we say that G is H-free if G has no induced subgraph isomorphic to H. The
line graph of G, denoted L(G), is the graph with vertex set E(G) such that e, f ∈ E(G) are
adjacent in L(G) if and only if e and f share an end in G.

Let d ∈ N and let r ∈ N ∪ {0}. We denote by Td,r the unique (up to isomorphism) rooted
tree of radius r such that, when r ≥ 1, the root has degree d and every vertex that is neither
the root nor a leaf has degree d + 1 (see Figure 1). For instance, T2,r is the full binary tree
of radius r. It is well-known [13] that for every r ∈ N, all subdivisions of T2,2r and their line
graphs have pathwidth at least r (see Figure 2).

For an integer k, we denote by Nk the set of all positive integers no greater than k (so
Nk = ∅ if and only if k ≤ 0). Let k ∈ N and let P be a k-vertex graph which is a path. Then
we write P = p1- · · · -pk to mean that V (P ) = {p1, . . . , pk} and E(P ) = {pipi+1 : i ∈ Nk−1}.
We call the vertices p1 and pk the ends of P and refer to P \ {p1, pn} as the interior of P ,
denoted P ∗. For vertices u, v ∈ V (P ), we denote by u-P -v the subpath of P from u to v.
The length of a path is the number of edges in it. It follows that a path P has distinct ends if
and only if P has non-zero length, and P has non-empty interior if and only if P has length
at least two. Given a graph G, a path in G is an induced subgraph of G which is a path.

A constellation is a graph c in which there is a stable set Sc such that every component
of c \ Sc is a path, and each vertex x ∈ Sc has at least one neighbor in each component of
c\Sc. We denote by Lc the set of all components c\Sc (each of which is a path), and denote
the constellation c by the pair (Sc,Lc). For l, s ∈ N, by an (s, l)-constellation we mean a
constellation c with |Sc| = s and |Lc| = l. Given a graph G, by an (s, l)-constellation in G
we mean an induced subgraph of G which is an (s, l)-constellation.
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Figure 3. A (4, 1)-constellation which is ample and interupted.
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Figure 4. A (4, 1)-constellation (left) and a (6, 1)-constellation (right), both
ample and 1-zigzagged.

We will need a few notions associated with a constellation c = (Sc,Lc), which we define
below:

• By a c-route we mean a path R in c with ends in Sc and with R∗ ⊆ V (Lc), or
equivalently, with R∗ ⊆ L for some L ∈ Lc.

• For d ∈ N, we say that c is d-ample if there is no c-route of length at most d+1. We
also say that c is ample if c is 1-ample. It follows that c is ample if and only if no
two vertices in Sc have a common neighbor in V (Lc).

• We say that c is interrupted if there is an enumeration x1, . . . , xs of all vertices in Sc

such that for all i, j, k ∈ Ns with i < j < k and every c-route R from xi to xj, the
vertex xk has a neighbor in R (see Figure 3).

• For q ∈ N, we say that c is q-zigzagged if there is an enumeration x1, . . . , xs of all
vertices in Sc such that for all i, k ∈ Ns with i < k and every c-route R from xi to xk,
fewer than q vertices in {xj : i < j < k} are anticomplete to R in c (see Figure 4).



INDUCED SUBGRAPHS AND TREE DECOMPOSITIONS XVIII. 5

Interrupted constellations form a slight extension of another construction from [2, 3], and
zigzagged constellations are a fairly substantial generalization of a construction from [7, 11]
(see [5] for further discussion).

2.2. The main result. With the above definitions in hand, we are now ready to state the
main result of this paper:

Theorem 2.1. For all d, r, l, l′, s, s′ ∈ N, there is a constant f2.1 = f2.1(d, r, l, l
′, s, s′) such

that if G is a graph with pw(G) > f2.1, then one of the following holds.
(a) There is an induced subgraph of G isomorphic to Kr+1, Kr,r, a subdivision of T2,2r or

the line graph of a subdivision of T2,2r.
(b) There is a d-ample interrupted (s, l)-constellation in G.
(c) There is a d-ample 24r+1-zigzagged (s′, l′)-constellation in G.

Theorem 2.1 is “qualitatively” best possible, in the sense that:
• the outcomes of 2.1 themselves can have arbitrarily large pathwidth; and
• the statement of 2.1 will be false if any of the outcomes is omitted.

The first point is straightforward to check, and the second point is easily seen to be true
for 2.1(a). For 2.1(b) and 2.1(c), the second point follows from the two results below that
we proved in [5], and the fact that all constellations are K4-free, and all ample constellations
are K3,3-free.

Theorem 2.2 (Chudnovsky, Hajebi, Spirkl [5]). Let c be an ample interrupted constellation.
Then c has no induced subgraph isomorphic to any of the following.

• An ample q-zigzagged
(
3q + 6, 6

(
q+2
3

))
-constellation, where q ∈ N.

• A subdivision of T2,7 or the line graph of a subdivision of T2,7.

Theorem 2.3 (Chudnovsky, Hajebi, Spirkl [5]). Let q ∈ N and let c be an ample q-zigzagged
constellation. Then c has no induced subgraph isomorphic to any of the following.

• An ample interrupted (2q + 6, 1)-constellation.
• A subdivision of T2,64q2 or the line graph of a subdivision of T2,64q2.

As mentioned earlier, Theorem 2.1 is a consequence of Theorem 1.3 combined with the
main result of an earlier paper [5] in this series. For every r ∈ N, we denote by Wr×r the
r-by-r hexagonal grid, also known as the r-by-r wall (see Figure 5).

Theorem 2.4 (Chudnovsky, Hajebi, Spirkl [5]). For all d, l, l′, r, s, s′ ∈ N, there are constants
f2.4 = f2.4(d, l, l

′, r, s, s′) ∈ N and g2.4 = g2.4(d, l, l
′, r, s, s′) ∈ N such that for every graph G

with an induced minor isomorphic to Kf2.4,g2.4 one of the following holds.
(a) There is an induced subgraph of G isomorphic to Kr,r, a subdivision of Wr×r, or the

line graph of a subdivision of Wr×r.
(b) There is a d-ample interrupted (s, l)-constellation G.
(c) There is a d-ample 2r2-zigzagged (s′, l′)-constellation in G.

In addition to Theorem 2.4, we need the following observation about the presence of binary
tree induced minors in walls (see Figure 5) and of general tree induced minors in binary trees
(see Figure 6). The proofs are easy and we omit them.
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Figure 5. The graph W8×8, and an induced subgraph of it isomorphic to a
proper subdivision of T2,3 (as in 2.5(a) for r = 3).

Figure 6. An induced T4,2-model in T2,4 (as in 2.5(b) for d = r = 2).

Observation 2.5. The following hold for all d, r ∈ N.
(a) There is an induced subgraph of W2r×2r isomorphic to a proper subdivision of T2,r.

Also, there is an induced subgraph of the line graph of W2r×2r isomorphic to the line
graph of a proper subdivision of T2,r. Consequently, if W is a subdivision of W2r×2r ,
then both W and its line graph have an induced minor isomorphic to T2,r.

(b) There is an induced minor of T2,dr isomorphic to T2d,r.

We will also use the following from [10]:

Lemma 2.6 (Hickingbotham [10]). For every r ∈ N, if G is a graph with an induced minor
isomorphic to T2,8r, then G has an induced subgraph isomorphic to either a subdivision of
T2,r or the line graph of a subdivision of T2,r.

Let us now deduce Theorem 2.1:

Proof of Theorem 2.1. Let
ϕ = f2.4(d, l, l

′, 22r, s, s′)

and let
γ = g2.4(d, l, l

′, 22r, s, s′).
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We claim that

f2.1 = f2.1(d, l, l
′, r, s, s′) = f1.3(max{r, ϕ, γ}, T2,16r)

satisfies the theorem.
Let G be a graph of pathwidth larger than f2.1. From Theorem 1.3, it follows that G

has a subgraph isomorphic to Kr+1, an induced minor isomorphic to Kϕ,γ or an induced
minor isomorphic to T2,16r. In the former case, 2.1(a) holds. Also, if G has an induced
minor isomorphic to T2,16r, then by Lemma 2.6, G has an induced subgraph isomorphic to
either a subdivision of T2,2r or the line graph of a subdivision of T2,2r, and again 2.1(a) holds.
Therefore, we may assume that G has an induced minor isomorphic to Kϕ,γ. By the choice
of ϕ, γ, we can apply Theorem 2.4 to G. Note that 2.4(a) along with Observation 2.5(a) (and
the fact that 22r ≥ r) implies 2.1(a). Moreover, 2.4(b) directly implies 2.1(b), and 2.4(c)
directly implies 2.1(c). This completes the proof of Theorem 2.1. ■

3. Seedlings and overview of the proof of Theorem 1.3

Here we give an overview of the steps in the proof of Theorem 1.3, beginning with some
definitions.

Let G be a graph and let X, Y ⊆ V (G). An (X, Y )-path in G is a path P in G that has
an end in X and an end in Y , and subject to this property, V (P ) is minimal with respect
to inclusion. Equivalently, an (X, Y )-path P in G is a path in G such that either

• P has length zero and P ⊆ X ∩ Y ; or
• P has non-zero length, one end of P belongs to X \Y , the other end of P belongs to
Y \X, and we have P ∗ ∩ (X ∪ Y ) = ∅.

In particular, every (X, Y )-path P in G has an end in X and an end in Y . We call the
former the X-end of P and the latter the Y -end of P . So the unique vertex of a zero-length
(X, Y )-path P is both the X-end and the Y -end of P .

Next, we define what we call a “seedling,” a notion central to almost all of our proofs in
this paper. Let G be a graph and let λ ∈ N. A λ-seedling in G is a triple (A,L, Y ) with the
following specifications (see Figure 7):

• A is a path in G;
• Y ⊆ V (G) \ A; and
• L is a set of λ pairwise disjoint (NG(A), Y )-paths in G \ A.

It follows in particular that A ∩ V (L) = ∅, and for every L ∈ L, the N(A)-end of L is the
only vertex in L with a neighbor in A.

By a seedling in G we mean a λ-seedling in G for some λ ∈ N. Two seedlings (A,L, Y )
and (A′,L′, Y ′) in a graph G are disjoint if (A ∪ V (L)) ∩ (A′ ∪ V (L′)) = ∅. We say that a
seedling (A,L, Y ) in G is κ-rigid, where κ ∈ N, if there is no set K of κ pairwise anticomplete
(N(A), Y )-paths in G such that V (K) ⊆ V (L).

For t ∈ N, we say that a graph G is t-tidy if G is Kt+1-free and has no induced minor
isomorphic to Kt,t. Then Theorem 1.3 says for all t ∈ N and every forest H, every t-tidy
graph of sufficiently large pathwidth has an induced minor isomorphic to H. Roughly, the
proof of Theorem 1.3 is in three steps. The first step is to prove the following. Note that
g3.1 does not depend on λ.
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Y

NG(A)

A

L1 L2 L3 L4

Figure 7. A 4-seedling (A, {L1, L2, L3, L4}, Y ).

Theorem 3.1. For all d, r, t, λ ∈ N, there are constants f3.1 = f3.1(d, r, t, λ) ∈ N and
g3.1 = g3.1(d, r, t) ∈ N such that for every t-tidy graph G with pw(G) > f3.1 one of the
following holds.

(a) G has an induced minor isomorphic to Td,r.
(b) There is a λ-seedling in G which is g3.1-rigid.

The second step is to prove the following. Note, again, that g3.2 does not depend on λ
(nor on δ; but that does not matter much).

Theorem 3.2. For all t, δ, λ, κ ∈ N, there are constants f3.2 = f3.2(t, δ, λ, κ) ∈ N and
g3.2 = g3.2(t, κ) ∈ N with the following property. Let G be a t-tidy graph and let (A,L, Y )
be an f3.2-seedling in G which is κ-rigid. Then there are δ pairwise disjoint λ-seedlings
(A1,L1, Y1), . . . , (Aδ,Lδ, Yδ) in G \ A with the following specifications.

(a) The paths A1, . . . , Aδ are pairwise anticomplete in G.
(b) For every i ∈ Nδ, we have:

• A and Ai are not anticomplete in G;
• A and V (Li) are anticomplete in G; and
• (Ai,Li, Yi) is g3.2-rigid.

The third (and last) step is to use Theorem 3.2 to prove the following by induction on r:

Theorem 3.3. For all d, r, t, κ ∈ N, there is a constant f3.3 = f3.3(d, r, t, κ) ∈ N with the
following property. Let G be a t-tidy graph and let (A,L, Y ) be an f3.3-seedling in G which
is κ-rigid. Then there is an induced Td,r-model in G[A ∪ V (L)] where A is the branch set
associated with the root of Td,r.

Now Theorem 1.3 is almost immediate from Theorems 3.1 and 3.3:

Proof of Theorem 1.3. Let |V (H)| = h. Let

κ = g3.1(h, h, t);

λ = f3.3(h, h, t, κ).
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We claim that
f1.3 = f1.3(t,H) = f3.1(h, h, t, λ)

satisfies the theorem.
Let G be a t-tidy graph with pw(G) > f1.3. We will show that G has an induced minor

isomorphic to H. Let H+ be a tree obtained from H by adding a vertex with exactly one
neighbor in each component of H. Then H is an induced subgraph of H+. Also, H+ has
both maximum degree and radius at most |V (H+)|−1 = h. It follows that H+, and so H, is
isomorphic to an induced subgraph of Th,h. Thus, it suffices to prove that G has an induced
minor isomorphic to Th,h.

Now, since G has pathwidth more than f3.1(h, h, t, λ), it follows from Theorem 3.1 that
either G has an induced minor isomorphic to Th,h, or there is a λ-seedling in G which is
κ-rigid (recall that κ = g3.1(h, h, t)). In the former case, we are done. In the latter case,
since λ = f3.3(h, h, t, κ), it follows from Theorem 3.3 that G has an induced minor isomorphic
to Th,h. This completes the proof of Theorem 1.3. ■

It remains to prove Theorems 3.1, 3.2 and 3.3, which we will do in Sections 4, 5 and 6.

4. Planting a seedling

In this section, we prove Theorem 3.1. We need a few results from the literature.

Theorem 4.1 (Ramsey [12]). For all s, t ∈ N, every graph on at least st vertices has either
a stable set of cardinality s or a clique of cardinality t+ 1.

Theorem 4.2 (Hickingbotham [10]). For all r, s ∈ N, there is a constant f4.2 = f4.2(r, s)
such that every graph G with pw(G) > f4.2 has either an induced minor isomorphic to T2,r
or a minor isomorphic to Ks.

We also need Theorem 4.3 below from [1], which we have also used in several earlier papers
of this series.

Let X be a set. We denote the set of all subsets of X by 2X and the set of all k-subsets of
X, where k ∈ N, by

(
X
k

)
. Let k, l ∈ N and let G be a graph. A (k, l)-block in G is a pair (B,P)

where B ⊆ V (G) with |B| ≥ k and P :
(
B
2

)
→ 2V (G) is map such that P{x,y} = P({x, y}), for

each 2-subset {x, y} of B, is a set of at least l pairwise internally disjoint paths in G from x
to y. We say that (B,P) is strong if for all distinct 2-subsets {x, y}, {x′, y′} of B, we have
V (P{x,y}) ∩ V (P{x′,y′}) = {x, y} ∩ {x′, y′}; that is, each path P ∈ P{x,y} is disjoint from each
path P ′ ∈ P{x′,y′}, except P and P ′ may share an end.

Let t ∈ N. We say that a graph G is t-clean if G has no induced subgraph isomorphic to
Kt+1, Kt,t, a subdivision of Wt×t or the line graph of a subdivision of Wt×t.

Theorem 4.3 (Abrishami, Alecu, Chudnovsky, Hajebi, Spirkl [1]). For all k, l, t ∈ N, there
is a constant f4.3 = f4.3(k, l, t) ∈ N such that for every t-clean graph G with tw(G) > f4.3,
there is a strong (k, l)-block in G.

Finally, we need a lemma from [6]:
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Lemma 4.4 (Chudnosvky, Hajebi, Spirkl [6]). For all s, t, ρ, σ ∈ N, there are constants
f4.4 = f4.4(s, t, ρ, σ) ∈ N and g4.4 = g4.4(s, ρ, σ) ∈ N with the following property. Let G
be a Kt+1-free graph and let (B,Q) be a strong (f4.4, g4.4)-block in G such that for every
{x, y} ⊆ B, the paths (Q∗ : Q ∈ Q{x,y}) are pairwise anticomplete in G. Then one of the
following holds.

(a) There is an induced subgraph of G isomorphic to a proper subdivision of Ks.
(b) There is an induced minor of G isomorphic to Kρ,σ.

Now we can prove the main result of this section, which we restate:

Theorem 3.1. For all d, r, t, λ ∈ N, there are constants f3.1 = f3.1(d, r, t, λ) ∈ N and
g3.1 = g3.1(d, r, t) ∈ N such that for every t-tidy graph G with pw(G) > f3.1 one of the
following holds.

(a) G has an induced minor isomorphic to Td,r.
(b) There is a λ-seedling in G which is g3.1-rigid.

Proof. Let
ϕ = ϕ(d, r, t) = f4.4(rd

r + 1, t, t, t)

and let
ψ = ψ(d, r, t, λ) = f4.3(ϕ

t, λ,max{2dr, t}).
We claim that

f3.1 = f3.1(d, r, t, λ) = f4.2(dr, ψ + 2)

and
g3.1 = g3.1(d, r, t) = g4.4(rd

r + 1, t, t)

satisfy the theorem.
Let G be a t-tidy graph with pw(G) > f3.1. Suppose for a contradiction that neither

3.1(a) nor 3.1(b) holds; that is, G has no induced minor isomorphic to Td,r, and there is no
λ-seedling in G which is g3.1-rigid.

(1) G has no induced minor isomorphic to T2,dr. Also, G is max{2dr, t}-clean.

Since G has no induced minor isomorphic to Td,r, it follows from Observation 2.5(b) (and
the fact that 2d > d) that G has no induced minor isomorphic to T2,dr. This, along with
Observation 2.5(a), implies that G has no induced subgraph isomorphic to a subdivision of
W2dr×2dr or the line graph of a subdivision of W2dr×2dr . Also, recall that G is Kt+1-free and
Kt,t-free. Therefore, G is max{2dr, t}-clean. This proves (1).

Since pw(G) > f3.1, it follows from Theorem 4.2, the choice of f1.3 and the first bullet of
(1) that G has a minor isomorphic to Kψ+2; in particular, we have tw(G) ≥ tw(Kψ+2) = ψ
[8]. Moreover, by the second bullet of (1), G is max{2dr, t}-clean. Thus, by Theorem 4.3
and the choice of ψ, there is (ϕt, λ)-strong block (B,P) in G.

Since G is Kt+1-free, it follows from Theorem 4.1 that there is a stable set S ⊆ B in G
with |S| = ϕ. We further claim that:
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(2) For every {x, y} ⊆ S, there is a set Q{x,y} of g3.1 paths in G between x and y such that
V (Q{x,y}) ⊆ V (P{x,y}) and the paths (Q∗ : Q ∈ Qx,y) are pairwise anticomplete in G.

Since S is a stable set, it follows that NG(y) ⊆ V (G) \ {x}, and the paths in P{x,y}
have non-empty interiors; in particular, L{x,y} = {P ∗ : P ∈ P{x,y}} is a set of λ pairwise
disjoint (NG(x), NG(y))-paths in G. Thus, ({x},L{x,y}, NG(y)) is a λ-seedling in G. On the
other hand, recall the assumption that there is no λ-seedling in G which is g3.1-rigid. It
follows that ({x},L{x,y}, NG(y)) is not g3.1-rigid, and so there is a set K{x,y} of g3.1 pairwise
disjoint and anticomplete (NG(x), NG(y))-paths in G with V (K{x,y}) ⊆ V (L{x,y}). But now
Q{x,y} = {{x, y} ∪ K : K ∈ K{x,y}} is a set of g3.1 paths in G between x and y such that
V (Q{x,y}) ⊆ V (P{x,y}) and the paths (Q∗ : Q ∈ Qx,y) are pairwise anticomplete in G. This
proves (2).

Henceforth, for every 2-subset {x, y} of S, let Q{x,y} be as given by (2). Then (S,Q) is
a strong (ϕ, g3.1)-block in G such that for every {x, y} ⊆ S, the paths (Q∗ : Q ∈ Qx,y) are
pairwise anticomplete in G. Since G is Kt+1-free with no induced minor isomorphic to Kt,t,
it follows from Lemma 4.4 and the choice of ϕ and g3.1 that G has an induced subgraph
isomorphic to a proper subdivision of Krdr+1. In particular, since |V (Td,r)| ≤ rdr + 1, it
follows that G has an induced subgraph isomorphic to a (proper) subdivision of Td,r. But
then G has an induced minor isomorphic to Td,r, contrary to the assumption that 3.1(a) does
not hold. This completes the proof of Theorem 3.1. ■

5. Growing a seedling

In this section, we prove Theorem 3.2. The main tool is Lemma 5.1 below about digraphs.
So we start by clarifying our digraph terminology.

By a digraph we mean a pair D = (V (D), E(D)) where D is a finite set of vertices and
E(D) ⊆ (V (D)× V (D)) \ {(v, v) : v ∈ V (D)} is the set of edges. In particular, our digraphs
are loopless and allow at most one edge in each direction between every two vertices. Let
D be a digraph. For (u, v) ∈ E(D), we say that v is an out-neighbor of u and u is an
in-neighbor of v. The out-degree (in-degree) of a vertex v ∈ V (D) is the number of its
out-neighbors (in-neighbors). The underlying graph of D is the graph G with V (G) = V (D)
and E(G) = {uv : (u, v) ∈ E(D) or (u, v) ∈ E(D)}. A stable set in D is a stable set in the
underlying graph of D. For X ⊆ V (D), we denote by D[X] the digraph with vertex set X
and edge set E(D)∩ (X ×X). It follows that the underlying graph of D[X] is the subgraph
of the underlying graph of D induced by X.

We need the following lemma; 5.1(a) is well-known, but we include a proof for the sake of
completeness.

Lemma 5.1. Let q, r, s ∈ N and let D be a digraph. Then the following hold.
(a) If D has at least 2rs vertices of out-degree at most r, then there is a stable set of

cardinality s in D.
(b) If there are at least 2qrs vertices of out-degree at least qr in D, then there is an

s-subset S of V (D) with the following property: for every q-subset {v1, . . . , vq} of
S, there are q pairwise disjoint r-subsets R1, . . . , Rq of V (D) \ S such that for each
i ∈ Nq, every vertex in Ri is an out-neighbor of vi.
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Proof. We prove 5.1(a) by induction on s (for fixed r). The case s = 1 is trivial, so assume
that s ≥ 2. Choose a set X of exactly 2rs vertices, each with out-degree at most r in D.
Let D1 = D[X]. Then D1 is a digraph in which every vertex has out-degree at most r. Let
G1 be the underlying graph of D1. It follows that both D1 and G1 have at most 2r2s edges.
There are two cases to consider. First, assume that some vertex v has degree at most 2r− 1
in G1. Let D2 = D[X \ (NG1(v) ∪ {v})]. Then we have |V (D2)| = |X| − |NG1(v) ∪ {v}| ≥
2rs−2r ≥ 2r(s−1), and every vertex of D2 has out-degree at most r in D2. By the inductive
hypothesis applied to D2, there is a stable set S in D2 of cardinality s − 1. But now since
S ⊆ V (D2) = X \ (NG1(v) ∪ {v}), it follows that S ∪ {v} is stable set of cardinality s in D,
as desired. Second, assume that every vertex in G1 has degree at least 2r. Then, since G1

has 2rs vertices and at most 2r2s edges, it follows G1 is a 2r-regular graph (on 2rs vertices),
and so by Brook’s theorem [4], G1 admits a 2r-coloring. Therefore, there is a stable set of
cardinality 2rs/2r = s in G1, and so in D. This proves 5.1(a).

Next, we prove 5.1(b), and for that we will use 5.1(a) which we just proved above. Let Y
be the set of all vertices of out-degree at least qr in D; thus, |Y | ≥ 2qrs. For each vertex
y ∈ Y , choose a set Qy of exactly qr out-neighbors of y in D. Let D′ be the digraph with
V (D′) = V (D) and E(D′) =

⋃
y∈Y {(y, z) : z ∈ Qy}. Then E(D′) ⊆ E(D). Moreover, for

every y ∈ Y , the set Qy is exactly the set of all out-neighbors of y in D′. In particular, y has
out-degree exactly qr in D′, and so y has out-degree at most qr in D′[Y ]. Since |Y | ≥ 2qrs,
it follows from 5.1(a) applied to D′[Y ] that there is a stable set S in D′[Y ] of cardinality s.
In other words, S is a stable set in D′ with |S| = s and S ⊆ Y . From this and the definition
of D′, we deduce that for every y ∈ S ⊆ Y , we have Qy ⊆ V (D′) \ S = V (D) \ S.

Now, let {v1, . . . , vq} be a q-subset of S ⊆ Y . Since |Qv1| = · · · = |Qvq | = qr, it follows that
for every i ∈ Nq−1, we have |Qvi+1

|−ir ≥ r. In particular, there are r-subsets of R1, . . . , Rq of
Qv1 , . . . , Qvq , respectively, such that for every i ∈ Nq−1, we have Ri+1 ⊆ Qvi+1

\(R1∪· · ·∪Ri).
It follows that R1, . . . , Rq are pairwise disjoint. Moreover, for every i ∈ Nq, since Ri is an
r-subset Qvi , it follows that Ri is an r-subset of V (D) \ S and every vertex in Ri is an
out-neighbor of vi. This completes the proof of Lemma 5.1. ■

The following lemma involves several applications of Lemma 5.1, and is the heart of the
proof of Theorem 3.2 (see Figure 8).

Lemma 5.2. Let t, δ, λ ∈ N, let G be a Kt+1-free graph and let L0 be a set of pairwise
disjoint paths in G with

|L0| =
(
10δt+3λ3

)t
such that no two paths L,L′ ∈ L0 are anticomplete in G. For each L ∈ L0, let xL, yL be a
labelling of the ends of L (where xL = yL is possible). Then there are δ paths L1, . . . , Lδ ∈ L0

along with a vertex zLi
∈ Li for each i ∈ Nδ, as well as δ pairwise disjoint λ-subsets L1, . . . ,Lδ

of L0 \ {L1, . . . , Lδ}, such that the following hold.
(a) The paths (xLi

-Li-zLi
: i ∈ Nδ) are pairwise anticomplete in G.

(b) For each i ∈ Nδ, every path L ∈ Li contains a vertex wL distinct from xL such that
wL is the only vertex in wL-L-yL with a neighbor in xLi

-Li-zLi
.
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yLiyL1 yLδ

xLi

wL

yL

Li

L ∈ Li

L1 Lδ

xL1 xLδxL

zLizL1 zLδ

L1 Li Lδ

Figure 8. Lemma 5.2. Dashed lines represent paths of arbitrary length
(possibly zero).

Proof. Since G is Kt+1-free, it follows from Theorem 4.1 that there exists K1 ⊆ L0 with

|K1| = 10δt+3λ3

such that {xL : L ∈ L0} is a stable set in G. Let D1 be the digraph with V (D1) = K1 such
that for distinct L,L′ ∈ K, we have (L,L′) ∈ E(D1) if and only if xL has a neighbor in L′.

Suppose thatD1 has at least 2δ2λ vertices of out-degree at least δλ. Applying Lemma 5.1(b)
toD1 (with r = δλ and q = s = δ), we deduce that there is a δ-subset {L1, . . . , Lδ} of K1 ⊆ L0

as well as δ pairwise disjoint λ-subsets L1, . . . ,Lδ of K1 \ {L1, . . . , Lδ} ⊆ L0 \ {L1, . . . , Lδ}
such that for each i ∈ Nδ, the vertex xLi

has neighbors in every path in Li. Moreover, since
{xL : L ∈ K1} is a stable set in G, it follows that:

• {xLi
: i ∈ Nδ} is a stable set in G; and

• for each i ∈ Nδ and every L ∈ Li, traversing L from yL to xL, the first neighbor wL of
xLi

in L is distinct from xL. In particular, wL is the only neighbor of xLi
in wL-L-yL.

But now we are done by setting zLi
= xLi

for every i ∈ Nδ.

Henceforth, assume that there are at most 2δ2λ vertices of out-degree at least δλ in D1.
Since 2δ2λ ≤ 2δt+3λ3, it follows that there are at least |V (D1)| − 2δt+3λ3 = 8δt+3λ3 vertices
of out-degree at most δλ in D1. Thus, applying Lemma 5.1(a) to D1 (with r = δλ and
s = 4δt+2λ2), it follows that there is a stable set K2 ⊆ K1 = V (D1) in D1 with

|K2| = 4δt+2λ2.

Specifically, we have:

(3) For all distinct L,L′ ∈ K2, the end xL of L is anticomplete to L′ in G.

Recall also that no two paths L,L′ ∈ K2 ⊆ L0 are anticomplete in G. In particular,
since |K2| = 4δt+2λ2 > δλ, it follows that for every L ∈ K2, there are at least δλ paths
L′ ∈ K2 \ {L} such that L,L′ are not anticomplete in G. This, combined with (3), implies
that:
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(4) For every L ∈ K2, there are distinct and adjacent vertices z−L , zL ∈ L such that L traverses
xL, z

−
L , zL, yL in order (where xL = z−L and zL = yL are both possible), and the following hold.
• There are at least δλ paths L′ ∈ K2 \ {L} for which xL-L-zL and L′ are not

anticomplete in G.
• There are at most δλ paths L′ ∈ K2 \ {L} for which xL-L-z−L and L′ are not

anticomplete in G.

Next, let D2 be the digraph with V (D2) = K2 such that for all distinct L,L′ ∈ K2, we
have (L,L′) ∈ E(D2) if and only if xL-L-zL and L′ are not anticomplete in G.

By the first bullet of (4), every vertex has out-degree at least δλ in D2. Recall also that
|V (D2)| = |K2| = 4δt+2λ2. Thus, applying Lemma 5.1(b) to D2 (with q = δ, r = λ and
s = 2δt+1λ), it follows that:

(5) There is a (2δt+1λ)-subset K3 of K2 = V (D2) with the following property: for every
δ-subset {L1, . . . , Lδ} of K3, there are δ pairwise disjoint λ-subsets L1, . . . ,Lδ of K2 \ K3

such that for all i ∈ Nδ and L ∈ Li, the paths xLi
-Li-zLi

and L are not anticomplete in G.

From now on, let K3 be as given by (5). We claim that:

(6) There is a δ-subset {L1, . . . , Lδ} of K3 for which (xLi
-Li-zLi

: i ∈ Nδ) are pairwise
anticomplete in G.

To see this, let D3 be the digraph with V (D3) = K3 such that for all distinct L,L′ ∈ K3, we
have (L,L′) ∈ E(D3) if and only if xL-L-z−L and L′ are not anticomplete in G. Since K3 ⊆ K2,
it follows from the second bullet of (4) that every vertex in D3 has out-degree at most δλ.
Recall also that by (5), we have |V (D3)| = |K3| = 2δt+1λ. Thus, applying Lemma 5.1(a)
to D3 (with r = δλ and q = δt), we deduce that there is a stable set K4 ⊆ K3 = V (D3) of
cardinality δt in D3. It follows that for all distinct L,L′ ∈ K4, the paths xL-L-z−L and L′

are anticomplete in G; in particular, xL-L-z−L and xL′-L′-zL′ are anticomplete in G. Also,
since |K4| = δt and since G is Kt+1-free, it follows from Theorem 4.1 that there are δ
paths L1, . . . , Lδ ∈ K4 ⊆ K3 for which {zLi

: i ∈ Nδ} is a stable set in G. But now
(xLi

-Li-zLi
: i ∈ Nδ) are pairwise anticomplete in G. This proves (6).

We can now finish the proof. Let {L1, . . . , Lδ} be the δ-subset of K3 given by (6). By
(5), there are δ pairwise disjoint λ-subsets L1, . . . ,Lδ of K2 \ K3 ⊆ K2 \ {L1, . . . , Lδ} ⊆
L0 \ {L1, . . . , Lδ}, such that for all i ∈ Nδ and L ∈ Li, the paths xLi

-Li-zLi
and L are not

anticomplete in G. Moreover,
• By (6), the paths (xLi

-Li-zLi
: i ∈ Nδ) are pairwise anticomplete in G.

• For all i ∈ Nδ and L ∈ Li, since Li, L ∈ K2 ⊆ K1, it follows from (3) that traversing
L from yL to xL, the first vertex wL in L with a neighbor in xLi

-Li-zLi
is distinct from

xL. In particular, wL is the only vertex in wL-L-yL with a neighbor in xLi
-Li-zLi

.
But now (Li, zLi

,Li : i ∈ Nδ) satisfy 5.2(a) and 5.2(b). This completes the proof of
Lemma 5.2. ■

We need one more lemma. The proof relies on the product version of Ramsey’s theorem:
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Theorem 5.3 (Graham, Rothschild, Spencer [9]). For all n, q, r ∈ N, there is a constant
f5.3 = f5.3(n, q, r) ∈ N with the following property. Let U1, . . . , Un be n sets, each of
cardinality at least f5.3 and let W be a non-empty set of cardinality at most r. Let Φ be
a map from the Cartesian product U1 × · · · × Un to W . Then there exist i ∈ W and a
q-subset Zj of Uj for each j ∈ Nn, such that for every z ∈ Z1 × · · · × Zn, we have Φ(z) = i.

We will use the following both here and in the next section:

Lemma 5.4. For all r, s, t ∈ N, there is a constant f5.4 = f5.4(r, s, t) ∈ N with the following
property. Let G be a graph with no induced Kt,t-model and let U be a set of pairwise disjoint
connected induced subgraphs of G. Assume that there is a 2rt-subset A of U as well as 2rt
pairwise disjoint f5.4-subsets (BU : U ∈ A) of U \ A such that

• the sets in A are pairwise anticomplete in G; and
• for every U ∈ A, the sets in BU are pairwise anticomplete in G.

Then there are A1, . . . , Ar ∈ A along with an s-subset Bi of BAi
for each i ∈ Nr, such that

(Ai ∪ V (Bi) : i ∈ Nr) are pairwise anticomplete in G. In particular, we have f5.4 ≥ s.

Proof. Let

f5.4 = f5.4(r, s, t) = f5.3

2rt,max{s, t}, 2
4r2t2

(
2rt

2

) .

Fix an enumeration A = {U1, . . . , U2rt}. For every z = (B1, . . . , B2rt) ∈ BU1 × · · · × BU2rt ,

• let Ez be the set of all ordered pairs (i, j) ∈ N2rt × N2rt with i ̸= j for which Bi and
Uj are not anticomplete in G; and

• let E ′
z ∈ G be the set of all 2-subsets {i, j} of N2rt for which Bi and Bj are not

anticomplete in G.

It follows that the function Φ : BU1 ×· · ·×BU2rt → 2N2rt×N2rt ×2(
N2rt
2 ) with Φ(z) = (Ez, E

′
z)

is well-defined. By Theorem 5.3 and the choice of f5.4, we obtain E ⊆ N2rt × N2rt and
E ′ ⊆

(N2rt

2

)
, as well as a max{s, t}-subset B′

Ui
of BUi

for each i ∈ N2rt, such that for every
z ∈ B′

U1
× · · · × B′

U2rt
, we have Φ(z) = (E,E ′).

Let D be the digraph with vertex set N2rt and edge set E. We claim that:

(7) Every vertex in D has out-degree less than t.

Suppose not. Then there are i, j1, . . . , jt ∈ N2rt such that (i, j1), . . . , (i, jt) ∈ E. Since
|B′

Ui
| = max{s, t}, we may choose t distinct setsX1, . . . , Xt ∈ B′

Ui
. It follows thatX1, . . . , Xt ∈

B′
Ui

⊆ BUi
are pairwise anticomplete in G. Recall also that Uj1 , . . . , Ujt ∈ A are pairwise

anticomplete in G. Moreover, for every z ∈ B′
U1

×· · ·×B′
U2rt

, since Φ(z) = (E,E ′), it follows
that Ez = E, and so (i, j1), . . . , (i, jt) ∈ Ez. In particular, for all k, l ∈ Nt, the sets Xk, Ujl
are not anticomplete in G. But now (X1, . . . , Xt, Uj1 , . . . , Ujt) is an induced Kt,t-model in G,
a contradiction. This proves (7).
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(8) E ′ = ∅.

Suppose that some 2-subset {i, j} of N2rt belongs to E ′. Since |B′
Ui
| = |B′

Uj
| = max{s, t},

we may choose t distinct sets X1, . . . , Xt ∈ B′
Ui

and t distinct sets Y1, . . . , Yt ∈ B′
Uj

. It follows
that X1, . . . , Xt ∈ B′

Ui
⊆ BUi

are pairwise anticomplete in G, and so are Y1, . . . , Yt ∈ B′
Uj

⊆
BUj

. Also, for every z ∈ B′
U1

× · · · ×B′
U2rt

, since Φ(z) = (E,E ′), it follows that E ′
z = E ′, and

so {i, j} ∈ E ′
z. In particular, for all k, l ∈ Nt, the sets Xk, Yl are not anticomplete in G. But

now (X1, . . . , Xt, Y1, . . . , Yt) is an induced Kt,t-model in G, a contradiction. This proves (8).

Since |V (D)| = 2rt, it follows from (7) and Lemma 5.1(a) that D contains a stable set
{k1, . . . , kr} ⊆ N2rt. For every i ∈ Nr, let Ai = Uki and choose an s-subset Bi of B′

Uki
⊆ BUki

(this is possible because |B′
Uki

| = max{s, t}). Recall that A1, . . . , Ar ∈ A are pairwise
anticomplete in G. Since {k1, . . . , kr} is a stable set in D, it follows that for all distinct
i, j ∈ Nr, we have (i, j) /∈ E, and so Ai and V (Bj) are anticomplete in G. Also, by (8), the
sets V (B1), . . . , V (Br) are pairwise anticomplete in G. But now (Ai ∪ V (Bi) : i ∈ Nr) are
pairwise anticomplete in G. This completes the proof of Lemma 5.4. ■

We can now prove the main result of this section, which we restate:

Theorem 3.2. For all t, δ, λ, κ ∈ N, there are constants f3.2 = f3.2(t, δ, λ, κ) ∈ N and
g3.2 = g3.2(t, κ) ∈ N with the following property. Let G be a t-tidy graph and let (A,L, Y )
be an f3.2-seedling in G which is κ-rigid. Then there are δ pairwise disjoint λ-seedlings
(A1,L1, Y1), . . . , (Aδ,Lδ, Yδ) in G \ A with the following specifications.

(a) The paths A1, . . . , Aδ are pairwise anticomplete in G.
(b) For every i ∈ Nδ, we have:

• A and Ai are not anticomplete in G;
• A and V (Li) are anticomplete in G; and
• (Ai,Li, Yi) is g3.2-rigid.

Proof. Let

f3.2 = f3.2(t, δ, λ, κ) = κ

(
10(δ + 3tκ)t+3λ3

)t
;

and let
g3.2 = g3.2(t, κ) = f5.4(κ, 1, t).

Let G be a t-tidy graph and let (A,L, Y ) be an f3.2-seedling in G which is κ-rigid.

(9) There is a (10(δ + 3tκ)t+3λ3)
t-subset L0 of L such that no two paths L,L′ ∈ L0 are

anticomplete in G.

Let Γ be a graph with V (Γ) = L such that for distinct L,L′ ∈ L, we have LL′ ∈ E(Γ) if
and only if L and L′ are not anticomplete in G. Since |V (Γ)| = |L| = f3.2, it follows from
Theorem 4.1 that Γ contains either a stable set of cardinality κ or a clique of cardinality
(30(δ + 3tκ)t+3λ3)t. In the former case, there is a set K ⊆ L of κ pairwise anticomplete
(N(A), Y )-paths in G, a contradiction to the assumption that (A,L, Y ) is κ-rigid. So the
latter case holds; that is, there is a (30(δ+3tκ)t+3λ3)t-subset L0 of L such that no two paths
L,L′ ∈ L0 are anticomplete in G. This proves (9).
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Henceforth, let L0 ⊆ L be as given by (9). In particular, L0 is a set of pairwise disjoint
(N(A), Y )-paths in G, and so each path L ∈ L0 has an N(A)-end xL and a Y -end yL. We
apply Lemma 5.2 to L0 along with the labelling xL, yL of the ends of each path L ∈ L. Since
G is Kt+1-free and |L0| = (10(δ + 3tκ)t+3λ3)t, we deduce that:

(10) There is a (δ + 3tκ)-subset P of L0, a vertex zP ∈ P for each P ∈ P, and δ + 3tκ
pairwise disjoint λ-subsets (QP : P ∈ P) of L0 \ P, such that the following hold.

• The paths (xP -P -zP : P ∈ P) are pairwise anticomplete in G.
• For each P ∈ P, every Q ∈ QL contains a vertex wQ distinct from xQ such that wQ

is the only vertex in wQ-Q-yQ with a neighbor in xP -P -zP .

From now on, let P and (zP ,QP : P ∈ P) be as given by (10). For every P ∈ P , let

AP = xP -P -zP ;

let
LP = {wQ-Q-yQ : Q ∈ QP};

and let
YP = {yQ : Q ∈ QP}.

Then AP ⊆ P is a path in G \A and YP ⊆ V (G \A) \AP . Moreover, by the second bullet
of (10), for every Q ∈ QP , the path wQ-Q-yP is an (N(AP ), YP )-path in G \ AP , and so LP
is a set of λ pairwise disjoint (N(AP ), YP )-paths in G \AP . Note also that by construction,
(AP ∪ V (LP ) ∪ YP : P ∈ P) are pairwise disjoint subsets of V (L0) ⊆ G \ A. Therefore,

(11) The triples ((AP ,LP , YP ) : P ∈ P) are pairwise disjoint λ-seedlings in G \ A.

We also show that:

(12) The following hold.
• The paths (AP : P ∈ P) are pairwise anticomplete in G.
• For every P ∈ P, we have:

– A and AP are not anticomplete in G; and
– A and V (LP ) are anticomplete in G.

The first assertion is immediate from the first bullet of (10). We prove the second assertion.
Let P ∈ P . Then xP ∈ AP has a neighbor in A (because xP is the N(A)-end of P ), and so
A and AP are not anticomplete in G. Moreover, by the second bullet of (10), we have

V (LP ) ⊆
⋃

Q∈QP

Q \ {xQ}.

Recall also that each path Q ∈ QP is an (N(A), Y )-path in G \A where xQ is the N(A)-end
of Q, and so A and Q \ {xQ} are anticomplete in G. It follows that A and V (LP ) are
anticomplete in G. This proves (12).
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(13) There are P1, . . . , Pδ ∈ P such that (APi
,LPi

, YPi
) is g3.2-rigid for every i ∈ Nδ.

Suppose not. Recall that by (10), we have |P| = δ+3tκ. So there is 3tκ-subset A of P such
that for every P ∈ A, the λ-seedling (AP ,LP , YP ) in G\A is not g3.2-rigid. By definition, this
means for every P ∈ K, there is a set KP of g3.2 pairwise anticomplete (N(AP ), YP )-paths
in G with V (KP ) ⊆ V (LP ). Also, by the first bullet of (12), the paths (AP : P ∈ A) are
anticomplete. Since G has no induced Kt,t-model, and since g3.2 = f5.4(κ, 1, t), it follows
from Lemma 5.4 that there are P1, . . . , Pκ ∈ A as well as Ki ∈ KPi

for each i ∈ Nκ, such
that (APi

∪Ki : i ∈ Nκ) are pairwise anticomplete in G. Now, recall that for each i ∈ Nκ,
the vertex xPi

∈ APi
has a neighbor in A, and Ki ∈ KPi

is an (N(APi
), YPi

)-path in G, which
in turn implies that Ki has an end in YPi

⊆ Y . Consequently, for every i ∈ Nκ, there is an
(N(A), Y )-path Li in G with Li ⊆ APi

∪Ki. Moreover, we have

APi
∪Ki ⊆ Pi ∪ V (KPi

) ⊆ Pi ∪ V (LPi
) ⊆ Pi ∪ V (QPi

)

and so by (10), we have APi
∪Ki ⊆ V (L0) ⊆ V (L). But now K = {L1, . . . , Lκ} is a set of

κ pairwise anticomplete (N(A), Y )-paths in G with V (K) ⊆ V (L), violating the assumption
that the seedling (A,L, Y ) is κ-rigid. This proves (13).

Let {P1, . . . , Pδ} ⊆ P be as given by (13). For each i ∈ Nδ, let Ai = APi
, let Li = LPi

and let Yi = YPi
. From (11), (12) and (13), it follows that (A1,L1, Y1), . . . , (Aδ,Lδ, Yδ) are δ

pairwise disjoint λ-seedlings in G \ A satisfying both 3.2(a) and 3.2(b). This completes the
proof of Theorem 3.2. ■

6. From a seedling to a tree

In this section, we prove Theorem 3.3. As shown at the end of Section 3, this will conclude
the proof of Theorem 1.3.

Theorem 3.3. For all d, r, t, κ ∈ N, there is a constant f3.3 = f3.3(d, r, t, κ) ∈ N with the
following property. Let G be a t-tidy graph and let (A,L, Y ) be an f3.3-seedling in G which
is κ-rigid. Then there is an induced Td,r-model in G[A ∪ V (L)] where A is the branch set
associated with the root of Td,r.

Proof. First, for each r ∈ N, we define a function

ξr : N3 → N.
The definition is recursive in r, as follows. For r = 1, let

ξ1(a, b, c) = ba

for every (a, b, c) ∈ N3. For r ≥ 2, assuming the function ξr−1 is defined, let

ξr(a, b, c) = f3.2(a, 2ab, ξr−1(a, f5.4(b, b, a), g3.2(a, c)), c)

for every (a, b, c) ∈ N3. This concludes the definition of the functions (ξr : r ∈ N).
Back to the proof of 3.3, we will prove by induction on r ∈ N, that for all d, t, κ ∈ N,

f3.3 = f3.3(d, r, t, κ) = ξr(t, d, κ)

satisfies the theorem.
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Let G be a t-tidy graph and let (A,L, Y ) be an f3.3-seedling in G which is κ-rigid. Assume
that r = 1. Then we have |L| = f3.3(d, 1, t, κ) = ξ1(t, d, κ) = dt. For each L ∈ L, let xL be
the N(A)-end of L. Since G is Kt+1-free, it follows from Theorem 4.1 that there is a d-subset
{L1, . . . , Ld} of L for which {xL1 , . . . , xLd

} is a stable set in G. But now (A, {xL1}, . . . , {xLd
})

is an induced Td,1-model in G where A is the branch set associated with the root of Td,1.
Therefore, we may assume that r ≥ 2. Let

∆ = f5.4(d, d, t).

In particular, we have ∆ ≥ d. Let

Λ = ξr−1(t,∆, g3.2(t, κ)).

Then we have
|L| = f3.3(d, r, t, κ) = ξr(t, d, κ) = f3.2(t, 2dt,Λ, κ).

Applying Theorem 3.2 to (A,L, Y ), we deduce that:

(14) There are 2dt pairwise disjoint Λ-seedlings (A1,L1, Y1), . . . , (A2dt,L2dt, Y2dt) in G \ A
with the following specifications.

• The paths A1, . . . , A2dt are pairwise anticomplete in G.
• For every i ∈ N2dt, we have:

– A and Ai are not anticomplete in G;
– A and V (Li) are anticomplete in G; and
– (Ai,Li, Yi) is g3.2(t, κ)-rigid.

Moreover, for every i ∈ N2dt, since (Ai,Li, Yi) is a g3.2(t, κ)-rigid ξr−1(t,∆, g3.2(t, κ))-seedling
in G, it follows from the inductive hypothesis applied to (Ai,Li, Yi) that there is an induced
T∆,r−1-model (Ai,v : v ∈ V (T∆,r−1)) in G[Ai ∪ V (Li)] where Ai is the branch set associated
with the root of T∆,r−1.

Let u0 be the root of T∆,r−1; thus, we have Ai = Ai,u0 for every i ∈ N2dt. Let u1, . . . , u∆ be
the neighbors of u0 in T∆,r−1 and let T1, . . . , T∆ be the components of T∆,r−1\{u0} containing
u1, . . . , u∆, respectively. It follows that Ti, for each i ∈ N∆, is isomorphic to T∆,r−2 with root
ui (in particular, Ti is non-null because r ≥ 2). Moreover, since ∆ ≥ d, it follows that for
every i ∈ N∆, there is an induced subgraph T i of Ti isomorphic to Td,r−2 with root ui.

For each i ∈ N2dt and every j ∈ N∆, let

Bj
i =

⋃
v∈V (T j)

Ai,v.

Then B1
i , . . . , B

∆
i are pairwise anticomplete in G for every i ∈ N2dt. Also, by the first

bullet of (14), the sets A1, . . . , A2dt are pairwise anticomplete in G. Since ∆ = f5.4(d, d, t),
it follows from Lemma 5.4 that there is a d-subset I of N2dt as well as a d-subset Ji ⊆ N∆

for each i ∈ I, such that the d sets(
Ai ∪

(⋃
j∈Ji

Bj
i

)
: i ∈ I

)
are pairwise anticomplete in G.
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Now, for every i ∈ I, the subgraph of T∆,r−1 induced by {u0}∪(
⋃
j∈Ji V (T j)) is isomorphic

to Td,r−1. Also, by the second bullet of (14), the sets A and Ai = Ai,u0 are not anticomplete
in G, whereas A and

⋃
j∈Ji

⋃
v∈V (T j)Ai,v =

⋃
j∈Ji B

j
i ⊆ V (Li) are anticomplete in G. Hence,(

A;Ai,v : i ∈ I, v ∈ {u0} ∪

(⋃
j∈Ji

V (T j)

))
is an induced Td,r-model in G[A ∪ V (L)] where A is the branch set associated with the root
of Td,r. This completes the proof of Theorem 3.3. ■

References

[1] Tara Abrishami, Bogdan Alecu, Maria Chudnovsky, Sepehr Hajebi, and Sophie Spirkl. Induced
subgraphs and tree decompositions VII. Basic obstructions in H-free graphs. J. Combin. Theory Ser.
B, 164:443–472, 2024.

[2] Bogdan Alecu, Maria Chudnovsky, Sepehr Hajebi, and Sophie Spirkl. Induced subgraphs and tree
decompositions IX. Grid theorem for perforated graphs. Manuscript available at https://arxiv.org/
abs/2305.15615, 2023.

[3] Marthe Bonamy, Édouard Bonnet, Hugues Déprés, Louis Esperet, Colin Geniet, Claire Hilaire, Stéphan
Thomassé, and Alexandra Wesolek. Sparse graphs with bounded induced cycle packing number have
logarithmic treewidth. J. Combin. Theory Ser. B, 167:215–249, 2024.

[4] R. L. Brooks. On colouring the nodes of a network. Proc. Cambridge Philos. Soc., 37:194–197, 1941.
[5] Maria Chudnovsky, Sepehr Hajebi, and Sophie Spirkl. Induced subgraphs and tree decompositions XVI.

Complete bipartite induced minors. Manuscript available at https://arxiv.org/abs/2410.16495,
2024.

[6] Maria Chudnovsky, Sepehr Hajebi, and Sophie Spirkl. Induced subgraphs and tree decompositions XVII.
Anticomplete sets of large of treewidth. Manuscript available at https://arxiv.org/abs/2411.11842,
2024.

[7] James Davies. Appeared in an Oberwolfach technical report, DOI:10.4171/OWR/2022/1.
[8] Reinhard Diestel. Graph theory, volume 173 of Graduate Texts in Mathematics. Springer, Berlin, fifth

edition, 2018.
[9] Ronald L. Graham, Bruce L. Rothschild, and Joel H. Spencer. Ramsey theory. Wiley Series in Discrete

Mathematics and Optimization. John Wiley & Sons, Inc., Hoboken, NJ, paperback edition, 2013.
[10] Robert Hickingbotham. Induced subgraphs and path decompositions. Electron. J. Combin., 30(2):Paper

No. 2.37, 12, 2023.
[11] Andrei Cosmin Pohoata. Unavoidable induced subgraphs of large graphs. Senior thesis, Princeton

University, 2014.
[12] Frank P. Ramsey. On a Problem of Formal Logic. Proc. London Math. Soc. (2), 30(4):264–286, 1929.
[13] Neil Robertson and P. D. Seymour. Graph minors. I. Excluding a forest. J. Combin. Theory Ser. B,

35(1):39–61, 1983.
[14] Neil Robertson and P.D Seymour. Graph minors. v. excluding a planar graph. Journal of Combinatorial

Theory, Series B, 41(1):92–114, 1986.

https://arxiv.org/abs/2305.15615
https://arxiv.org/abs/2305.15615
https://arxiv.org/abs/2410.16495
https://arxiv.org/abs/2411.11842

	1. Introduction
	2. From induced minors to induced subgraphs
	2.1. Definitions
	2.2. The main result

	3. Seedlings and overview of the proof of Theorem 1.3
	4. Planting a seedling
	5. Growing a seedling
	6. From a seedling to a tree
	References

