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ABSTRACT. An independent set in a graph G is a set of pairwise non-adjacent vertices. A tree
decomposition of G is a pair (T, x) where T is a tree and x : V(T') — 2V(%) is a function satisfying
the following two axioms: for every edge uwv € V(G) there is a z € V(T') such that {u,v} C x(z),
and for every vertex u € V(G) the set {x € V(T') : u € x(X)} induces a non-empty and connected
subtree of T. The sets x(z) for x € V(T) are called the bags of the tree decomposition. The
tree-independence number of G is the minimum taken over all tree decompositions of G of the size
of the maximum independent set of the graph induced by a bag of the tree decomposition.

The study of graph classes with bounded tree-independence number has attracted much attention
in recent years, in part due its improtant algorithmic implications. A conjecture of Dallard, Milani¢
and Storgel, connecting tree-independence number to the classical notion of treewidth, was one of
the motivating problems in the area. This conjecture was recently disproved, but here we prove
a slight variant of it, that retains much of the algorithmic significance. As part of the proof we
introduce the notion of independence-containers, which can be viewed as a generalization of the set
of all maximal cliques of a graph, and is of independent interest.

Date: October 16, 2025.

¥ Department of Computer Science, University of California Santa Barbara, Santa Barbara, CA, USA..

TPrinceton University, Princeton, NJ, USA. Supported by NSF-EPSRC Grant DMS-2348219 and by AFOSR grant
FA9550-22-1-0083.



(TREEWIDTH, CLIQUE)-BOUNDEDNESS AND POLY-LOGARITHMIC TREE-INDEPENDENCE 1

1. INTRODUCTION

Tree decompositions are a key tool in structural graph theory and graph algorithms. For a graph
G = (V(G), E(Q)), a tree decomposition (T, x) of G consists of a tree T and a map x : V(T) — 2V ()
with the following properties: (i) For every vive € E(G), there exists t € V(T') with {v1,v2} C x(2),
(i1) For every v € V(G), the subgraph of T induced by {t € V(T') | v € x(t)} is non-empty and
connected. The width of a tree decomposition (7', x), denoted by w(T, x), is max,cy (1) [x(t)] — 1.
The treewidth of G, denoted by tw(G), is the minimum width of a tree decomposition of G. Bounded
treewidth is a fundamental graph property from both a structural [4, 2I] and an algorithmic [9]
perspective, for a recent survey see [17].

For a graph G and X C V(G) we denote by G[X] the subgraph of G induced by X, that is the
graph with vertex set X in which two vertices are adjacent if and only if they are adjacent in G. We
denote by G \ X the graph G[V(G) \ X]. A class of graphs is hereditary if it is closed under taking
induced subgraphs. Tree decompositions have traditionally been studied in the context of graph
minors, but in recent years their behavior in hereditary graph classes has come into the spotlight.
Additionally, more nuanced ways of measuring the complexity of a tree decompositions than just
its width have been considered (see e.g. [15]).

Tree-independence number, we which will define next, is one such complexity measure, which has
recently received substantial attention. An independent set in a graph G is a set of pairwise non-
adjacent vertices of G. The independence number a(G) of G is the maximum size of an independent
set in G. The independence number of a tree decomposition (7', x) of G is max,cy () a(G[x(1)])-
The tree-independence number of G, denoted twq(G), is the minimum independence number of a
tree decomposition of G. Tree-independence was first defined by Yolov [25], and independently
re-discovered by Dallard et al. [I0], who initiated the study of tree-indenepndence number in the
context of graphs whose treewidth is bounded by a function of their clique number. Both Yolov [25]
and Dallard et al. [I0] observed that the INDEPENDENT SET problem (given as input G, compute
a(G)), as well as a few other problems which are NP-hard on general graphs, can be solved in
polynomial time in graphs with bounded tree-independence number (even if a tree decomposition
of constant independence number is not explicitly given). Lima et al. [I8] added a number of
even more general problems to this list. Tree-independence number also has connections to coarse
geometry [II, [13].

Motivated by these considerations, Dallard et al. [I1] initiated the systematic study of graph
classes with bounded tree-independence number, namely graph classes C for which there exists a
universal constant ¢, such that every graph G € C satisfies tw,(G) < c¢. A clique in a graph G is a
set of pairwise adjacent vertices. For a graph G we denote by w(G) the largest size of a clique in G.
A hereditary class of graphs C is said to be (tw,w)-bounded if there exists a function f such that
tw(G) < f(w(Q) for every G € C. Such a function f is called a (tw,w)-bounding function for the
class C. We say that C is polynomially (tw,w)-bounded if there is a polynomal (tw,w)-bounding
function for C. By Ramsey’s theorem [20] graph classes of bounded tree-independence number are
polynomially (tw,w)-bounded. It was conjectured in [I1] that a converse implication holds as well.
This statement became know as ”Milani¢’s Conjecture”.

Conjecture 1.1. Let C be a hereditary graph class. Then, if there exists a function f such that
for every G € C it holds that tw(G) < f(w(Q)), then C has bounded tree-independence number.

Conjecture received a significant amount of attention in the graph theoretic community. It
was recently disproved by Chudnovsky and Trotignon [8] (even if f is a polynomial function).

For a function f : N — N, we say that f is poly-logarithmic if there exist positive integers c, d such
that f(n) < clog?n for every n > 3. We say that a hereditery graph class C has poly-logarithmic
tree-independence number if there exists a poly-logarithmic function f such that every G € C satisfies
two(G) < f(IV(G)]). A function f : N — N is quasi-polynomial if there exist positive integers ¢, d
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such that f(n) < cnlos for every n. Several of the algorithms mentioned above [10] 18, 25], most
prominently for INDEPENDENT SET, run in quasi-polynomial time when the input is restricted to a
graph class with poly-logarithmic tree-independence number. A quasi-polynomial time algorithm
for a problem, while not quite as efficient as a polynomial time algorithm, shows that the problem
is not NP-hard unless every problem in NP can be solved in quasi-polynomial time, a complexity
theoretic collapse that is viewed almost as unlikely as P=NP. We refer the reader to [7] for a
more detailed discussion of the algorithmic applications of poly-logarithmic bounds on the tree-
independence number.

Several graph classes have recently been shown to have poly-logarithic tree-independence number
([7], [6]), yielding the first quasi-polynomial time algorithms for INDEPENDENT SET on these graph
classes. We remark that the existence of a polynomial time algorithm for INDEPENDENT SET
for the graph class studied in [6] remains a prominent open problem in the field (see [6] and
references within). By now a number of graph classes with poly-logarithmic (but not bounded by a
constant) tree-independene number have been identified [24], [5]. This motivates a systematic study
of graph classes with poly-logarithmic tree-independence number. Our main result is in order to
determine if a graph class C has poly-logarithmic tree-independence number, it is enough to study
the dependence of treewidth on clique number in graphs in this class. We prove the following:

Theorem 1.1. Let C be a hereditary graph class. The following are equivalent:

(i) There exists a positive integer ¢ such that for every G € C on at least 3 vertices we have
twe(G) < (log [V(G)]).

(ii) There exists a postive integer co such that for every G € C on at least 3 vertices we have
twa(G) < (w(G)log [V(G)[).

(iii) There exists a positive integer cs such that for every G € C on at least 3 vertices we have
tw(G) < (w(G)log |V (G)|)s.

A step in the proof of theorem is the following result, which we believe to be of independent
interest. For two non-adjacent vertices a, b we say that X C V(G) separates a and b if {a,b}NX = 0,
and no component of G\ X contains both a and b. We prove:

Theorem 1.2. For every positive integer ¢ there exists an integer d = d(c) with the following
property. If C is a hereditary graph class such that for every G € C and for every two non-adjacent
vertices u,v € V(Q), there exists a set X C V(G) disjoint from {u,v} with | X| < (w(G)log |V (G)|)¢
that separates u from v, then for every G € C and for every two non-adjacent vertices u,v € V(G),
there exists a set X C V(G) disjoint from {u,v}, with a(X) < log?(|V(G)|), that separates u from
.

We note that in Theorem the implication () — (%) is trivial, while (i) — (i) follows
directly from Erdés and Hajnal’s results [12] regarding the Ramsey numbers in graphs excluding
a complete bipartite graph (see Section . The majority of this paper deals with proving the
implication (74) — (i), which can be viewed as a slightly weakened version of Conjecture

The starting point for our work is a recent approximation algorithm for computing the frac-
tional hypertreewidth of an input hypergraph, due to Korchemna et al [16]. Korchemna et al. [16]
developed a toolbox to deal with separation problems in a graph G, when given a family F of
cliques in G, and the task is to find separators in G that are covered by few sets in F. We start by
generalizing their arguments to the case when the sets in F have bounded independence number,
as opposed to being cliques.

Our second contribution is to initiate the study of independence-containers, a combinatorial ob-
ject which naturally shows up in our arguments, and which we believe is worth further investigation
in its own right. Let G be a graph. A vertex set F' covers a vertex set H if H C F. A family F of
vertex subsets of G' covers a vertex set H if there exists an F' € F that covers H. Let a and b be
positive integers. Then F is a (b, a)-container family of G if a(F') < a for every F' € F and F covers
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every vertex set H in G such that o(H) < b. Independence-containers are tangentially related to,
but should not be confused with, containers as used in the hypergraph container method [23], 3].

Independence-containers can be seen as a generalization of the family of all maximal cliques in
a graph G. (A clique C in a graph G is mazimal if no proper superset of C' is also a clique in G.)
It is easy to see that the unique inclusion minimal (1,1)-container family F in G is precisely the
set of all maximal cliques in G. The notion of (1, a)-container families generalizes the notion of
maximal cliques by allowing one to cover the cliques of G using sets of independence number at
most a. On the other hand (b, a)-container families require that every set H with independence
number at most b are covered, not only cliques. It is known that for every positive integer k there
exists an integer ¢ such that if a graph G excludes the kK5 as an induced subgraph (see Section
for a definition of the graph kK,,) then G has at most n’ maximal cliques [2]. On the other hand,
the kK has 2¥ maximal cliques, and a (1,2)-container family F of size 1, namely F = {V (kK>)}.
Thus, by relaxing which sets we can use to cover the cliques we (sometimes) can cover all the cliques
in G using many fewer sets. This raises the question of which classes of graphs have “efficient”
independence-containers in the sense that we would like |F| and the independence number a of the
sets in F to be as small as possible as a function of n and the independence b of the sets to be
covered. We characterize the hereditary classes of graphs that have independence-containers with
quasi-polynomial |F| and poly-logarithmic a: it is precisely the classes which exclude kK}, for at
least one k. Specifically, we prove the following.

Theorem 1.3. Let C be a hereditary class of graphs, and b : N — N be a poly-logarithmic function.
Then the following are equivalent:
(i) There exist a poly-logarithmic function a and a quasi-polynomial function f such that for
every n-vertex graph G € C, G has a (b(n),a(n))-container family F with |F| < f(n).
(ii) There exists a positive integer k such that kK ¢ C.

We leave it as an open problem if whether the bounds of Theorem [I.3|can be tightened when the
function b is upper bounded by a constant independent of n. In particular it would be interesting
to see whether it is possible in this case to improve the upper bound on a to a constant independent
of n, and the upper bound on the size of |F| to a polynomial in n. That said, such an improvement
would not have substantial implications for the bounds that we achieve for Theorem [I.1]

A class C of graphs is said to have polynomially many mazximal cliques if there exists a constant
¢ such that every n-vertex graph G in C has at most n¢ different maximal cliques. A version of
Theorem was proved (implicitly) in [6] for graph classes that have polynomually many maximal
cliques (it follows immediately from the proof of Theorem 3.1 in [6]). The proof of Theorem
uses a (1, a)-container family F instead of the set of all maximal cliques and applies our peviously
described results for separators covered by a family F of sets with bounded independence number.
The existence of a (1, a)-container family F with the desired parameters follows from Theorem (1.3
because every hereditary class C that satisfies the hypothesis of Theorem excludes the complete
bipartite grpah K ;, for some k, and hence also excludes 2Kj,.

The “only” difference between Theorem and the implication (i77) — (i) of Theorem is
that Theorem deals with u-v separators, while Theorem deals with balanced separators.
We take inspiration from the proof of Theorem and proceed as follows. First we observe that
every hereditary graph class C that satisfies (4ii) of Theorem excludes 2K; for some ¢, and
therefore also satisfies the assumption of Theorem Let F be the (1,a)-container family with
quasi-polynomial size and poly-logarithmic bound a on the independence number of the sets in F
obtained by applying Theorem

We aim to prove the implication (iii) — (i); to that end we prove the contrapositive. We start
with a graph G € C with “too large” tree-independence number and prove that G then contains
an induced subgraph G’ with w(G’) very small, and whose treewidth is large. Suppose now that
G € C has large tree-independence number. By the argument from the 4-approximation algorithm
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for treewidth of Robertson and Seymour [22] applied to tw, (see Lemma [8.3)), G contains a large
independent set I such that for every set S with a(S) < UL there exists a component C of G — S

40>
such that [T NC| > %'é‘.

We consider a variation of the integer linear program of Korchemna et al. [I6] for finding a
balanced separator S for I in G which is covered by few sets from F. If the optimum value of the
linear programming relaxation of this ILP is small, then the rounding procedure of Korchemna et al
(adapted to F with small independence number) yields that I has a balanced separator S covered
by few sets in F. Since each set in F has very small independence number this implies that the
independence number of S is also small compared to ||, contradicting the separation properties of

I stated above. Thus we may assume that the optimum value of this LP relaxation is large; say at
least f where f > lo‘gj—cln for an appropriately chosen integer ¢ (we may assume that n > 3).

We now consider a dual optimal solution to this LP, and re-interpret it as a probability distribu-
tion D on induced paths between vertices in I. We show that this distribution (essentially) satisfies

the following two properties: (i) for every set F' € F a path P sampled from D intersects F' with
217
3

probability at most 1/f, and (i¢) for every partition of I into (I1,I2) with max{|l;|, |I2|} <
the probability that one end of P is in I; and the other in 5 is at least %

We sample about f-log | F| paths Py, ..., P, from this distribution, and set G’ = G[IUUfZl V(P)].
With high probability I has no small balanced separator in G’ (so G’ has large treewidth), and no
set in F intersects more than GTK paths in the sample, which is upper bounded by a poly-logarithmic
function of n because F has quasi-polynomial size. However, this implies that w(G’) is small! In-
deed, consider a clique C' in G'. We have that C' C F for some F € F, since F is a (1, a)-container
family. There number of paths P; in the sample that intersect F' (and therefore C') is upper-bounded
by a poly-logarithmic funcnction of n, and each such path intersects C' in at most two vertices,
since the path is induced. Finally, |C' N I| <1 since C is a clique and [ is an independent set, and
thus we obtain a poly-logarithmic bound on |C|. Thus we found an induced subgraph G’ of G with
large treewidth and small w completing the proof of Theorem [I.1

Overview of the paper. In Section 2| we set up definitions and notation. In Section 3| we
prove Theorem We do not need the full power of Theorem in the rest of the paper, so a
reader only interested in the proof of Theorems and can read Lemma and proceed to the
next section. In Sections and [6] we prove the generalized versions of the results of Korchemna
et al [16] in the setting where F is a family of sets with bounded independence number rather than
cliques. The results proved in Sections 4] and [b| are used for the proof of Theorem while the
results of Sections [4] and [6] are used as tools for the proof of Theorem Section [7] contains the
sampling argument which is at the core of the proof of Theorem In Section |8 we combine the
tools developed so far and prove Theorems and We conclude with some final remarks and
open problems in Section [J]

2. PRELIMINARIES

We denote by n the number of vertices of the considered graph . For two set families F; and
Fa we define F1 @ Fo = {S1USy : S1 € F1,S2 € Fa}. We use [k] to denote the set {1,2,...,k}
for a positive integer k, and [z] to denote [[z]] for a positive real number z. Unless the base is
specified, logarithms are in base 2.

A clique in a graph G is a set of pairwise adjacent vertices. We use w(G) to denote the size of
the largest clique in G. For a positive integer ¢, K; denotes a clique on ¢ vertices. An independent
set in a graph G is a set of pairwise non adjacent vertices. We use a(G) to denote the size of the
largest independent set in G. With slight abuse of notations, «(S) is used to denote a(G[S]), for
a vertex subset S. A walk in a graph is a sequence of vertices in which each vertex is adjacent to
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the next, while a path is a walk in which every vertex is distinct. An A-B walk (respectively, A-B
path) is a walk (respectively, path) in which the first vertex belongs to A and the last to B. For
two disjoint vertex subsets A and B in G, A and B are anticomplete if there is no edge in G with
one endpoint in A and the other in B. The complement of a graph G is denoted by G and is the
graph with vertex set V(G) and edge set {u,v € V(G) : w # v and uv ¢ E(G)}. For a graph
G and positive integer k the graph kG is the graph obtained by taking k disjoint copies of G and
making the copies anticomplete to each other. The graph K, is defined as 2K;.

When Z is a vertex subset of G, G — Z denotes the graph induced by V(G)\ Z. We use N[Z] to
denote {u € V(G) | u € N[v], v € Z}. When clear from context, we use Z N H to mean Z NV (H),
where H is a subgraph of a graph G. For a positive real number ¢, a (Z, ¢)-balanced separator is a
vertex subset S such that every connected component of G —.S contains at most ¢-|Z| vertices from
Z. If A, B are vertex subsets, then an A-B separator is a vertex subset S such that every A-B path
in GG contains at least one vertex from S. Let F be a family of vertex subsets of G. A fractional
(A, B)-separator using F in G is an assignment {xp}pcr of non-negative real numbers to elements

of F such that >  pecr xp is at least one for every A—B path P. A fractional cover of Z using F
FNP#()
is an assignment {xr}recr of non-negative real numbers to elements of F such that Y perazp > 1

for every v € Z. The fractional cover number of Z with respect to F denoted fcov;%g ) is the
minimum of ) .. » xF over all fractional covers {xr}rer of Z. The cover number of Z using F,
denoted by covr(Z) is the size of the smallest subfamily ' of F such that every vertex of Z is
contained in some element of F/'. A family F of vertex subsets is a (b, a)-container family of G,
if a(F') < a for every element F' in F and for every vertex subset Z satisfying a(G[Z]) < b, there
exists some element F' of F such that H C F.

A Bernoulli random variable with success probability p, is one which takes the value 1 with
probability p, and 0 with probability 1 — p. We recall a version of the Chernoff bound. A stronger
version of this result, along with its full proof, is available in [19].

Proposition 2.1 ([14]; [19]). Let X1, X2,..., X, be independent Bernoulli random variables, and
let X = Eie[é} Xi. If R > 6 E[X], then

P[X > R] <27 &

3. INDEPENDENCE-CONTAINERS

A family F of vertex subsets in a graph G is an (b, a)-container family of G, if a(F) < a for
every element F in F and for every vertex subset H satisfying o(G[H]) < b, there exists some
element F of F such that H C F'. For a real p > 1 and non-negative real n we define @p(n) to be
log,(n) if n > 0 and 0 otherwise.

Lemma 3.1. There exists an integer ¢ with the following property. There exists an algorithm that
takes as input (G,w, k,b) where w and k are positive integers, b < w is a non-negative integer, and
G is a kK,-free graph. The algorithm runs in time (n + 1)(2w'@(")+k“’)k+b+1 -n® and outputs a
(b, a)-container family F such that |F| < (n+1)@1osmTkb)" 20 gn 4 < (90.Tog(n) + k+b)FHo+1,

Proof. We begin by describing the algorithm. If b = 0 the algorithm outputs F = {0}. If b > 1
and a(G) < w the algorithm outputs F = {V(G)}. Suppose now that b > 1 and o(G) > w. Define
p=(1- %)*1, and observe that 1 < p < 2. The algorithm considers the set H of all vertices
in G of degree at least n/p. We first check by brute force in time n®*2
independent set I of size w.

Suppose first such a set I exists. Observe that k > 1, because otherwise I is an induced kK, in
G. Define Q = (,c; N(v), and note that Q| >n— > _;|V(G) — N(v)| > § because every vertex
in I has degree at least n(1 — 5= ). We have that G[Q] is (k — 1) K,-free. Indeed, suppose that G[Q]

2w

whether H contains an
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contains a set Z inducing a (k — 1)K, then Z U I is an induced kK, in G, a contradiction. Thus,
the algorithm calls itself recursively on (G[Q], w, k — 1, b) and obtains a family F;. It also calls
itself recursively on (G — Q, w, k, b) and obtains a family F». The algorithm returns F = F; ® Fo.

If no independent set I of size w exists in H, then V(G)— H is non-empty since a(G) > w > a(H).
The algorithm iterates through every vertex v ¢ H and calls itself recursively on (G[N(v)], w, k,
b) and obtains a family F}. It also calls itself recursively on (G — N[v], w, k, b — 1) and obtains a
family F2. The algorithm then returns

F={H}® (U{{v}}@;ff@f;)

v¢H

This completes the description of the algorithm. Each recursive call of the algorithm is made on an
instance with strictly fewer vertices than G. Thus the algorithm always terminates and outputs a
non-empty family F. First we show that F covers every set with independence number at most b.

Claim 3.1.1. For every set S C V(G) such that a(S) < b there exists an X € F such that S C X.

Proof. We proceed by by induction on [V(G)|. If b = 0 then S = () and the statement of
holds. Similarly, if a(G) < w then F = {V(G)} so the statement of holds in this case
as well. We now consider the case that b > 0 and a(G) > w. Suppose first that there exists an
independent set I in H of size w. By the inductive hypothesis F; contains a set X; that contains
S N Q and similarly F5 contains a set X5 that contains S — Q). But then X; U X5 € F contains S.

Suppose now that no such independent set I exists. Since every set in F contains H we may
assume that S — H is non-empty. Let v be a vertex in S — H. By the induction hypothesis we have
that F7 contains a set X; such that SN N(v) C X;. Further, since S — N[v] contains no neighbors
of v we have that (S — N[v]) < a(S) —1 < b— 1. Thus, by the induction hypothesis F; contains
a set Xo such that S — N[v] C Xo. But then S C {v} U X; U X9 and {v} U X; U Xy € F, proving
the claim. ([l

Next we upper bound the independence numbers of the sets in F.

Claim 3.1.2. For every X € F we have that a(X) < Zw(@p(,g:k%) —w.

Proof. We proceed by induction on n. If b = 0 or a(G) < w then we have a(X) < w <

2w(l°gp(:lzk+b) — w. Suppose now that b > 1 and a(G) > w. Since w > 1 this implies that

n>a(G) > 2.
If H contains an independent set I of size w then, by the induction hypothesis we have that for

every X7 € Fi we have a(X1) < 2w (logp(:ziri;1+b) —w. Similarly, by the induction hypothesis (and

using the fact that |Q| > §) we have that for every X5 € F» we have a(X3) < 2w (@P(n;;;+k+b) —w
It follows that for every X € F we have

log,(n) +k—1+b log,(n) —1+k+b log,(n) +k+b
X)<2 P - 2 P —w<2 P -
alX) < w( E—14b ) w + w( kb w < 2w kb w

If H does not contain an independent set I of size w then «(H) < w — 1. Further, by the
induction hypothesis (and using the fact that |[N(v)| < n/p) we have that for every v ¢ H and

every set X; € F{ we have o(X) < 2w (logp(n)—1+k+b

Tt ) —w. Additionally, for every v ¢ H and every
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set Xy € F3 we have a(X3) < 2w (@P(nHkH’_l) — w. Thus, for every X € F we have

k+b-1
log,(n) —1+k+b log,(n) +k+b—1
X)<w—-1+1+2 P — 2 P —
a(X)<w +1+ w( kb > w + w( htb_1 w
ca (TR
k+b
This concludes the proof of the claim. ]

Finally, we upper bound the size of F.
Tog, (n)+k+b
Claim 3.1.3. |F| < (n+ 1)2( i )71
Proof. The proof of this claim closely follows the proof of Claim If b =0 or a(G) < w then
we have |F| <1 < n -+ 1. Suppose now that b > 1 and «(G) > w. Since w > 1 this implies that
n>a(G) > 2.
If H contains an independent set I of size w then, by the induction hypothesis we have that

g(forp(mrhotty g . . . .
|F1] < (n+1) k=1+b Similarly, by the induction hypothesis (and using the fact that
Togp(n)—14k+b

|Q| > ) we have that [F2| < (n + 1)2( ero )71 It follows that

Tog (n)+k—1+b Togp, (n)—1+k+b @p(“)‘*‘k“’),l

|.7:| < (n + 1)2( k—1+b )71 . (n + 1)2( k+b )*1 < (n + 1)2( k+b

If H does not contain an independent set I of size w, by the induction hypothesis (and using
Tog,(n)—14k+by
the fact that |[N(v)| < n/p) we have that for every v ¢ H we have |F}| < (n + 1)2( w7
Togp (n)+k+b—1

Additionally, for every v ¢ H we have |F§| < (n+ 1)2( vro-1 )7L Hence we may conclude that

Fl<n (n 12000 )2
@p(n>+k+b)71

< (n+ 1)2( k+b
This proves the claim. ]

Since @ < 2w, Claim implies the claimed size bound on F, while Claim implies the
claimed bound on the independence number of every set X in F. The upper bound of Claim [3.1.3]

would even apply if duplicates of the same set in F are counted as many times as they are gen-
erated by the algorithm. Since the algorithm only spends polynomial time per set in F (counting
duplicates), the running time bound follows. O

Lemma [3.1] gives a quasi-polynomial size container family for constant size independent sets. We
want to also have quasi-polynomial size container families even for poly-logarithmic size independent
sets. The next lemma achieves this.

Lemma 3.2. There exists an algorithm that takes as input a four-tuple (G,w,k,b) where w and
k are positive integers, b is a non-negative integer, and G is a kK, -free graph. The algorithm
runs in time (n + 1)(3“"@(")Jrk’)kWH'bQoch - and outputs a (b,a) container family F such that
|F| < (n + 1)Belogm)+h) b2t g < (3w - Tog(n) + k)FHetl . ok . gk

Proof. Let p be the upper bound on the size of the maximum «(X) for sets X in the family F
obtained by the algorithm of Lemma 3.1 on (G, w, k,w). In particular p < (3w - log(n) + k)F+<+1,
Similarly let ¢ be the upper bound on the size of the family F obtained by the algorithm of
Lemma on (G,w, k,w). In particular ¢ < (n + 1)(3‘”'1°g(”)+k)k+w+l.

We begin by describing the algorithm. If b < w then the algorithm outputs the family F of
Lemma (3.1l The bounds p and ¢ on the independence number and size of the family F respectively
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are below the claimed upper bounds. Throughout the rest of the algorithm we assume that b > w, as
the algorithm never changes b in its recursive calls. If a(G) < b, the algorithm outputs F = {V(G)}.
Suppose now that a(G) > b > w. Observe that in this case, since G is kK -free, we have that
k> 2.

The algorithm iterates over every independent set I of G of size at most b. For each such
independent set I, the algorithm proceeds as follows. First the algorithm iterates over every non-
empty subset Z of I of size at most w — 1. Let V} be the subset of vertices v in V(G) such that
N(v) NI = Z. The algorithm obtains a family F% by running the algorithm of Lemma on
(G[VE],w, k,w). Next the algorithm iterates over every subset Z of I of size exactly w. Let V2, be

the set of vertices v in V(G) such that N(v)NI O Z. Observe that Z together with a (k — 1)K in
G [VQI 4] would yield a kK, in G. Hence G [VQI 4] is (k — 1)K -free. The algorithm obtains a family
FL by running itself recursively on (G [VQI »l,w,k —1,b). Finally the algorithm outputs

F={nteo |l & 7

I 9cZCI s.t.
Z]<w

Here the union is taken over all non-empty independent sets I of size at most b. The algorithm
only makes recursive calls on instances with strictly smaller value of k, hence it always terminates

and outputs a family F. Next, we show that F covers every set of independence number at most
b

Claim 3.2.1. For every set S C V(G) such that a(S) < b there exists an X € F such that S C X.

Proof. We proceed by induction on k. If b < w then the statement of the claim holds by Lemma 3.1
If a(G) < b then F = {V(G)} and again the statement of the claim holds. Let S now be a vertex
set such that a(S) < b. Let I be a maximum size independent set in S. For each non-empty subset
Z of I of size at most w — 1 define Sz to be the set of vertices v in S such that N(v) NI = Z. By
the maximality of I, a(Sz) <|Z| < w. Thus, by Lemma [3.1] there exists a set Xz in FL such that
Sy, CX é For each subset Z of I of size exactly w, let S5z be the set of vertices v in S such that
N(v)NI D Z. Note that S5z C V4. Thus, by the induction hypothesis there exists a set Xz in
fé such that S5z C Xé. By the maximality of I every vertex in S — I has a neighbor in I. Thus
ITuy, X é, where the union is taken over all non-empty subsets Z of I of size at most w, contains
S and is an element of F. This proves the claim. U

Next we upper bound the independence number of every set in F
Claim 3.2.2. For every X € F we have that a(X) < p-2F . p»*.

Proof. We proceed by induction on k. Let X be a set in F. If b < w, then a(X) < p by Lemma
and so the claim holds. If a(G) < b then a(X) < b and the claim is true as well. Otherwise
X =1UlJ, Xz, where I is an independent set in G of size at most b, the union is taken over all
non-empty subsets Z of I of size at most w, and Xz € F é for each such Z. For each Z such that
|Z| < w, Lemma yields that a(Xz) < p, which of course is at most p - 2¢=1 . 5 =1 For each
Z such that |Z| = w, the induction hypothesis yields that a(Xz) < p- 281 . 5**=1_ Since there
are at most b* non-empty subsets Z of I of size at most w, we obtain
a(X) < b—f—bw 'p'2k71 'bw(kfl) Sp 2/€ ‘ka
This proves the claim. (Il
Finally we upper bound the size of F.

Claim 3.2.3. |F| < ¢
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Proof. The proof is by induction on k. If b < w then |F| < ¢ by Lemma and so the claim
holds. If a(G) < b then |F| =1 and so the claim is true as well. Otherwise F is the union over at
most n® products (one for each choice of I'), where each family F é in the product has size at most
q (by Lemma if |Z| < w) or at most g (by the induction hypothesis, if |Z| = w). Since
b > w we have that b > 2, and since a(G) > b > w and G is kK, -free we have that k > 2. Hence

pw(k—1)

we have that ¢ < ¢ . Further, as there are at most b“ choices for Z it follows that

2w(k—1) | pw 2w(k—1) | pw 2wk
’ )" < (¢ )< ¢

IFl <n’-(q
This proves the claim. ]

Putting everything together, Claim implies the claimed size bound on F, while Claim [3.2.2]
implies the bound on the independence number of every set X in F. The upper bound of Claim 3.2.3]
would even apply if duplicates of the same set in F are counted as many times as they are gen-
erated by the algorithm. Since the algorithm only spends polynomial time per set in F (counting
duplicates), the running time bound follows. O

Lemma [3.2] immediately implies that for every hereditary class C, if there exists a positive integer
k such that kK ¢ C, then for every every graph G € C and every integer b which is polynomial
in logn, G contains a (b, a)-container family F of quasi-polynomial size, with a polynomial in
logn. We complete the section by showing that the restriction that C is kKj-free is necessary. In
particular, in every hereditary class C of graphs that contains kKj, for every integer k > 0, even
(1, a)-container families require size at least 2"/2¢,

Lemma 3.3. Let a,b,k,w be positive integers such that b < a < w and F be a (b, a)-container family
for kK. Then |F| > (‘g)k/(’;)k

Proof. Let V(kK,) = Vi,... Vi where V; is the vertex set of the i'th copy of K,. Let Q be the

family of all subsets @) of V(kK,,) such that |Q NV;| = b for every i < k. It follows that |Q| = ("g)k

and that «(Q) = b for every Q € Q. Let now F be a (b, a)-container family for kK,,. For every

F € F and every i < k it holds that |[FFNV;| < a(F) < a. Hence F covers at most (Z)k sets in Q.

Thus |F| > (“g)k/(‘g)k, as claimed. O
We are now in position to prove Theorem

Theorem 1.3. Let C be a hereditary class of graphs, and b : N — N be a poly-logarithmic function.

Then the following are equivalent:

(i) There exist a poly-logarithmic function a and a quasi-polynomial function f such that for
every n-vertex graph G € C, G has a (b(n),a(n))-container family F with |F| < f(n).
(ii) There exists a positive integer k such that kK ¢ C.

Proof. Let C be a hereditary class of graphs, and b : N — N be a function such that b(n) =
O((logn)°M).

Suppose first that there exists a positive integer k such that kK ¢ C, and let a(n) = (6k -
log(n))2k+1 . (b(n))]€2 Note that a(n) is a poly-logarithmic function. Let G be an arbitrary graph
in C, n = |V(G)|, and F be the (b(n),a(n))-container for G guaranteed by Lemma Then F
has quasi-polynomial size. This concludes the proof of the implication (i1) — (7).

For the implication (i) — (ii), suppose for contradiction that there exists a poly-logarithmic
function a : N — N and a quasi-polynomial function ¢ : N — N such that for every n-vertex graph
G € C, G has a (b(n), a(n))-container F of size at most ¢(n), and that kK}, ¢ C for every positive
integer k. Choose n sufficiently large such that 2a(n) < /n and ¢(n) < 2V, and set k = \/n. Let
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F be the (b(n),a(n)) container of kKj, of size at most ¢(n). By Lemma |3.3| we have that

nx (1

Qﬁo)
This contradicts that |F| < g(n). O

k
) > 2k =2V > g(n)

4. A—B SEPARATORS WITH SMALL INDEPENDENCE NUMBER

In this section we prove the following theorem:

Theorem 4.1. Let G be a graph, a be a positive integer, F be a family of verter subsets such
that a(F) < a for every F € F, A,B C V(G) be vertex subsets and {zr}rer be a fractional
(A, B)-separator in G. Then, there ezists an A-B separator S in G such that fcovz(S) is at most

12-log2n-a- Y pcrap.
For this, we need the following lemmas.

Lemma 4.2. Let G be a graph, F be a family of vertex subsets, A, B C V(G) be vertex subsets and
{zr}rer be a fractional (A, B)-separator in G. Then, there exists a fractional (A, B)-separator
{yr}rer in G such that 1 > yp > % for every F' € F with yp >0, and Y pcryr <2 ) perTF.

Proof. Define {yr}rcr as follows,

__J0 iffL‘F<%,
R = min{1l,2xr} otherwise.

and observe that > FerYr < 2- > rer Tr. Furthermore, by construction, we have 1 > yp > % for
every F' € F with yr > 0. Finally, for every A-B path P we have

1
Y, our > min{l, Y 2wp} > min{l,2-2n--}> 1

FeF FeF
FNP#0D FNP#)
"EFZ%
where the second to last transition uses that P has at most n vertices. O

Lemma 4.3. Let G be a graph, a be a positive integer, F be a family of vertex subsets such that
a(F) < a for every F € F, A,B C V(QG) be vertex subsets and {yr}rer be a fractional (A, B)-
separator in G satisfying yr > % whenever ygp > 0. Then, there exists an A-B separator S in G
such that fcovz(S) is at most 6 -log2n-a - pcryr.

Proof. For every vertexv € V(G), let dy, = min{) . per yr|P is an A-v path},let y, = > reryr,
FNP#£0 F>v

and let I, = (dy — Yy, dy]. Observe that d, <> per yr for every A—v walk @, since there exists
FNQ+#0D
an A-v path in G[Q]. Hence, if (u,v) is an edge in G, then d, < d, + y,, since the A—v walk

obtained by appending v to the A—u path that realizes d,, satisfies > per yr < dy + y,. This
FNQ#D
implies that d, — y, < dy, and by a symmetric argument, d, — y, < d,. Consequently, we have

I, N1, # 0 for every edge (u,v) € E(G).

For every r € [0,1], we define S, = {v € V(G) | r € I,}.

Claim 4.3.1. S, forms an A-B separator for every r € (0,1]
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Proof. Let r € [0,1] and P := (vi,v2,...,vp) be an A-B path in G. Let v; be the first vertex
on P such that d,, > r. Such a vertex exists, since v, € B and therefore d,, > 1, as {yr}recr
is a fractional (A, B)-separator. If v; = vp, then since v; € A, we have d,, = y,,, and hence
[0,7] C I,,, which implies v; € S,. Otherwise, let v;_; denote its predecessor on P. Since d,,, , <
and (v;—1,v;) is an edge in G, we have dy, — ¥y, < dy, , < r, which implies that r € I,,, and

consequently v; € S,.. Therefore, S, is an A—B separator. O

Claim 4.3.2. E,(fcovg(S;)) < 6-log2n-a-) pcryr

Proof. Let us define m}, = 0 if NS, = () and max ({1} U {y% lve Fn ST}> otherwise. Also, let
Up = yr - mp. Note that if u € S, then

1 1
E Ip = E yp-max{ vEFﬂST} > —. E yp = 1
FeF FeF Yo Yo per
F>u F>u F>u

Hence, for every r € [0, 1] we have that {g} | F' € F} forms a fractional cover of S,. Therefore,

leorsnl < BN = e sl
FeF FeF
-m . . .
< Yo [Sovrne <o)
FeF Li=0
[ log n]
(1) < Yoy | Y 2V B2 < mp
FeF =0

Note that the last inequality holds because, m}, is at most n for every F' € F and r € [0, 1], since
Yo > L for every v € V(G).

Consider F' € F. For each 0 < i < |logn], let F; = {v € F | y, < 27} and define I} =
[dy — o —27% dy+274N[0, 1] for every v € F;. Let Z be a maximal independent set of F;. Since 7
is also an independent set in F', we have |Z| < a. Moreover, because Z is maximal, for every v € F;
there exists some u € Z such that (u,v) € E(G) and hence I, N I, # (). Since y, < 27¢, it follows
that I, C f; Now, we have:

P2 <ml] = P, [BveF|rel)] < IP’T[EIUGI

ref;} < S < 327
u€e’l

where for an interval I = [z1, 22] C [0, 1], ||| denotes z3 — z;. Combining this with Equation |1}, we
conclude that

[log n]
E,[fcove(S,)] < Z 3 Z 21l . 3.97. 4 < 6-log2n-a- Z N3
FeF =0 FeF

O

Now, as E,[fcovz(S,)] < 6-log2n-a- ) pcryr by Claim there exists some ro € [0,1]
such that the fractional cover of S, using sets from F has value at most 6 -log2n - a- Y pcr YF.
Furthermore, S,, is an A-B separator by Claim which concludes our proof.

Now we are ready to prove Theorem

Theorem 4.1. Let G be a graph, a be a positive integer, F be a family of verter subsets such
that a(F) < a for every F € F, A,B C V(G) be vertex subsets and {xp}rcr be a fractional
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(A, B)-separator in G. Then, there exists an A-B separator S in G such that fcovr(S) is at most
12-log2n-a- ) perTr.

Proof. We invoke Lemma on the tuple (G, F, A, B,{zr}recr) to obtain a fractional (A, B)-
separator {yp}rcr satisfying yp > % whenever yr > 0, and ) ryr < 2> pcrap. Since
{yr}rer satisfies the requirements of Lemma we are guaranteed the existence of an A-B
separator S in G such that fcovz(S) < 6-log2n-a-) pcryr < 12-log2n-a- ) pcyxr, which
proves the theorem. O

5. OBSTRUCTIONS TO A—B SEPARATORS WITH SMALL INDEPENDENCE
NUMBER

The main theorem that we prove in this section is the following;:

Theorem 5.1. Let G be a graph, A, B C V(G) be vertex subsets, F be a family of vertex subsets,
and f be the minimum of Y p.r xp over all fractional (A, B)-separators {xp}rer. Then, for every
¢ > log 2| F| there exists a multiset Q of induced A-B paths in G of cardinality at least f - ¢, such
that for every F' € F, the number of paths in Q that have a non-empty intersection with F is at
most 6£.

Proof. Let P denote the set of all induced paths A-B in G. We describe the A—B separator LP,
using non-negative real variables {xp}pcr.

(2) Minimize : Z TR
FeF
Subject To : Z zp>1 VP eP
FeF
FNP#0)

Observe that f equals the optimal value of the above LP. This is because, if the constraint

>> xp > 1 holds for every induced A-B path P, then it also holds for every A-B path, since

FeF
FNP#0

for any such path P in G, there exists an induced A-B path contained within G[P]. By strong
duality, the dual LP also has the same optimum value. We describe the dual using non-negative
real variables {yp}pcp.

(3) Maximize : Z yp
Pep
Subject To : Z yp <1 VF € F
PeP
PNF#(

Let {yp}pep be the values assigned to the corresponding variables in the optimum solution of
the dual. Observe that D := {yp/f }pep is a probability distribution over P, as every yp take
non-negative values and satisfy ) pcpyp = f. Let Q := {Qi}ic[f.r) be f - { independent samples
drawn from the distribution D over the set P. Let F' € F, and let xr denote the number of paths
in Q that intersect F'. We define xr := max{xp | F € F}. For every i € [ f - £], we have that,

1

iNF#0] = i=P] = 2z < Z

S QN F #0] %Q%[Q ) ];) 7S 7
PNF#0 PNF#)

By linearity of expectation, it follows that the expected value of xr is at most £. Applying union
bound over all F' € F and the Chernoff bound from Theorem 2.1 to xr for every F € F, we get :

3
Plxr <6:0] > 1 - > Plxp>64] > 1-|F.27% > °

FeF
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Hence, with probability at least %, the sampled multiset has cardinality at least f - ¢, consists of
induced A-B paths in G, and satisfies that for every F' € F, at most 6l of these paths intersect F'.
Therefore, it follows that there exists some Q with these properties, which concludes the proof of
the theorem. O

6. BALANCED SEPARATORS WITH SMALL INDEPENDENCE NUMBER

We begin this section by defining the balanced separator LP. Let G be a graph, I C V(G) an
independent set, and F a family of vertex subsets of G. For each pair u,v € I, let P, , denote the
set of all induced paths from u to v in G. We describe the balanced separator LP corresponding to
the instance (G, I, F), using non-negative real variables zr and d,, ,, defined for every F' € F and
u,v € 1.

(4) Minimize: Z Tp

FeF

. I

Subject to: Zd“v” > ‘10’ Yu e I
vel
du,vg Z g VU,UEI,PEPH’U
FeF
FNP#)

dyp <1 Yu,v € T

We are now ready to state the main theorem proved in this section:

Theorem 6.1. For every graph G, independent set I C V(G), positive integer a > 2 and family of
vertex subsets F such that a(F) < a for every F' € F, there exists an (I, %)—balanced separator S
in G such that

fcov£(S) < 17000 - log 2n - a® - log(a - LPuyt) - LPopt,

where L Py is the optimum value of balanced separator LP corresponding to (G, I,F).

For the remainder of this section, we fix a graph G, an independent set I C V(G), a positive
integer a > 2, and a family of vertex subsets F such that «(F) < a for every F' € F. We also fix
an optimal solution to (LP 4)) the balanced separator LP corresponding to (G, I, F). Let zp and
dy v, for every F' € F and u,v € I, denote the values assigned to the corresponding variables in
this solution. Let LF,,; denote the objective function value of this solution.

Let F € F and X C V(G). We define u(X) := > pera(FNX)-zp. Now, we make some
observations about the function pu.

Obervation 6.2. If A and B are subsets of V(G) such that A C B, then u(A) < u(B).

Obervation 6.3. If A and B are disjoint and anti-complete subsets of V(G), then u(AU B) =
u(4) + p(B).

Observation follows from the fact that for any F' € F and subsets A C B C V(G), we have
a(FNA) < a(FNB). Similarly, Observation|[6.3|follows from the fact that if A and B are disjoint and
anti-complete subsets of V' (G), then for every F' € F we have a(FN(AUB)) = a(FNA)+a(FNB).

For every v € V(G), define x, := Y perazp. Also, for every u,v € V(G), we define d(u,v) :=
F3v
min{) pecr zp|P € Py} Now, we make some observations about the function d.
FNP#)D



14 MARIA CHUDNOVSKYT, AJAYKRISHNAN E S¥, AND DANIEL LOKSHTANOV*

Obervation 6.4. If u,v € I, then d(u,v) > dy,

Obervation 6.5. Ifu,v,w € V(G), then d(u,w) < d(u,v)+d(v,w). In particular, if (v,w) € E(G)
and u € V(Q), then d(u,w) < d(u,v) + Zy.

Observation follows immediately from the LP constraint: dy, < > per xp for every
FNP#)

u,v € I and P € P,,. Furthermore, note that d(u,v) < Y  per ap for any u—v walk @ in
FnQ+#0

G+
G, as we can always find an induced u—v path in G[Q]. Hence, Observation follows from the
fact that if P, and P, are induced u—v and v—w paths realizing d(u,v) and d(v,w) respectively,
then appending P» to P; yields a u—w walk @ satisfying > per zp < d(u,v) + d(v,w).
FNQ#AD

Let € := m, lmax = 2 -log(a - LP,y) + 12 and define r; := (4i — 2)e, where i is a

positive integer. Let Zy := {v € V(G) | z, > €}. Furthermore, for every v € V(G), C C V(G) and
positive real number r, define
Beo(u,r) :={v e C|du,v) <r} and dc(u,r):= Be(u,r + 3¢€) \ Bo(u,r + €)
Lemma 6.6. Let Z C V(G) be a superset of Zy. Suppose that G — Z contains a connected
component C' such that |C N I| > %‘é', and let u € INC and { € [lmax]. Then we have,
51|

I\ B >

11\ Be(@,ren)| 2 755
Proof. Since € € [{max ], we have 1y < 14, 11 = (8 -log(a - LPsp) + 50)e < 55. Now assume, for
the sake of contradiction, that |1\ Bo(u,7e+1)] < 1| | Then we obtain:

_ _ _ 951 51| ||
Zd(u,v) = Z d(u,v) + Z d(u,v) < Too e 1+ —— 100 1< 10
vel veEINBe(G,re41) veI\Bc (,rp41)

But, Observation implies the inequality > .;d(@,v) > Y .;da, which contradicts the con-
straint ), o dan > 110‘ of LP |4l Thus, it follows that |I \ Bo(@,re1)| > %. O

Lemma 6.7. Let Z C V(G) be a superset of Zy. Suppose that G — Z contains a connected

component C such that |CNI| > 9%6', and letu € INC and { € [lmax|. Let A" := N[Bc(u,r)]NC

and B' := C'\ Beo(u,re41). Then the assignment {2’z }per defined by
- {IF if Fnoc(a,re) #0,

e =
E 0 otherwise
is an fractional (A', B')-separator using F in G[C].

Proof. Let P := (v1,...,vp) be an A’~B’ path in G[C]. Since v; € N[vg]NC for some vy € Be(a,ry),
by applying Observation to {u,vo,v1}, we get d(u,v1) < d(u,vg) + 4, < rp+ €. Furthermore,
d(t,vp) > 1¢ 4 4e since v, € B'. Let P’ := (v},...,v;) be the contiguous subpath of P with the
smallest number of vertices such that the predecessor of v} in P (denoted v)) satisfies d(u, v) <
7¢+¢, and the successor of vy in P (denoted v ) satisfies d(u, vy, 1) > r¢+3¢. Note that P’ is well-
defined, since the subpath obtained by removing the first and last vertices of P already satisfies the
required properties. Moreover, by definition, we have V(P') C ¢ (4, r¢). Finally, P’ is non-empty;
otherwise, applying Observation to {vg, vgy1, U} yields d(a,vp) > d(a, vy, ) — Ty, > Tet 2¢,
which contradicts the assumption that d(@,v)) < r; + €. Hence:

1 1 N _
Z ‘T%‘ > Z ‘T/F > z'd(vllvv;) > E‘((d(uvU¢/1+1)_xv;+1)_d(u7vll)) > 1
FeF FeF
FNP#0 Fo{vl,..., 05} #0
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where the second-to-last inequality follows from applying Observation to the triples {vy, v;, u}
and {@, vy, vy, }. Thus {2} per is a fractional (A, B')-separator using F in G[C]. O

Lemma 6.8. Let Z C V(G) be a superset of Zy. Suppose that G — Z contains a connected
component C' such that |C' N I| > %'é', and let w € I NC. Then there exists { € [lmax ] such that
1(6c(u,re)) < p(Be(u,re)).

Proof. For this, we need the following claims:
Claim 6.8.1. u(Bc(u,71)) > €

Proof. Consider a path P in G[C] from @ to a vertex w such that w € I N (C \ Bo(a,74,,,+1))-
Note that such a vertex exists by Lemma Let P’ := (a,v1,...,vp) be the subpath of P such
that the successor of vy, (say vp41) is the first vertex in P that does not belong to Be(@,r1). P’ is
well defined, since w does not belong to B¢ (@, r1) and is non-empty since & € Be(u,r1). Hence,
by Observation we get;:

w(Be(u, 1)) > Z rp > Z v > d(U,vp) > d(U,vpr1) — Ty, > €
FeF
FNB¢(a,r1)#0 FﬁP’;é(D
U

Claim 6.8.2. p(Bc(u,1e41)) > (Be(u, 1)) + w(dc(u, re)) for every £ € [lmax |-

Proof. Let v1 € Beo(u,r¢) and ve € d¢(u,re). Applying Observation to {@,v1,ve} implies that
v1 and vy are non-adjacent and consequently B¢ (u,r¢) and dc(u,r¢) are anti-complete in G. Since
Be(u, r¢) and 8¢ (@, r¢) are disjoint by definition, Observation [6.3]implies that p (¢ (@, re) U Be (@, r¢)) =
w(Be(a,re)) + u(d¢(u,re)). Furthermore, by definition, dc(u, ) U Be(u,m¢) € Beo(a,res), and
hence the claim follows from Observation [6.21 O

Now, combining Claims [6.8.1] and [6.8.2) we conclude that if p(éc(u,r0)) > p(Be(a,re)) for
every £ € [lmax ], then u(Bo(a,ry,,, ) > 21 w(Bo(t,m1)) > aLPopy, while u(G) < aL Py,
which yields a contradiction. Hence we conclude that there exists some ¢ € [lpax] for which
w(6c(t,re)) < p(Be(a,re)), which proves Lemma [6.8] O

Lemma 6.9. Let Z C V(G) be a superset of Zy. If G — Z has a connected component C such that
|cnli|> BUL shen there exists a partition AU S U B of C such that:

100
(1) S is an A-B separator in G — Z.
(2) BCC

)
(3) |[AnI| < 2.
(4) fecovz(S) < 15600 - log2n - a - log(aLPyy) - 1(C' \ N[B]).

Proof. Let u € CN 1. We apply Lemma to the instance defined by (G, I, F, Z,u,{zr}rer), to
obtain some £ € [/ax | such that u(d¢(@,re)) < u(Beo(a,re)). Now, let A’ := N[B¢(@,re)]NC and
B’ :=C\ B¢(u,rs41). By Lemma [6.7) the assignment {2/} per defined as,

x% _ {xEF ifFﬂ(S(j(ﬂ,Tg) =+ @,

0 otherwise

is a fractional (A’, B')-separator in G[C]. Therefore, the tuple (G[C], A, B', F,{zz } rer) satisfies
all the requirements of Theorem Let S be the A’~B’ separator in G[C] whose existence is
guaranteed by it. Define B to be the set of vertices in connected components of G[C' \ S] that
have a non-empty intersection with B, and let A := C'\ (B U S). Observe that, from definitions
it follows that S is an A-B’ separator and an A-B separator in G[C] and consequently in G — Z.
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So, we have |[ANI| < |I| = |B'N1I|. But by Lemma. |B' N 1] is at least 1‘00|, implying that
|An1| < 2l

We claim that Be(u,r¢) N N[B] = 0. Suppose not, and let u € Be(u,r¢) N N[B]. Then there
exists v € B such that v € N[u] which implies that v € A’ N B. However, this contradicts the fact
that S is an A’-B separator in G[C]. Hence, we conclude that B¢ (w,r;) C C\ N|[B], which, in
particular, implies that B C C.

Now, we bound the fractional cover number of S using F as follows:

fcove(S) < 12-log2n-a-2xlp
FeF

TF
12-1 - o
og2n-a Z c
Fer
Féc(a,re)#0
12 -log2n - a - 1300 - log(aLP,y) - p(dc (@, 7))
15600 - log 2n - a - log(aLPyyt) - u(C \ N[B])

<
<

where the last transition follows from the inequality p(dc(u,7¢)) < pu(Be(u,re)) and by applying
Observation [6.2] to the sets B¢ (u,r¢) and C'\ N[B].
U

Now we are ready to prove Theorem [6.1]

Theorem 6.1. For every graph G, independent set I C V(QG), positive integer a > 2 and family of
vertex subsets F such that a(F) < a for every F € F, there exists an (I, 2)-balanced separator S
in G such that

fcov£(S) < 17000 - log 2n - a® -1og(a - LP,yt) - LPopt,

where LPyy is the optimum value of balanced separator LP corresponding to (G,I,F).
Proof. We prove the following claim:

Claim 6.9.1. Let Z C V(G) be a superset of Zy, and let C' be the connected component of G — Z

such that |C N I| > %l.{', or let C =0 if no such component exists. Then there exists an (I, 55)-

balanced separator S in G such that fcov g (S) < fecovy(Z) + 15600 - log 2n - a - log(aLPyyt) - p1(C).

Proof. We proceed by induction on |C|. Firstly, if C' = (), then we can let S = Z and the lemma
holds true. Otherwise, let A’US’UB’ be the partition of C' whose existence is implied by Lemmal6.9]
and consider the graph G — (Z U S’). If there exists a component C’ of G — (Z U S’) such that

|’ n 1| > %'0”, then we observe that C! C B’, since S” is an A'~B’ separator in G — Z and

|[A' NI < %‘é'. Hence, C' € C, as B C C. Otherwise, if no such component exists, we have
= () and consequently C’ C C. In either case, by applying the inductive hypothesis to the pair

(G,ZUS"), we obtain an (I, 100) -balanced separator S in G such that:
fcovp(S) < feovr(ZUS') + 15600 -log2n - a-log(a - LPyy) - u(C")

< feove(Z) + feovy(S') + 15600 -log2n - a -log(a - LPy) - u(C)
< feovr(Z) + 15600 -log2n - a-log(a - LPyy) - (w(C'\ N[B']) + w(C"))
< feovr(Z) + 15600 -log2n - a - log(a - LPyy) - u(C)

where the last transition follows from applying Observations [6.3] and [6.2] using the facts that
C’ C B' and that C'\ N[B'] and B’ are disjoint and anti-complete in G. O

Now, we apply Claim to the pair (G, Zp) and obtain an (I, 23)-balanced separator S

» 100
in G. Furthermore, we observe that, {Q%F is a fractional cover for Zj, and consequently

}Fe]-‘
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fcovr(Zy) < %LPopt. Thus,

fcove(S) < feovr(Zo) + 15600 -log2n - a-log(a - LP,y) - u(C)
< 1300 -log(a - LPypy) - LPyy + 15600 - log2n - a - log(a - LPyy) - i1(G)
< 17000 - log 2n - a* - log(a - LPppt) - LPupt
which concludes the proof of Theorem O

7. OBSTRUCTIONS TO BALANCED SEPARATORS WITH SMALL INDEPENDENCE NUMBER

Let G be a graph, I C V(@) an independent set, and F a family of vertex subsets. Let P, ,
denote the set of all induced paths from u to v in G. We now describe the dual of the balanced
separator LP corresponding to the instance (G, I, F). It uses non-negative real variables py, 7uy.v,
and 7y, p, defined for every u,v € I and path P € P,,,.

. I
(5) Maximize : |10| Zpu — Z TN

uel u,vel
Subject To :  py — Nuw — Z Yuo,p <0 Yu,v €1
PePuyv
Z Yawp <1 VE € F
u,vel
PeEPy,v
PNE#)

It is easy to verify that the above is indeed the dual of LP [d] Having established this, we are now
ready to state the main theorem proved in this section.

Theorem 7.1. For every graph G, independent set I C V(G), positive integers a, b and ¢ such
that ¢ > 7. (LP,y -log(4|F|) + |I|), where F is a (b, a)-container family in G, there exists a
subgraph H C G with I C V(H) that satisfies the following properties:

e Fvery induced subgraph of H with independence number at most b, has at most fgﬁt ver-

tices.
e For every (I, %)-balanced separator S in H, we have that covr(S) > LP,y.

whenever LP,,, which denotes the optimum value of the dual of the balanced separator LP corre-
sponding to (G, I,F), is positive.

For the remainder of this section, we fix a graph G, an independent set I C V(G), and a
(b, a)-container family F in G. We also fix an optimal solution to (LP [5) the dual of balanced
separator LP corresponding to (G,I,F). Let py, Nuw and 7y p, for every w,v € I and P € Py,
denote the values assigned to the corresponding variables in this solution. Let LF,,; be the value
of the objective function in this solution. For every u,v € I, define v, , := ) PePup Yuv,P, and let

pi= Zuel Pu-

Lemma 7.2. The optimal solution has the following properties:

(1) ZUE] Nup < %pu for everyu € 1.

(2) 10 LP,y < pli|.

Proof. Given any feasible solution to the LP, we can always obtain a new assignment by choosing
a ug in I and setting p,, = 0 and 7,,, = 0 for every v € I. This preserves feasibility, since the
only constraints involving these variables are of the form py, — Mugv — Vuo,w < 0, which remain
satisfied even in the new assignment. Furthermore, the value of the objective function decreases by
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|110‘ Puo = D wer Muow- But, if we start with the optimal solution, this modification should not strictly
increase the objective function value. Therefore we get Y 1 Nug0 < |0‘pu0 Furthermore,
10LP,y = 10 ﬂz -y < 1wl = p|I
opt - 10 Pu nu,v = 10 Zpu - P| |
uel u,vel uel

0

We define P = Uu’v€ 1 Puw, and introduce a probability distribution D over the domain I x
I x (PU{0}). The distribution D is defined using the following random process: Select a vertex
u € I with probability p,/p. Select a vertex v € I uniformly at random. With probability
Nuw/(Muw + Yuw), output the triple (u,v,0). Otherwise, choose a path P € P, , with probability
Yu,v,P/Yu,p and output the triple (u,v, P). This process is well defined since both { p,,/p }uer and
{ Y, P/Yuw } Pep,,, are probability distributions, as every p, and 7, p take non-negative values
and satisfy p = >, o7 pu and vy, = ZPGPM Yu,v,P-
Lemma 7.3. D satisfies P [P=0]< i

(u,v,P)~D 10°

Proof. Using Lemma together with the fact that the constraint p, — 740 — Yu,0 < 0 holds for
every u,v € I, we obtain:

P [PZ@]:ZZ P:@|u:u',v:v'}- P [o=v]- P [u=4d]

(u,v,P)~D wel EI (u,v,P)~D (u,v,P)~D
Pu’ Th! v 1 1 ‘I’ 1
PR i A, S N — . 7[) ’ — -
O
1
Lemma 7.4. If F € F, then P PNF#0 < —7——
/ (u,v,P)~D [ 7 ] 10 - LPopt

Proof. Let v/,v" € I and P’ € P, ,s. Using the fact that the constraint p, — 7y, — Yu,» < 0 holds
for every u,v € I, we obtain:

P [(u,v,P)= (v, P)] = P [P=Plv=VVu=d]- P [v=]- P
(u,v,P)~D (u,v,P)~D (u,v,P)~D (u,v,P)~D
_ Yu! ', P! ) Y/ v’ i Pu’ < Yu! ', P!
Yo' Yl ! T Tl Il p N plI|

Now, fix us fix F' € F and consider the probability that the sampled set P has a non-empty
intersection with F'.

P [POF£0] = > > L Py = (', P
(u,v,P)~D W el PIEP, (u,v, P
P’mF;é(Z)
1 1 1
O e < — <
- pl ,z; TP plIl = 10 LP,y
u'v'el
PIE'P/ o
P’ﬂF;é(Z)
Here, the last inequality follows from Lemma and the second-to-last follows from the fact that
the constraint, Y 4 yer Yuw,p < 1, holds for every F' € F. O
PEPuy,v

PNE#(
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Finally, we require the following lemma, which relates balanced separators of the set A to A1—As
separators for a specific partition A, As of A.

Lemma 7.5. Let G be a graph and A C V(G) be a vertex subset. If G has an (A, 3)-balanced

2|A .
% and S is an

separator S, then there exists a partition A1, As of A such that max{|A1|,|Az|} <
A1-Ay separator.

Proof. If SN A contains at least L’;' elements, then selecting any subset A1 C SN A of size %
and setting As := A\ A; suffices to prove the lemma. Otherwise, let Cy,...,C, be connected
components of G — S that have a non-empty intersection with A. Let A, := ANC; for every i € [r],
and let A} | := ANS. By relabeling the sets if necessary, assume that [Aj| > |A; | for all i € [r].
Let ¢ be the smallest integer in [r + 1] such that Y 7_; |A}] > @. We claim that Y7 | Al < %.
If ¢ = 1, the claim holds trivially. Otherwise, observe that

q q—1 q—1 q—1 2|A|
S = g S s M+ S < ey < 24

i=1 i=1 i=1 i=1

Define A; := U{_, Aj and Ay := A\ A;. Since the sets in {A}};c[11) are pairwise disjoint, we have
that |[A1] = Y7, |A}]. Hence, |A4;] < % and since |A;| > |—’§|, we have |As| < % Furthermore,
it follows from our construction of Ay, As that S is an A;—As separator, which concludes the proof
of the lemma. m

Now we are ready to prove Theorem
Theorem 7.1. For every graph G, independent set I C V(G), positive integers a, b and £ such
that ¢ > 7. (LP,y -log(4|F|) + |I|), where F is a (b, a)-container family in G, there exists a
subgraph H C G with I C V(H) that satisfies the following properties:
e Fvery induced subgraph of H with independence number at most b, has at most ffgﬁt ver-

tices.
e For every (I, %)-balanced separator S in H, we have that covr(S) > LP,y.

whenever LP,,:, which denotes the optimum value of the dual of the balanced separator LP corre-
sponding to (G, 1,F), is positive.

Proof. Let {(u;,vi, P;)}ic¢) be £ independent samples drawn from the distribution D over I x I x
(PU{0}). Let H be the subgraph of G induced by the union of all sampled sets and I, that is,
H=G[IU Uz‘e[e] P;]. We claim that H has the desired properties with good probability.

Claim 7.5.1. With probability at least %, the following holds: every induced subgraph of H with

independence number at most b, has at most L?)]';l,”et vertices.
op

Proof. Let F € F, and let xr denote the number of sets F;, out of a total of £ samples, that
intersect F'. We define x r := max{xr | F € F} and show that with probability at least %, the good

event xr < 6 - 10%}%@& occurs.
Let F' € F, since the probability that a fixed set P; intersects F' is at most ﬁpt, it follows
op

from linearity of expectations that the expected value of xr is at most m%;jopt. Applying union

bound over all F' € F, the Chernoff bound from Theorem to xr for every F' € F, and using
the lower bound on /¢, we get:

l
P <6 — > 1 - P >6
<6 | by 2

£
]_ — |f| .2_6'10Lpopt > §

| >
10LPy| = = 4

Suppose that in our sampled subgraph H, the good event yr(H) < 6 - 10%@ occurs. Let H' be
an induced subgraph of H with independence number at most b. Since the paths in P are induced,
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and the independence number of H' is at most b, we have |V (P;) N H'| < 2b, for every i € [{]. As
H' can also be considered as an induced subgraph of G, and since F is a (b, a)-container family,
there exists some F' € F such that V(H') C F. Therefore, the number of sets in P, ..., P, that
intersect H' is at most x 7. Furthermore, since I is an independent set in G, we have |[I N H'| <b.
Thus, V(H') < [INV(H')| + 3 e IV (F) N H'[ < b+2b- xp. Therefore, with probability at least
3
47

3-b- E
TPy vertices.

we have that every induced subgraph of H with independence number at most b, has at most

O

Claim 7.5.2. With probability at least =, the following holds: for every subfamily F' C F of size

at most LPyy, and for every partition I1,I2 of I such that max{|I|, |I2|} < @, there exists an
I, Iy path in H that does not intersect any set in F'.

Proof. We define an eligible triple to be a triple (F', Iy, I) such that 7/ C F is a subfamily of
size at most LP,,, and Iy, I5 is a partition of I satisfying max{|I1|,|l2|} < % An eligible triple
(F', I1, I5) is bad if every I;—I5 path in H intersects at least one set in . Let x be the event that
the conclusion of the claim is false, namely that there exists an eligible bad triple. To prove the
claim it suffices to show P[y] < 1.

For every eligible triple (F', I1, Iz), we define x(F’, I1, I) to be the event that this triple is bad.
We will prove that for every eligible triple (F', I1, I2) we have P[x(F', I, I2)] < (%)E, then P[x] < %
follows by a simple union bound over all eligible triples. More concretely we have the following.

9\" |F| : ~ rlog(10 1
P < ) Lol < olll + |FlloglF| — tlog(P) 2
s () 2 () R

To prove that P[x(F’, I, I5)] < () we observe that the event x(F’, I, I5) does not occur if
there exists an i € [¢] such that P; is an I1—I> path in H that is disjoint from every set in F’. For
every eligible triple (F’,I1,I2) and every ¢ € [{] we define the event X(F',I1,I2,i) that P; is an
I—I, path in H that is disjoint from every set in F’. For every eligible triple (F', I, Ig) the events
in {X(F',I1,1,7) | i € [(]} are independent. Thus, to prove P[x(F’, I1,I2)] < ()" it suffices to
show that P[x(F’, I1, I, )] > & for every i € [{].

To lower bound P[\(F’, I, I2,4)] we observe that (u;,v;, P;) is sampled according to the distribu-
tion D. The event X(F', I1, I, i) occurs unless |{u;, v;} N 11| # 1, or P; = (), or there exists F' € F’
such that P, N F # (). Since v; is sampled uniformly from I we have that Plv; € I1|u; € 1] < %
and Plv; € DLlu; € Ip] < % The law of conditional probability applied to the event u; € I; now
yields ]P’[|{ui,vi} NIl #1] < 2. By Lemmawe have that P[P; = 0] < ;5. For every F € F', by
Lemma [7.4| we have that P[P, N F # (] < 1P, A union bound over all F' € F " yields that the

probability that there exists F € F' such that P, N F # () is at most 10‘LP| ” < 11—0. We conclude
that Px(F, 11, I2,i)] > 1— % — {5 — 1= > 15, giving the desired lower bound on P[X(F’, I, I, )],
and completing the proof of the claim. O

Since the probability that the sampled subgraph satisfies both the properties stated in Claim
and Claim @l is at least %, there exists an induced subgraph H C G that satisfies both. Let H be
such an induced subgraph. By Claim [7.5.1]every induced subgraph of H with independence number
at most b, has at most L3]'3b'£ vertices. Furthermore, combining Lemma with Claim we

conclude that H has no (I, §)-balanced separator S with covz(S) < LP,y, thereby completing the
proof of Theorem [7.1]

O
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8. PROOFS OF MAIN THEOREMS

Theorem 8.1. Let G be a graph, A, B C V(G) be vertex subsets, f, a be positive integers, and F
be a family of vertex subsets satisfying o(F') < a for every F € F. Then, either there exists an
A-B separator S in G such that fcovr(S) < 12-a- f -log2n, or, for every £ > log2|F|, there exists
a multiset Q of induced A-B paths in G of cardinality at least f - £, such that for every F' € F, the
number of paths in Q that have a non-empty intersection with F is at most 6£.

Proof. Let P represent the set of induced A-B paths in G. We recall the A-B separator LP
corresponding to the instance (G, A, B, F), formulated using non-negative real variables {zp}rcr.

Minimize : E TR

Subject To : Z xp>1 VP eP

Let {zr}recr be an optimal solution to this LP. Observe that {zr}rer is a fractional (A, B)-

separator. This is because, if the constraint > xp > 1 holds for every induced A-B path P,

FeF
FNP#0

then it also holds for every A—B path, since for any such path P in G, there exists an induced A-B
path contained within G[P]. Hence, if ) . rxr < f, then applying Theorem to the instance
(G, A, B, F,{xr}rcr) guarantees the existence of an A-B separator S in G such that

fcove(S) < 12-a-log2n-ZxF < 12-a- f-log2n
FeF

Otherwise, let f’ denote the minimum value of ), rap over all fractional (A, B)-separators
{zF}rer, and note that f' > f. Applying Theoremto the instance (G, A, B, F, ') guarantees
the existence of a multiset Q of induced A-B paths in G of cardinality at least f’-¢ > f - ¢, such
that for every F' € F, the number of paths in Q intersecting F' is at most 6£. This concludes the
proof of the theorem. ]

Now we relate the independence number of a set to its fractional cover number using families
whose elements have low independence number. This helps us transition between fractional cover
number using (b, a)-container families and independence number, in Theorem and

Lemma 8.2. Let G be a graph, S C V(G) be a vertex subset, a be a positive integer and F be a
family of vertex subsets of G such that a(F') < a for every F € F. Then a(S) < a - fcovg(S)

Proof. Let I be an independent set in G[S], such that a(S) = |I|. Let {xr}rcr be a fractional
cover of §, satisfying ) . » xp = fcovz(S5). We have that,

2D SETEENNID DD DT D) DE7 I S S|

FeF FeFveFnI vel FeF vel
Fav

where the first inequality uses the fact that a(F) < a for all F € F. Hence, we conclude that
a(S) < a-fecovr(S). O

Theorem 1.2. For every positive integer ¢ there exists an integer d = d(c) with the following
property. If C is a hereditary graph class such that for every G € C and for every two non-adjacent
vertices u,v € V(G), there exists a set X C V(G) disjoint from {u,v} with | X| < (w(G)log|V(G)|)¢
that separates u from v, then for every G € C and for every two non-adjacent vertices u,v € V(G),
there exists a set X C V(G) disjoint from {u,v}, with a(X) < log?(|V(G)|), that separates u from
.
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Proof. We may assume that |V(G)| > 3 for otherwise the conclusion of the theorem holds taking
X = 0. Let ¢ be the smallest integer such that ¢ > (2log(2t))¢. Consider the complete bipartite
graph K;; on 2t vertices, and let u,v be two vertices on the same side of the bipartition in Kj ;.
Observe that v and v are non-adjacent. Furthermore, any vertex subset X C V(K34) \ u,v that
separates u from v has size at least ¢. Finally note that w(K3;) = 2. Therefore, by the definition of
C and the choice of t, it follows that C does not contain K;;. Let G € C. Since C is hereditary, G is

2K;-free. Therefore, by Lemma G has a (1, a)-container family F of size [V (G)|2tlos[V(@)+3)*
for a < (2tlog |V (GQ)| + 3)*.

Define A := N(u), B:= N(v), G’ := G—{u,v}, and f :=6-[(12-a- [log2|F|]-log |V (G)])*+1].
Note that since u and v are non-adjacent, we have A, B C V(G’). We apply Theorem to the
tuple (G, A, B, f,a, F) with the parameter ¢ = [log 2|F|], which leads to two possible cases.

Suppose there exists a multiset Q of induced A-B paths in G’ of cardinality at least f - ¢, such
that for every F' € F, the number of paths in O that have a non-empty intersection with F' is at
most 6¢. Then let H := G[{u,v} UJpco V(P)] and note that since u and v are non-adjacent, H
has at least three vertices. As F is a (1,a)-container family, every clique in G, and consequently
in the induced subgraph H, is contained in some F' € F. Furthermore, since the paths in Q are
induced and each F' € F has independence number at most a, we have |V (P) N F| < 2a for every
P e Qand F € F. It follows that w(H) < maxper{|F NV (H)|} < 12-a-{. Now, H belongs
to the family C, since C is hereditary and H is an induced subgraph of G. Since u and v are
non-adjacent in H, there is a set X C V(H) disjoint from {u,v} with | X| < (12-a-£¢-log|V (H)|)®
that separates u from v in H. But, as | X| > covz(X), we have a subfamily 7' C F of cardinality
at most (12-a- /¢ -log|V(H)|)¢ < % such that |Jpcz F' separates u from v in H. However, this
leads to a contradiction as |Q| > f - ¢ and as the number of paths in Q that intersect F' is at most
6¢ for every F' € F, which implies that |F'| is at least %.

Therefore, G’ has an A-B separator X with fcovr(X) < 12-a - f - log(2|V(G")]). But, X
is a set disjoint from {u,v} that separates u from v in G and, by Lemma satisfies a(X) <
12-a?- f-log(2|V(G")|). Hence, we define d(c) to be the smallest positive integer such that

log¥®) (4n) > 12 (2tlogn+3)%-6-[(12- (2tlog n+3)*- [1+ (2tlog n+3)*-logn] -log n)°+1] -log 2n
holds for every positive integer n, which completes the proof of the theorem. O

In order to prove Theorem we need the following lemma. We remark that the proof of
Lemma 8.3 follows closely that of Lemma 7.1 in [7].

Lemma 8.3. Let G be a graph, and let a be a positive integer. If for every independent set
I C V(QG) of size at least a, there exist disjoint subsets Iy, Iy C I and an I1—Is separator S such
that SN (I U L) = 0 and a(S) < minf{|I1], ||}, then twa(G) < 3 - a.

Proof. We will prove that for every set Z C V(G) with a(Z) = a there is a tree decomposition
(T, x) of G such that a(x(t)) < 3 -a for every t € T, and that there exists t € T such that
Z C x(t). The proof is by induction on |V (G)|. Observe that every induced subgraph of G satisfies
the assumption of the lemma.

Let Z C V(G) with a(Z) = a. Let I be an independent set of Z with |I| = «(Z). Let I3,
I, C I be disjoint subsets of I and let S be an I1—I» separator satisfying S U (I3 N I2) = @) and
a(S) <min{|L]|,|I2|}. Let Ci,..., Cy be the connected components of G—S and define Z; :== ZNC;
for every i € [r]. Consider Z; for some i € [r] and observe that as S is an [;—I separator, Z; are
disjoint and anti-complete from either I; or I,. Without loss of generality, assume Z; N I; = (.
Let I be an independent set in Z; such that |I/| = «(Z;). If |I/| > max{|];], |I2|}, then I] U I;
will be an independent set in Z of size strictly greater than I, which is a contradiction. Hence,
a(Z;) < max{|[1],|I2]} which combined with [I| < |I1]| + |I2|, implies that a(Z; U S) < |I| = a.
If a(C;) < a then let (T3, x;) be the trivial tree decomposition with 7" having a single node t;
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and x(t;) := V(C;). Otherwise, let Z/ C C; be such that Z; US C Z! and «(Z)) = a and let
(T3, xi) be the tree decomposition of G[C;] obtained by applying our inductive assumption, with
Z! C xi(t;) for some t; € V(T;). Now, let T be the tree obtained from the disjoint union of
Ti,...,T, by adding a new vertex to which is only adjacent to t1,...,t.. Define x(t) = x;(¢) for
every t € T;, and let x(t9) = ZU S. It can be verified that (T, x) is a tree decomposition of G.
Since a(Z U S) < a+ min{|I1],|I2|} < 2 - a and since Z C x(to), we have that (T, x) satisfies the
conclusion of the lemma. O

Theorem 8.4. Let G be a graph, f, a, and b be positive integers with a > 2, and let F be a
(b, a)-container family in G. If twy(G) > 1020000 - [log2n - a® - log(f - a) - f], then there exists an
induced subgraph G' C G and an independent set I C V(G") of size 680000 - [log 2n-a>-log(f-a)- f]
that satisfies the following properties:

e Fuvery induced subgraph H of G' with a(H) < b, satisfies

\V(H) < 21-b-([log4|F|] + 680000 - [log2n - a® - log(f - a)])

e For every (I, 1)-balanced separator S in H, we have that covz(S) > f.
Proof. We begin with the following claim.

Claim 8.4.1. There exists an independent set I C V(G) in G, of size 680000 [log 2n-a>-log(f-a)- f]

for which no (I, %)—balanced separator S in G satisfies fcovy(S) < 17000 -log 2n-a? -log(f - a) - f.

Proof. Assume for contradiction that, for every independent set I C V(G) such that |I| = 680000 -
[log2n-a®-log(f-a)- f], there exists an (I, £ )-balanced separator S in G with fcov(S) < 17000 -
log 2n - a? -log(f - a) - f. Fix such an independent set I and the corresponding separator S C V(G).
Observe that, by Lemma we have al(S) < a-feovr(S) < 17000-log2n-a3-log(f-a)- f = 451
We will show that there exist disjoint subsets I1,ls C I such that S is an I;—Is separator with
SN ([ UIy) =0 and min{|L],|l2|} > 4—10|I\. This suffices to prove the claim via Lemma since
twa(G) > 1020000 - [log2n - a® - log(f - a) - f] = 3|1].

To this end, let C1,...,C, be components of G — S that intersect I and define I} := C; N I
for every i € [r]. By relabeling the sets if necessary, assume that |I;| > [I; | for all i € [r]. If

|I7| > %‘, then define Iy := I{ and Iy = (U,¢,y ;) \ [1. Here, we have |Io| > |I| — || = [SNI| >
[I| — 5|1 — 5|1 = 45|I|. Otherwise, Let ¢ be the smallest integer in [r] such that Y7 | [I/| > %
We claim that Y 7_; |I/] < @ If ¢ = 1, the claim holds trivially. Else, observe that

! / ! qil / / qil ! qil !/ 2‘I|
Z’Iz‘ = |l + Z|Iz| < |l + Z|Iz| < QZM’ < KN
i=1 i=1 i=1 i=1
Define Iy := U} Ij and I := I \ (I; U S). Since the sets in {I;};c[, are pairwise disjoint, we have
that 11| = Y%, |I]]. Hence, |Ih] > 12 and since || < 21, we have || > |I| - |Ii| = |S N 1| >

[I| — 2|I| — 45|I| = 45!1|- Hence, in either case, we obtain disjoint subsets I1, I of I such that S
is an I1—I5 separator and SN (I; UI) = 0 and min{|I;[,|I2|} > 45|I|. This concludes the proof of
the claim. O

Let I be the independent set in G of whose existence is guaranteed by Claim Namely,
has size 680000 - [log2n - a® - log(f - a) - f], and every (I, 2% )-balanced separator S in G satisfies
fcovF(S) > 17000 - log2n - a? - log(f - a) - f). Observe that the objective value of any optimal
solution to the balanced separator LP for the instance (G, I, F), as described in Section |§|, is at
least f. Otherwise, by Theorem the set I would admit a balanced separator S with fcovz(S) <
17000 - log 2n - a? - log(f - a) - f, contradicting the definition of I.

By strong duality, the dual LP described in Section [7] also has an optimal objective value,

denoted by f’, that is at least f. Now, applying Theorem to the instance (G,I,F), with
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0="7-([f"log4|F|] + 680000 - [log2n - a> - log(f - a) - f]), guarantees the existence of a subgraph
G’ C G with I C V(G') such that the following holds: every induced subgraph H of G’ with
a(H) < b satisfies |V(H)| <3-b- % < 21-b-([log4|F|] + 680000 - [log2n - a3 - log(f - a)]), and
for every (I, %)—balanced separator S in G’, we have covz(S) > f. This concludes the proof of the

theorem.
O

For the proof of Theorem [1.1] we also need the following propositions.

Proposition 8.5 ([12]). For every positive integer t, there exist positive real numbers c(t) and e(t)
such that, every Ky -free graph G on n vertices satisfies w(G) > c(t) - n°® or a(G) > c(t) - n°®.

Proposition 8.6 ([9]). Let G be a graph, and let k be a positive integer. If tw(G) < k, then for
every set Z C V(G), there exists a (Z, 5)-balanced separator S, such that |S| < k.

We remark that Proposition is not explicitly stated as such by Erdés and Hajnal [12], but is
an immediate implication of Theorem 1.2 in [12].

Theorem 1.1. Let C be a hereditary graph class. The following are equivalent:

(i) There exists a positive integer c¢1 such that for every G € C on at least 3 vertices we have
twa(G) < (log [V(G))*.

(ii) There exists a postive integer co such that for every G € C on at least 3 vertices we have
twe(G) < (w(G)log |V (G)])e.

(iii) There exists a positive integer cs such that for every G € C on at least 3 vertices we have
tw(G) < (w(G) log [V(G)[)*.

Proof. (i) = (ii) Trivially true.

(ii) = (iii) Let t be the smallest integer such that ¢ > (2log(2¢))“?. Consider the complete
bipartite graph K;; on 2t vertices. Since any tree decomposition (7', x) of G has a node v € V(T)
such that x(v) contains one side of the bipartition, we have tw,(G) > t. Furthermore, w(K;;) = 2.
Therefore, by the definition of C and the choice of ¢, it follows that C does not contain Kj ;.

Let G € C. Since C is hereditary, G is 2K;-free. Let (T, %) be a tree decomposition of G' such
that a(x(v)) < tw(G) for all v € V(T). Applying Proposition to G[x(v)], where v € V(T),

1

implies that |x(v)| < ﬁ((w(G) +1) - (twa(G) 4+ 1))@ for some positive constants c(t) and e(t).

Therefore, defining c¢; to be the smallest positive integer that satisfies

(W(G)log V(G)))* = dlt)((w(G) +1) - (W(G)log [V(G)])= +1))7

suffices to prove the implication.

(11i)) = (i) Let t be the smallest integer such that ¢t > (2log(2¢))®. Consider the complete
bipartite graph Ky on 2t vertices. Since any tree decomposition (7', x) of K;; has a node t € V(T')
such that x(t) contains one side of the bipartition, we have tw(G) > t. Furthermore, w(K;;) = 2.
Therefore, by the definition of C and the choice of ¢, it follows that C does not contain Ky ;.

Let G € C, since C is hereditary, G is K¢ -free (equivalently 2K;-free). Therefore, by Lemma
G has a (1, a)-container family F of size |V (G)|2t1g V(O3 for o < (2tlog |V (G)| + 3)*. Choose
f to be the smallest positive integer satisfying

fo> (21 ([log4|F[] + 680000 - [log 2|V (G)| - a® - log(f - a)1)) - log [V (G)])?

We apply Theorem to G, f and F, and observe that, if tw,(G) > 1020000 - [log2|V(G)| -
a® -log(f - a) - f] then there exists an induced subgraph G’ C G with the following properties:
w(G") < 21 ([log4|F|] + 680000 - [log 2|V (G)| - a® - log(f - a)]); and there exists a set I C V (G’
such that every (I, §)-balanced separator S in G, satisfies [S| > covz(S) > f. By Proposition
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we conclude that tw(G’) > f. Also, since |V (G’)| is at least f > 3, and since C is hereditary we
have G’ € C. This leads to a contradiction due to our choice of f, as G’ now satisfies tw(G’') <
(w(G"1og |V (G")])* < f. Thus we conclude that tw,(G) < 1020000- [log 2|V (G)|-a®-log(f-a)- f].

Therefore, for every n € N, if we let a,, := (2tlogn + 3)* and let f,, denote the smallest positive
integer such that,

fn > (21 ([anlogn 4 2] + 680000 - [log 2n - a2 - log(f, - an)])) - logn)“
then, defining ¢; to be the smallest positive integer that satisfies
log®n > 1020000 - [log2n - a2 -log(fn - an) - fn]

suffices to prove the implication and consequently the theorem. ]

9. CONCLUSION

We have shown a “poly-logarithmic” variant of the recently disproved Milani¢’s Conjecture (Con-
jecture . Our main result is that for every hereditary graph class C, every graph in C has poly-
logarithmic tree-independence number if and only if every graph in C has treewidth upper bounded
by a polynomial in logn and the size of its maximum clique. It remains to characterize the classes
C such that every graph in C has poly-logarithmic tree-independence number. The following con-
jecture, if true, would be sufficient to characterize all classes closed under induced minors (that is,
closed under vertex deletion and edge contraction).

Conjecture 9.1. For every positive integer t there exists an integer ¢ such that every graph G on
at least 3 vertices either contains Ky or By as an induced minor, or satisfies twq(G) < (logn)®.

Here, for every positive integer t the graph H; is the ¢ x ¢ grid, defined as the graph with vertex
set [t] x [t] where every pair (i,7), (¢, 7’) of vertices are adjacent if and only if |i — 4’|+ |j — j'| = 1.

On the way to showing our main results we defined the notion of independence-containers, and
showed that every hereditary family excluding the kK for some positive integer k admit container
families of quasi-polynomial size that cover all vertex sets with poly-logarithmic independence
number. We leave behind the following open problem,

Problem 9.2. For every pair of integers k and b, does there exists an integer a such that every

graph G which excludes kKy, as an induced subgraph has a (b, a)-container family F of size at most

n?.
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