
INDUCED SUBGRAPHS AND TREE DECOMPOSITIONS
XVI. COMPLETE BIPARTITE INDUCED MINORS

MARIA CHUDNOVSKY†∗, SEPEHR HAJEBI§, AND SOPHIE SPIRKL§∥

Abstract. We prove that for every graph G with a sufficiently large complete bipartite
induced minor, either G has an induced minor isomorphic to a large wall, or G contains a
large constellation; that is, a complete bipartite induced minor model such that on one side
of the bipartition, each branch set is a singleton, and on the other side, each branch set
induces a path.

We further refine this theorem by characterizing the unavoidable induced subgraphs of
large constellations as two types of highly structured constellations. These results will be
key ingredients in several forthcoming papers of this series.

1. Introduction

The set of all positive integers is denoted by N. For each k ∈ N, we write Nk for the set
of all positive integers not greater than k. Graphs in this paper have finite vertex sets, no
loops and no parallel edges. Given a graph G = (V (G), E(G)) and X ⊆ V (G), we use X to
denote both the set X and the subgraph G[X] of G induced by X. For a set X of subsets of
V (G), we write V (X ) =

⋃
X∈X X. We say that G is H-free, for another graph H, if G has

no induced subgraph isomorphic to H.

This series of papers studies the interplay between induced subgraphs and treewidth (where
the treewidth of a graph G is denoted by tw(G); see [10] for a definition).

Specifically, one of the main goals is to answer the following question:

Question 1.1. What are the unavoidable induced subgraphs of graphs with large treewidth?

The answer is known if we replace “induced subgraphs” by “subgraphs” or “minors” as
shown by Robertson and Seymour [19] (where Wr×r denotes the r-by-r hexagonal grid, also
known as the r-by-r wall ; see Figure 1):
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Figure 1. The basic obstructions of treewidth 4: K4,4 (top left), K5

(bottom left), a subdivision of the 4× 4 wall (middle) and the line graph of a
subdivision of the 4× 4 wall (right).

Theorem 1.2 (Robertson and Seymour [19]). For every integer r ∈ N, there is a constant
f1.2 = f1.2(r) ∈ N such that every graph G with tw(G) ≥ f1.2 has a subgraph isomorphic to
a subdivision of Wr×r.

The answer to Question 1.1 is necessarily more complicated, as it needs to include all
basic obstructions : complete graphs, complete bipartite graphs, subdivided walls, and the
line graphs of subdivided walls (see Figure 1). Moreover, basic obstructions do not form a
complete answer to Question 1.1, as shown by several examples of “non-basic” obstructions
such as the Pohoata-Davies graphs [9, 16], “occultations” [2, 6], and “layered wheels” [21].

It appears that the key to answering Question 1.1 is to understand the unavoidable induced
subgraphs of graphs with large dense minors. In all non-basic obstructions, large treewidth
is caused by the presence of a large complete minor (and that is for a good reason: it has
been shown several times [1, 20, 22] that every graph with large enough treewidth and no
induced subgraph isomorphic to a basic obstruction of large treewidth has a large complete
minor). In fact, the first two non-basic obstructions mentioned above, the Pohoata-Davies
graphs and the occultations (see Figure 2), have large complete bipartite induced minors
(while the third, layered wheels, do not [8]. This also follows directly from our main result,
Theorem 2.3.)

It is therefore natural to ask for a characterization of the unavoidable induced subgraphs
of graphs with large complete bipartite induced minors (at least in the absence of basic
obstructions of large treewidth). Our main result is exactly this characterization. As it turns
out, the Pohoata-Davies graphs and the occultations are essentially the only (non-basic)
outcomes.

Let us make all this precise, beginning with a few definitions. Let G be a graph. We say
that X, Y ⊆ V (G) are anticomplete in G if X∩Y = ∅ and there is no edge in G with an end
in X and an end in Y (if X = {x} is a singleton, then we also say x is anticomplete to Y in
G). Given a graph H, we say G has an induced minor isomorphic to H if there are pairwise
disjoint connected induced subgraphs (Gv : v ∈ V (H)) of G, which we call the branch sets,
such that for all distinct u, v ∈ V (G), we have uv ∈ E(H) if and only if Gu, Gv ⊆ V (G)
are not anticomplete in G. Both the Pohoata-Davies graphs and the occultations contain
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Figure 2. A Pohoata-Davies graph (left) and an occultation (right), both of
treewidth 4.
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Figure 3. A (3, 3)-constellation.

complete bipartite induced minors of a special type: On one side of the bipartition, each
branch set is a singleton, and on the other side, each branch set induces a path. We call
such graphs constellations, and analyzing the structure of constellations was one of the main
tools in many of our earlier papers [2, 3, 4, 5, 14]. Formally, a constellation is a graph c in
which there is a stable set Sc such that every component of c \ Sc is a path, and each vertex
x ∈ Sc has at least one neighbor in each component of c \ Sc. We denote by Lc the set of
all components c \ Sc (each of which is a path), and denote the constellation c by the pair
(Sc,Lc). For l, s ∈ N, by an (s, l)-constellation we mean a constellation c with |Sc| = s and
|Lc| = l (see Figure 3). Given a graph G, by an (s, l)-constellation in G we mean an induced
subgraph of G which is an (s, l)-constellation.

Note that an (s, l)-constellation has treewidth at least min{s, l}, because it has an induced
minor isomorphic to the complete bipartite graph Ks,l (obtained by contracting all edges of
the paths in Lc). Our first result shows that, in the absence of basic obstructions, the
converse is also true:
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Theorem 1.3. For all l, r, s ∈ N, there is a constant f1.3 = f1.3(l, r, s) ∈ N such that if G is
a graph with an induced minor isomorphic to Kf1.3,f1.3, then one of the following holds.

(a) There is an induced minor of G isomorphic to Wr×r.
(b) There is an (s, l)-constellation in G.

It remains to describe the unavoidable induced subgraphs of large constellations, which
we will do in our second result. The exact statement will be given as Theorem 2.1, which
roughly says the following: for all l, r, s ∈ N, given a sufficiently large constellation c, either
a basic obstruction of treewidth r is present in c as an induced subgraph, or there is an
(s, l)-constellation b in c along with a linear order x1, . . . , xs of the vertices in Sb such that
one of the following holds:

• For all 1 ≤ i < j ≤ s and every path P from xi to xj with interior in V (L), every
vertex xk with j < k ≤ s has a neighbor in P ; or

• There is a constant c = c(r) (actually, c(r) = 2r2 works) such that for all 1 ≤ i <
k ≤ s and every path P from xi to xk with interior in V (L), we have

|{j ∈ {i+ 1, . . . , k − 1} : N(xj) ∩ V (P ) = ∅}| < c.

In particular, the first of these is a slight generalization of occultations. The second is
a relatively substantial generalization of the Pohoata-Davies graphs, but we will show in
Section 3 that this outcome cannot be replaced with (straightforward variants of) the
Pohoata-Davies graphs. We will also prove in the final section that both outcomes are
necessary.

2. Unavoidable constellations and the main result

Here we give the exact statement of our second result, Theorem 2.1. Then we state our
main result, Theorem 2.3, as a direct combination of Theorems 1.3 and 2.1.

We need several definitions. Let P be a graph which is a path. Then we write P =
p1- · · · -pk to mean V (P ) = {p1, . . . , pk} for k ∈ N, and E(P ) = {pipi+1 : i ∈ Nk−1}. We call
p1, pk the ends of P , and we call P \ {p1, pk} the interior of P , denoted P ∗. Given a graph
G, by a path in G we mean an induced subgraph of G that is a path.

Given a graph G, a subdivision of G is a graph obtained from G by replacing each edge
e = uv of G by a path Pe of length at least 1 from u to v such that the interiors of the paths
are pairwise disjoint and anticomplete. For d ∈ N, this is a d-subdivision ((≤ d)-subdivision,
(≥ d)-subdivision) if each path Pe has length exactly d + 1 (at most d + 1, at least d + 1)
for all e ∈ E(G). A subdivision is proper if it is a (≥ 1)-subdivision. For a set X, a linear
order ≼ on X, and x, y ∈ X, we write x ≺ y to mean x ≼ y and x and y are distinct. For
an element x ∈ X and a subset Y ⊆ X, we write x ≺ Y to mean x ≺ y for every y ∈ Y .
Similarly, we write Y ≺ x to mean y ≺ x for every y ∈ Y .

Let c = (Sc,Lc) be a constellation. By a c-route we mean a path R in c with ends in Sc

and with R∗ ⊆ V (Lc), or equivalently, with R∗ ⊆ V (L) for some L ∈ Lc. For d ∈ N, we
say c is d-ample if there is no c-route of length at most d+ 1. We also say c is ample if c is
1-ample (that is, no two vertices in Sc have a common neighbor in V (Lc); see Figure 4).
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Figure 4. A c-route of length four in the (3, 3)-constellation c from
Figure 3, which is 2-ample.
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Figure 5. A (4, 1)-constellation which is interupted with x1 ≼ x2 ≼ x3 ≼ x4.

We say a constellation c is interrupted if there is a linear order ≼ on Sc such that for all
x, y, z ∈ Sc with x ≺ y ≺ z and every c-route R from x to y, the vertex z has a neighbor in
R (see Figure 5). We remark that occultations as in [2, 6] are a special case of this (compare
Figure 2 (right) and Figure 5).

For q ∈ N, we say a constellation c is q-zigzagged if there is a linear order ≼ on Sc such
that for all x, y ∈ Sc with x ≺ y and every c-route R from x to y, there are fewer than q
vertices z ∈ Sc where x ≺ z ≺ y and z has no neighbor in R (see Figure 6).

We also need a canonical “containment” relation on constellations, which we define next.
For constellations b and c, we say b sits in c if

• Sb ⊆ Sc;
• for every L ∈ Lb, there exists M ∈ Lc such that L ⊆ M ; and
• for every M ∈ Lc, there is at most one path L ∈ Lb such that L ⊆ M .

See Figure 7. It follows that for constellations b and c where b sits in c, the useful properties
of c are also inherited by b. In particular,
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Figure 6. Left: A (4, 1)-constellation which is 1-zigzagged with
x1 ≼ x2 ≼ x3 ≼ x4. Right: A (6, 1)-constellation which is 1-zigzagged with

x1 ≼ x2 ≼ x3 ≼ x4 ≼ x5 ≼ x6.

S

L

Figure 7. A (2, 2)-constellation sitting in the (3, 3)-constellation from
Figure 3.

• b is an induced subgraph of c;
• if c is d-ample for some d ∈ N, then so is b;
• if c is interrupted, then so is b; and
• if c is q-zigzagged for some q ∈ N, then so is b.

We are now ready to state our second result:

Theorem 2.1. For all d, l, l′, r, s, s′, t ∈ N, there are constants f2.1 = f2.1(d, l, l
′, r, s, s′, t) ∈ N

and g2.1 = g2.1(d, l, l
′, r, s, s′, t) ∈ N such that for every (f2.1, g2.1)-constellation c, one of the

following holds.
(a) There is an induced subgraph of c isomorphic to either Kr,r or a proper subdivision

of K2t+2.
(b) There is a d-ample interrupted (s, l)-constellation which sits in c.
(c) There is a d-ample 2t-zigzagged (s′, l′)-constellation which sits in c.

We also need the next result:
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Lemma 2.2 (Aboulker, Adler, Kim, Sintiari, Trotignon; see Lemma 3.6 in [1]). For every
r ∈ N, there is a constant f2.2 = f2.2(r) such that if G is a graph with an induced minor
isomorphic to a subdivision of Wf2.2×f2.2, then G has an induced subgraph isomorphic to either
a subdivision of Wr×r or the line graph of a subdivision of Wr×r.

We can now state the main result of this paper, which follows directly from combining
Theorems 1.3 and 2.1 with Lemma 2.2.

Theorem 2.3. For all d, l, l′, r, s, s′ ∈ N, there are constants f2.3 = f2.3(d, l, l
′, r, s, s′) ∈ N

and g2.3 = g2.3(d, l, l
′, r, s, s′) ∈ N with the following property. Let G be a graph which has an

induced minor isomorphic to Kf2.3,g2.3. Then one of the following holds.
(a) There is an induced subgraph of G isomorphic to either Kr,r, a subdivision of Wr×r,

or the line graph of a subdivision of Wr×r.
(b) There is a d-ample and interrupted (s, l)-constellation G.
(c) There is a d-ample and 2r2-zigzagged (s′, l′)-constellation in G.

It remains to prove Theorems 1.3 and 2.1, which we will do in Sections 7 and 8.

This paper is organized as follows. In Section 3, we will give a construction showing
that the third outcome of Theorem 2.3 cannot be strengthened to yield the Pohoata-Davies
graphs. Then, we proceed to the proof of Theorem 2.1: In Section 4, we show that we
can restrict our attention to d-ample constellations. In Section 5, we obtain a precursor to
outcomes (b) and (c) of Theorem 2.1 in which a “mixture” of the two cases holds. Section
6 recovers these two distinct outcomes, and Section 7 finishes the proof of Theorem 2.1. In
Section 8, we prove Theorem 1.3, hence completing the proof of Theorem 2.3. Finally, in
Section 9, we will prove that interrupted constellations and zigzagged constellations are both
unavoidable as outcomes of Theorems 2.1 and 2.3.

3. The zigzag graph

Before we continue to our main proofs, let us expand on Theorem 2.1(c). One might hope
that this outcome could be refined further to coincide with the Pohoata-Davies graphs [9, 16]
or more precisely, with “arrays,” which are slight generalizations of Pohoata-Davies graphs
[4]. Let c be a constellation. We say that c is aligned if there is a linear order ≼ on Sc

such that every path L in Lc traverses neighbors of Sc in order, that is, there is a labelling
v1, . . . , vt of the vertices of L such that for all i, j ∈ Nt:

(1) vivj ∈ E(L) if and only if |i− j| = 1; and
(2) if s, s′ ∈ Sc with s ≺ s′ such that vi ∈ N(s) and vj ∈ N(s′), then i < j.

Arrays are aligned constellations; Pohoata-Davies graphs have some further restrictions.
Writing x1, . . . , xs for the vertices of Sc, each path L of Lc gives rise to a sequence AL

(unique up to reversal) obtained by recording, as we traverse L, the indices of vertices
in Sc whose neighbors we encounter. For example, in Figure 6, this sequence would read
1, 1, 1, 2, 2, 3, 4, 4 for the graph of the left, and begin with 1, 2, 3, 2, 3, 4 for the graph on the
right. A constellation is aligned (with the linear order x1 ≼ · · · ≼ xs), then, if for every
L ∈ Lc, we have AL = 1, 2, . . . , s after omitting consecutive occurrences of the same number
(and up to reversal).
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Let us say that a sequence A = a1, . . . , at of integers is smooth if consecutive entries differ
by at most 1. Thus, a constellation c is 1-zigzagged if and only if there is a linear order on
c such that AL is smooth for every L ∈ Lc.

One might hope that if c is a sufficiently large 1-zigzagged constellation, then there is a
large aligned constellation which sits in c. Translating this to sequences, we would hope
that for every smooth sequence A = a1, . . . , at with |{a1, . . . , at}| sufficiently large, there is a
large subset B ⊆ {a1, . . . , at} as well as i, j ∈ Nt such that the sequence AB,i,j, obtained from
ai, . . . , aj by skipping all entries which are not in B and then omitting consecutive entries
that are equal, is a sequence containing each element of B exactly once. Let us say that B is
an alignment in A in this case; we call |B| the size of the alignment. We will show that for
every n, there is a smooth sequence containing the numbers 1, . . . , n with no alignment of
size 4. We call this sequence the zigzag sequence. The associated constellation is 1-zigzagged,
but no aligned constellation with a stable set of size 4 sits in it.

To define the zigzag sequence, we need some further definitions. Given a sequence A =
a1, . . . , at, we define A+1 to be the sequence a1+1, a2+1, . . . , at+1. Moreover, we write A−1

for the reverse of A, that is, the sequence at, at−1, . . . , a1. We define A∗ to be the sequence
A1, . . . , At−1.

We are now ready to define the zigzag sequence Zn for n ∈ N≥2. We let Z2 = 1, 2 and
Z3 = 1, 2, 3. For n ≥ 4, we define to be the sequence Zn = Z∗

n−1, ((Zn−2 +1)−1)∗, (Zn−1) + 1.
Thus,

Z4 = 1, 2, 3, 2, 3, 4

and
Z5 = 1, 2, 3, 2, 3, 4, 3, 2, 3, 4, 3, 4, 5.

From the definition, it follows that Zn is a smooth sequence containing the numbers 1, . . . , n.
In addition, replacing each entry ai of Zn with n + 1 − ai yields the sequence (Zn)

−1. We
write ln for the length of Zn.

Lemma 3.1. Zn contains no 4-alignment.

Proof. Suppose for a contradiction that {p, q, r, s} is an alignment in the sequence A =
zi, . . . , zj for some i < j, where Zn = z1, . . . , zln . We choose this counterexample with n
minimum. We may further choose this sequence with j− i minimum, and so we may assume
that zi = p and zj = s and zk ̸∈ {p, s} for k ∈ {i + 1, . . . , j − 1}. By symmetry, we may
assume that p < s. It follows that zi+1, . . . , zj−1 ∈ {p+ 1, . . . , s− 1}.

We claim that p = 1. Suppose not, so p ≥ 2. It follows that all entries of A except possibly
zi are strictly larger than 2, and so A is contained in either (Zn−1) + 1 or Z∗

n−1, ((Zn−2 +
1)−1)∗, 2 = Z∗

n−1, ((Zn−2 + 1)−1). The former contradicts the minimality of n, and so the
latter case holds. In particular, A does not contain n, and so s ≤ n− 1. Since the first entry
of ((Zn−2 + 1)−1) is n − 1, it follows that A is contained in one of Z∗

n−1, n − 1 = Zn−1 or
((Zn−2+1)−1); however, both contradict the minimality of n. Thus, p = 1, and by symmetry,
s = n. It follows that i = 1 and j = ln, and so A = Zn.

By symmetry, we may assume that q < r. Then,

A = Zn = Z∗
n−1, ((Zn−2 + 1)−1)∗, (Zn−1) + 1
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and Z∗
n−1 contains q (and possibly r), ((Zn−2 + 1)−1)∗ contains r (and possibly q), and

(Zn−1) + 1 contains q (and possibly r); but this contradicts the assumption that {p, q, r, s}
is an alignment in A, hence completing the proof. ■

The zigzag graph GZn is defined as follows. Let Zn = z1, . . . , zln . We let V (GZn) =
{p1, . . . , pln , x1, . . . , xn} and

E(GZn) = {pipi+1 : i ∈ {1, . . . , ln − 1}} ∪ {xipj : i ∈ {1, . . . , n}, j ∈ {1, . . . , ln}, zj = i}.
This is an (n, 1)-constellation which is 1-zigzagged (Figure 6 (right) shows GZ6); by making
l copies of the path p1, . . . , pln we obtain an (n, l)-constellation GZ l

n. Using Lemma 3.1, one
can show that GZ l

n contains no large array; we omit the proof. It follows that it is not
possible to simplify Theorem 2.1(c) to the case of arrays. We leave open the question of
whether “2t-zigzagged” can be improved to “1-zigzagged.”

4. Amplification

The first step in our proof of Theorem 2.1 is to pass to a sufficiently ample constellation;
doing so makes it easier to find routes which are pairwise anticomplete. This will be done
using the following lemma:

Lemma 4.1. For all d, l, r, r′s ∈ N, there are constants f4.1 = f4.1(d, l, r, r
′, s) ∈ N and

g4.1 = g4.1(d, l, r, r
′, s) ∈ N such that for every (f4.1, g4.1)-constellation c, one of the following

holds.
(a) There is an induced subgraph of c which is isomorphic to either Kr,r or a proper

subdivision of Kr′.
(b) There is a d-ample (s, l)-constellation d with Sd ⊆ Sc and Ld ⊆ Lc.

We will deduce Lemma 4.1 from a straightforward application of the next two results:

Lemma 4.2 (Alecu, Chudnosvky, Hajebi and Spirkl; see Lemma 6.2 in [2]). For all l,m, s ∈
N, there is a constant f4.2 = f4.2(l,m, s) ∈ N such that for every (f4.2, l+m2−1)-constellation
c and every d ∈ N, one of the following holds.

(a) There is a subgraph of c which is isomorphic to a (≤ d)-subdivision of Km.
(b) There is a d-ample (s, l)-constellation d with Sd ⊆ Sc and Ld ⊆ Lc.

Lemma 4.3 (Hajebi [15]; see also Dvořák [12]). For all d, r, r′ ∈ N, there is a constant
f4.3 = f4.3(d, r, r

′) ∈ N with the following property. Let G be a Kr-free and Kr,r-free graph
which has a subgraph isomorphic to a (< d)-subdivision of Kf4.3. Then G has an induced
subgraph isomorphic to a proper (< d)-subdivision of Kr′.

Proof of Lemma 4.1. Let m = f4.3(d,max{r, 4}, r′), let

f4.1 = f4.1(d, l, r, r
′, s) = f4.2(l,m, s)

and let
g4.1 = g4.1(d, l, r, r

′, s) = l +m2 − 1.

Let c be a (f4.1, g4.1)-constellation. Apply Lemma 4.2 to c. Since 4.1(b) and 4.2(b) are
identical, we may assume that 4.2(a) holds, that is, c has a subgraph isomorphic to a (≤
d)-subdivision of Km. Now, observe that c is K4-free. Moreover, if G has a subgraph
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isomorphic to Kr,r, then 4.2(a) holds. So we may assume that c is Kr,r-free, as well. This,
along with the choice of m, allows for an application of Lemma 4.3. We conclude that c has
an induced subgraph isomorphic to a proper subdivision of Kr′ , which in turn implies that
4.1(a) holds, as desired. ■

5. Mixed constellations

In this section, we prove a preliminary version of Theorem 2.1 in which the interrupted
and the zigzagged outcomes are replaced by a “mixture” of the two.

Recall that for q ∈ N, a constellation c is q-zigzagged if there is a linear order ≼ on Sc

such for all x, y ∈ Sc with x ≺ y, every c-route R from x to y and every q-subset Q of Sc

with x ≺ Q ≺ y, some vertex in Q has a neighbor in R. In a “mixed” constellation, we relax
this condition by allowing Q to also contain a controlled number of vertices in Sc that are
not between the ends of R.

More precisely, for q ∈ N and q−, q+ ∈ N∪{0}, we say a constellation c is (q−, q, q+)-mixed
if there is a linear order ≼ on Sc for which the following holds. Let x, y ∈ Sc with x ≺ y,
let R be a c-route from x to y and let Q−, Q,Q+ ⊆ Sc such that |Q−| = q−, |Q| = q,
|Q+| = q+ and Q− ≺ x ≺ Q ≺ y ≺ Q+. Then some vertex in Q− ∪ Q ∪ Q+ has a neighbor
in R. In particular, observe that c is (0, q, 0)-mixed if and only if c is q-zigzagged. Also, for
constellations b and c where b sits in c, if c is (q−, q, q+)-mixed for some q−, q+ ∈ N ∪ {0}
and q ∈ N, then so is b.

We show that:

Lemma 5.1. For all d, l, r, s, t ∈ N, there are constants f5.1 = f5.1(d, l, r, s, t) ∈ N and
g5.1 = g5.1(d, l, r, s, t) ∈ N with the following property. Let c be a (f5.1, g5.1)-constellation.
Then one of the following holds.

(a) There is an induced subgraph of c which isomorphic to either Kr,r or a proper
subdivision of K2t+2.

(b) There is a d-ample and (2t, 2t, 2t)-mixed (s, l)-constellation b which sits in c.

The proof uses the following version of Ramsey’s theorem:

Theorem 5.2 (Ramsey [17]). For all l,m, n ∈ N, there is a constant f5.2 = f5.2(l,m, n) ∈ N
with the following property. Let U be a set of cardinality at least f5.2 and let F be a non-empty
set of cardinality at most l. Let Φ :

(
U
m

)
→ F be a map. Then there exist i ∈ F and an

n-subset Z of U such that Φ(X) = i for all X ∈
(
Z
m

)
.

The main idea of the proof is the following: If there is a large X subset of Sc such that
for every two vertices in X, there are many c-routes between them avoiding neighbors of the
remaining vertices in Q, then this is an induced subdivision of K|Q|. So we apply Theorem
5.2, asking for each subset X which c-routes exist and avoid neighbors of other vertices.

Proof of Lemma 5.1. Let

m = f5.2

((
2t+ 2

2

)(
(l + 1)

(
2t+2
2

)
l

)
, 2t+ 2, s

)
.
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Our choice of f5.1 and g5.1 involves the above value m as well as the constants from Lemma 4.1.
Specifically, we claim that:

f5.1 = f5.1(d, l, r, s, t) = f4.1

(
d, (l + 1)

(
2t+ 2

2

)
, r, 2t+ 2,m

)
and

g5.1 = g5.1(d, l, r, s, t) = g4.1

(
d, (l + 1)

(
2t+ 2

2

)
, r, 2t+ 2,m

)
satisfy the lemma.

Let c be a (f5.1, g5.1)-constellation. Assume that 5.1(a) does not hold. By the choice of f5.1
and g5.1, we can apply Lemma 4.1 to c. Note that 4.1(a) implies 5.1(a). So we may assume
that 4.1(b) holds, that is, there is a d-ample (m, (l + 1)

(
2t+2
2

)
)-constellation m which sits c.

For a (2t + 2)-subset T of Sm, we say that a path L ∈ Lm is T -friendly if for all distinct
x, y ∈ T , there is a c-route R from x to y with R∗ ⊆ L such that T \ {x, y} is anticomplete
to R∗. We claim that:

(1) For every (2t + 2)-subset T of Sm, the number of T -friendly paths in Lm is fewer than(
2t+2
2

)
.

Suppose not. Then for some T ⊆ Sm with |T | = 2t + 2, there are at least
(
2t+2
2

)
paths

in Lm that are T -friendly. In particular, one may choose
(
2t+2
2

)
pairwise distinct T -friendly

paths (L{x,y} : {x, y} ∈
(
T
2

)
) in Lm, each assigned to a 2-subset of T . From the definition of

a T -friendly path, it follows that for every {x, y} ∈
(
T
2

)
, there is a c-route R{x,y} from x to y

with R∗
{x,y} ⊆ L{x,y} such that T \ {x, y} is anticomplete to R∗

{x,y}. But then the subgraph
of m (and so of c) induced by ⋃

{x,y}∈(T2)

R{x,y}

is isomorphic to a proper subdivision of K2t+2, a contradiction to the assumption that 5.1(a)
does not hold. This proves (1).

For the rest of the proof, fix a linear order ≼ on Sm. From (1), we deduce that:

(2) For every T = {x1, . . . , x2t+2} ⊆ Sm where x1 ≺ · · · ≺ x2t+2, there is a 2-subset
{i(T ), j(T )} of N2t+2 with i(T ) < j(T ) as well as and l-subset L(T ) of Lm for which the
following holds. Let R be a c-route from xi(T ) to xj(T ) such that R∗ ⊆ V (L(T )). Then some
vertex in T \ {xi(T ), xj(T )} has a neighbor in R.

Let AT be the set of all paths in Lm that are not T -friendly. Then, for every L ∈ AT ,
there is a 2-subset {iL,T , jL,T} of N2t+2 with iL,T < jL,T such that for every c-route R from
xiL,T

to xjL,T
with R∗ ⊆ L, some vertex in T \ {xiL,T

, xjL,T
} has a neighbor in R. Moreover,

by (1), we have

|AT | > |Lm| −
(
2t+ 2

2

)
= l

(
2t+ 2

2

)
.

It follows that there exists L(T ) ⊆ AT ⊆ Lm with |L(T )| = l such that for all distinct
L,L′ ∈ L(T ), we have iL,T = iL′,T and jL,T = jL′,T . This proves (2).
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Henceforth, for each (2t+ 2)-subset T of Sm, let {i(T ), j(T )} ⊆ N2t+2 and L(T ) ⊆ Lm be
as given by (2). Let

Φ :

(
Sm

2t+ 2

)
→

(
N2t+2

2

)
×
(
Lm

l

)
be the map given by Φ(T ) = ({i(T ), j(T )},L(T )). By the choice of m, we can apply
Theorem 5.2 and deduce that there exist i, j ∈ N2t+2 with i < j, an l-subset L of Lm and an
s-subset S of Sm, such that for every (2t+ 2)-subset T of S, we have i(T ) = i, j(T ) = j and
L(T ) = L.

Now, consider the (s, l)-constellation b = (S,L). We wish to prove that b satisfies 5.1(b).
Note that b sits in m. In particular, b is d-ample because m is, and b sits in c because m
does. It remains to show that b is (2t, 2t, 2t)-mixed. To see this, consider the restriction of ≼
to S. Let x, y ∈ S with x ≺ y, let R be c-route from x to y and let Q−, Q,Q+ ⊆ Sc such that
|Q−| = |Q| = |Q+| = 2t and Q− ≺ x ≺ Q ≺ y ≺ Q+. Recall that i, j ∈ N2t+2 with i < j, and
so we may choose X− ⊆ Q−, X ⊆ Q and X+ ⊆ Q+ such that |X−| = i− 1, |X| = j − i− 1
and |X+| = 2t+ 2− j. In particular, we have X− ≺ x ≺ X ≺ y ≺ X+, and

T = X− ∪ {x} ∪X ∪ {y} ∪X+

is a (2t + 2)-subset of S. Hence, by the choice of i, j ∈ N2t+2, some vertex in T \ {x, y} =
X−∪X∪X+ ⊆ Q−∪Q∪Q+ has a neighbor in R. This completes the proof of Lemma 5.1. ■

6. From mixed to zigzagged

In this section, we show that:

Lemma 6.1. For all l, l′, s, s′, t ∈ N and σ ∈ N ∪ {0}, there are constants f6.1 =
f6.1(l, l

′, s, s′, t, σ) ∈ N and g6.1 = g6.1(l, l
′, s, s′, t, σ) ∈ N with the following property. Let

q ∈ N and let q−, q+ ∈ N∪{0} such that q−+q+ = σ. Let b be an ample and (q−, q, q+)-mixed
(f6.1, g6.1)-constellation. Then one of the following holds.

(a) There is an induced subgraph of b isomorphic to a proper subdivision of K2t+2.
(b) There is an interrupted (s, l)-constellation which sits in b.
(c) There is a q-zigzagged (s′, l′)-constellation which sits in b.

The proof of Lemma 6.1 uses a result from [11], which we state below. By a hypergraph
we mean a pair H = (V (H), E(H)) where V (H) is a finite set, E(H) ⊆ 2V (H) \ {∅} and
V (H), E(H) ̸= ∅. The elements of H are called the vertices of H and the elements of
E(H) are called the hyperedges of H. We need to define three parameters associated with a
hypergraph H:

1. Let ν(H) be the maximum number of pairwise disjoint hyperedges in H.
2. Let τ(H) be the minimum cardinality of a set X ⊆ V (H) where e ∩ X ̸= ∅ for all

e ∈ E(H).
3. Let λ(H) be the maximum k ∈ N for which there is a k-subset F of E(H) with

the following property: for every 2-subset {e, e′} of F , some vertex v{e,e′} ∈ V (H)
satisfies {f ∈ F : v{e,e′} ∈ f} = {e, e′}.

(Observe that if the hyperedges of H are pairwise disjoint, then we have λ(H) = 1, and
otherwise we have λ(H) ≥ 2.)
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The following is proved in [11]:

Theorem 6.2 (Ding, Seymour and Winkler [11]). Let a, a′ ∈ N and let H be a hypergraph
with ν(H) ≤ a and λ(H) ≤ a′. Then we have

τ(H) ≤ 11a2(a+ a′ + 3)

(
a+ a′

a′

)2

.

Theorem 6.2 is often useful for finding certain induced subgraphs. In our setting,
hypergraphs H with λ(H) large will translate to induced subdivisions of large complete
graphs.

We now turn to the proof of the main result in this section:

Proof of Lemma 6.1. Let l, l′, s′, t ∈ N (so all the variables in the statement except for s and
σ) be fixed. First, we define two sequences

{as,σ : s ∈ N, σ ∈ N ∪ {0}}
and

{bs,σ : s ∈ N, σ ∈ N ∪ {0}}
of positive integers recursively, as follows. For every σ ∈ N ∪ {0}, let

a1,σ = 1; b1,σ = l.

For every s ∈ N, let
as,0 = s′; bs,0 = l′.

For all s ≥ 2 and σ ≥ 1, assuming as−1,σ, as,σ−1, bs−1,σ and bs,σ−1 are all defined, let

as,σ = 11a2s−1,σ(as−1,σ + 2t+ 4)

(
as−1,σ + 2t+ 1

2t+ 1

)2

as,σ−1

and let
bs,σ =

(
as,σ
as−1,σ

)
bs−1,σ +

(
as,σ
as,σ−1

)
bs,σ−1.

This concludes the definition of the two sequences. Back to the proof of 6.1, we will prove
by induction on s+ σ that

f6.1 = f6.1(l, l
′, s, s′, t, σ) = as,σ + 1

and
g6.1 = g6.1(l, l

′, s, s′, t, σ) = bs,σ
satisfy the lemma.

Let q ∈ N and let q−, q+ ∈ N ∪ {0} such that q− + q+ = σ. Let b be an ample and
(q−, q, q+)-mixed (f6.1, g6.1)-constellation. Assume that s = 1. From the choice of a1,σ and
b1,σ, it follows that b is a (1, l)-constellation, and so b is interrupted, implying that 6.1(b)
holds. Next, assume that σ = 0. Then we have q− = q+ = 0. From the choice of as,0 and bs,0,
it follows that b is an (s′, l′)-constellation which is (0, q, 0)-mixed, and so b is q-zigzagged,
implying that 6.1(b) holds.

We may assume from now on that s ≥ 2 and σ ≥ 1. Let ≼ be the linear order on Sb with
respect to which b is (q−, q, q+)-mixed. Since q− + q+ = σ ≥ 1, it follows that either q− ≥ 1
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or q+ ≥ 1. Up to the reversal of ≼, we may assume that q+ ≥ 1. Let v be the unique vertex
in Sb with Sb \ {v} ≺ v.

For L ∈ Lb, we denote by NL(v) the set of all neighbors of v in L, and by KL the set of
all components of L \NL(v). Observe that KL is a set of pairwise disjoint and anticomplete
paths in b with |KL| ≥ 2, and that v is anticomplete to V (KL) in b. For each L ∈ Lb and
every x ∈ Sb \ {v}, let Kx,L be the set of all paths K ∈ KL such that x has a neighbor in K
(note that NL(x) ⊆ V (KL) because b is ample). For each L ∈ Lb, we define the hypergraph
HL with V (HL) = KL and E(HL) = {Kx,L : x ∈ Sb \ {v}}.

Let
M = {L ∈ Lb : ν(HL) ≥ as−1,σ}

and let
N = {L ∈ Lb : ν(HL) ≤ as−1,σ}.

Since Lb = M∪N , it follows from the choice of bs,σ that either

|M| ≥
(

as,σ
as−1,σ

)
bs−1,σ

or

|N | ≥
(

as,σ
as,σ−1

)
bs,σ−1.

Assume that the former holds. Then, since |Sb \ {v}| = as,σ and from the definition of
M, it follows that there is an as−1,σ-subset S1 of Sb \ {v} as well as a bs−1,σ-subset L1 of
M ⊆ Lb such that for every L ∈ L1, the sets (Kx,L : x ∈ S1) are pairwise disjoint. Let b1
be the (as−1,σ, bs−1,σ)-constellation (S1,L1). Then b1 sits in b; in particular, b1 is ample and
(q−, q, q+)-mixed, because b is. Therefore, by the induction hypothesis applied to b1, one of
the following holds:

(A1) There is an induced subgraph of b1 isomorphic to a proper subdivision of K2t+2.
(B1) There is an interrupted (s− 1, l)-constellation which sits in b1.
(C1) There is a q-zigzagged (s′, l′)-constellation which sits in b1.

Since b1 sits in b, it follows that (A1) and (C1) imply 6.1(a) and 6.1(c), respectively. So
we may assume that (B1) holds, that is, there is an interrupted (s − 1, l)-constellation a
which sits in b1. Let ≼1 be the linear order on Sa with respect to which a is interrupted.
Recall that by the choice of S1 and L1, the vertex v has a neighbor in every b1-route. Since
a sits in b1, it follows that v has a neighbor in every a-route. Consequently, (Sa ∪ {v},La)
is an (s, l)-constellation which sits in b, and extending ≼1 from Sa to Sa ∪ {v} by setting
Sa ≺1 {v}, it follows that (Sa∪{v},La) is interrupted. But then 6.1(b) holds. This completes
the induction in the case |M| ≥

(
as,σ

as−1,σ

)
bs−1,σ.

Henceforth, assume that |N | ≥
(

as,σ
as,σ−1

)
bs,σ−1. As it turns out, we may also assume that

λ(HL) ≤ 2t+ 1 for every L ∈ N . In fact, we have:
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(3) Suppose that λ(HL) ≥ 2t+ 2 for some L ∈ Lb. Then 6.1(a) holds.

By the definition of the hypergraph HL and the parameter λ, there is a (2t+2)-subset X of
Sb \{v} with the following property: for every 2-subset {x, y} of X, there exists K{x,y} ∈ KL

such that x and y both have neighbors in K{x,y} while X \{x, y} and K{x,y} are anticomplete
in b. In particular, for every 2-subset {x, y} of X, there is a b-route R{x,y} from x to y with
R∗ ⊆ K{x,y}. But now the subgraph of b induced by⋃

{x,y}∈(X2 )

R{x,y}

is isomorphic to a proper subdivision of K2t+2. This proves (3).

From (3), the definition of N , and Theorem 6.2, it follows that for every L ∈ N , we have

τ(HL) ≤ 11a2s−1,σ(as−1,σ + 2t+ 4)

(
as−1,σ + 2t+ 1

2t+ 1

)2

;

which, combined with the choice of as,σ, yields

|Sb \ {v}| = as,σ ≥ τ(HL)as,σ−1.

In particular, for every L ∈ N , there is an as,σ−1-subset S2,L of Sb \ {v} as well as a path
KL ∈ KL such that

KL ∈
⋂

x∈S2,L

Kx,L;

that is, every vertex in S2,L has a neighbor in KL. This, along with the assumption that
|N | ≥

(
as,σ

as,σ−1

)
bs,σ−1, implies that there is an as,σ−1-subset S2 of Sb \ {v} and a bs,σ−1-subset

L2 of N ⊆ Lb such that for every L ∈ L2, some path KL ∈ KL satisfies

KL ∈
⋂
x∈S2

Kx,L.

Again, this means in words that for every L ∈ L, there is a path KL ∈ KL such that
every vertex in S2 has a neighbor in KL. We deduce that b2 = (S2, {KL : L ∈ L2}) is a
(as,σ−1, bs,σ−1)-constellation.

Now, observe that b2 sits in b, and so b2 is ample because b is. Moreover, recall that b
is (q−, q, q+)-mixed with respect to the linear order ≼ on Sb, where q+ ≥ 1. Since S2 ⊆
Sb \ {v} ≺ v and since v is anticomplete to V (L2), it follows that b2 is (q−, q, q+ − 1)-mixed
with respect to the restriction of ≼ to S2. Therefore, since q− + (q+ − 1) = σ − 1, it follows
from the induction hypothesis applied to the constellation b2 that one of the following holds.

(A2) There is an induced subgraph of b2 isomorphic to a proper subdivision of K2t+2.
(B2) There is an interrupted (s, l)-constellation which sits in b1.
(C2) There is a q-zigzagged (s′, l′)-constellation which sits in b2.

Since b2 sits in b, it follows that (A2) implies 6.1(a), (B2) implies 6.1(b) and (C2) implies
6.1(c). This completes the induction in the case |N | ≥

(
as,σ

as,σ−1

)
bs,σ−1, hence completing the

proof of Lemma 6.1. ■
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7. Finishing the proof of Theorem 2.1

Finally, let us put everything together and prove our first main result, which we restate:

Theorem 2.1. For all d, l, l′, r, s, s′, t ∈ N, there are constants f2.1 = f2.1(d, l, l
′, r, s, s′, t) ∈ N

and g2.1 = g2.1(d, l, l
′, r, s, s′, t) ∈ N such that for every (f2.1, g2.1)-constellation c, one of the

following holds.
(a) There is an induced subgraph of c isomorphic to either Kr,r or a proper subdivision

of K2t+2.
(b) There is a d-ample interrupted (s, l)-constellation which sits in c.
(c) There is a d-ample 2t-zigzagged (s′, l′)-constellation which sits in c.

Proof. Let
f = f6.1(l, l

′, s, s′, t, 4t)

and let
g = g6.1(l, l

′, s, s′, t, 4t).

We claim that
f2.1 = f2.1(d, l, l

′, r, s, s′, t) = f5.1(d, g, r, f, t)

and
g2.1 = g2.1(d, l, l

′, r, s, s′, t) = g5.1(d, g, r, f, t)

satisfy the theorem.
Let c be a (f2.1, g2.1)-constellation. By the choice of f2.1 and g2.1, we can apply Lemma 5.1

to c and deduce that either 5.1(a) or 5.1(b) holds. The former is identical to 2.1(a), so we
may assume that the latter outcome holds, that is, there is a d-ample and (2t, 2t, 2t)-mixed
(f, g)-constellation b which sits in c.

In particular, b is ample. Therefore, by the choices of f and g, we can apply Lemma 6.1
to b. Again, note that 6.1(a) is identical to 2.1(a). Also, since b is d-ample, it follows that
the constellations given by both 6.1(b) and 6.1(c) are also be d-ample. Hence, 6.1(b) implies
2.1(b) and 6.1(c) implies 2.1(c). This completes the proof of Theorem 2.1. ■

8. Complete bipartite induced minors

In this section, we prove Theorem 1.3. This, together with Theorem 2.1, implies Theorem
2.3.

For ease of notation, we define the following. Let G be a graph and let s, t ∈ N. By an
induced (s, t)-model in G we mean an (s+ t)-tuple M = (A1, . . . , As;B1, . . . , Bt) of pairwise
disjoint connected induced subgraphs of G such that:

• A1, . . . , As are pairwise anticomplete in G;
• B1, . . . , Bt are pairwise anticomplete in G; and
• For all i ∈ Ns and j ∈ Nt, the sets Ai and Bj are not anticomplete in G.

It is readily observed that a graph G has an induced minor isomorphic to Ks,t if and only if
there is an induced (s, t)-model in G.
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Let G be a graph and let M = (A1, . . . , As;B1, . . . , Bt) be an induced (s, t)-model in G.
We call the sets A1, . . . , As, B1, . . . , Bt the branch sets of M . We also define

A(M) =
s⋃

i=1

Ai

and

B(M) =
t⋃

j=1

Bj.

We say that M is A-linear if Ai is a path in G for every i ∈ Ns. Similarly, we say that M is
B-linear if Bj is a path in G for every j ∈ Nt. We say M is linear if it is both A-linear and
B-linear.

The proof of Theorem 1.3 has three steps: First, in Theorems 8.1 and 8.2, we reduce the
problem to the linear case. Next, in Lemma 8.3, we further simplify the setup using Lemma
4.1. Finally, in Theorem 8.4, we finish the proof; this is only part of the argument in which
we exclude Wr×r as an induced minor, rather than a 1-subdivision of a complete graph.

Theorem 8.1. For all r, s, t ∈ N, there are constants f8.1 = f8.1(r, s, t) ∈ N and
g8.1 = g8.1(r, s, t) ∈ N with the following property. Let G be a graph and let M =
(A1, . . . , Af8.1 ;B1, . . . , Bg8.1) be an induced (f8.1, g8.1)-model in G. Then one of the following
holds.

(a) There is an A-linear induced (s, t)-model M ′ = (A′
1, . . . , A

′
s;B

′
1, . . . , B

′
t) in G such

that for every i ∈ Nt, we have B′
i ∈ {B1, . . . , Bg8.1}.

(b) There is an induced minor of G isomorphic to a 1-subdivision of Kr.

Proof. Let
g8.1 = g8.1(r, s, t) = 11(r + 3)r2t.

Let q = s
(
g8.1
t

)
and let

f8.1 = f8.1(r, s, t) = q

(
g8.1
2

)
.

Let G be a graph and let M = (A1, . . . , Af8.1 ;B1, . . . , Bg8.1) be an induced (f8.1, g8.1)-model
in G. Suppose for a contradiction that neither 8.1(a) nor 8.1(b) holds. We first partition
{1, . . . , f8.1} into

(
g8.1
2

)
sets (Xi,j : i, j ∈ Ng8.1 , i < j), each of cardinality q.

Fix i, j ∈ Ng8.1 with i < j. For every k ∈ Xi,j, we let Pi,j,k be a path in Ak with |Pk|
minimum such that Pk contains a vertex with a neighbor in Bi and a vertex with a neighbor
in Bj. Note that such a choice of Pi,j,k is possible because Ak is connected and contains both
a vertex with a neighbor in Bi and a vertex with a neighbor in Bj. For every k ∈ Xi,j, let

Si,j,k = {l ∈ Ng8.1 : Pi,j,k is not anticomplete to Bl}.
It follows that {i, j} ⊆ Si,j,k. Moreover, we deduce that:

(4) For all i, j ∈ Ng8.1 with i < j, there exists ki,j ∈ Xi,j such that |Ski,j | < t.

For suppose there exist i, j ∈ Ng8.1 with i < j such that |Sk| ≥ t for all k ∈ Xi,j. For each
k ∈ Xi,j, choose a t-subset Tk of Sk. From the choice of q = |Xi,j|, it follows that there is
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an s-subset Y of Xi,j such that Tk = Tk′ for all k, k′ ∈ Y . Let T be the set with T = Tk for
all k ∈ Y . But now (Pk : k ∈ Y ;Bl : l ∈ T ) is an A-linear induced (s, t)-model in Gthat
satisfies 8.1(a), a contradiction. This proves (4).

From now on, for each choice of i, j ∈ Ng8.1 with i < j, let ki,j ∈ Xi,j be as given by (4),
and write Si,j = Si,j,ki,j and Pi,j = Pi,j,ki,j .

Let H be the hypergraph defined as follows. For each choice of i, j ∈ Ng8.1 with i < j, the
hypergraph H has a vertex vi,j, and for every l ∈ Ng8.1 , the hypergraph H has a hyperedge
el = {vi,j : l ∈ Si,j} (so H has

(
g8.1
2

)
vertices and g8.1 hyperedges).

We consider the values of τ(H), ν(H) and λ(H). Since |Si,j| < t for all i, j ∈ Ng8.1 with
i < j, it follows that every vertex of H belongs to fewer than t hyperedges. In particular,
we have τ(H) > g8.1/t, which along with the choice of g8.1 implies that:

(5) We have τ(H) > 11(r + 3)r2.

Also, recall that for all i, j ∈ Ng8.1 with i < j, we have i, j ∈ Si,j, and so vi,j ∈ ei ∩ ej. In
particular,

(6) We have ν(H) = 1.

Let us now show that:

(7) We have λ(H) < r.

Suppose not; that is, there is an r-subset F of Ng8.1 such that for each choice of i, j ∈ F
with i < j, there exist αi,j, βi,j ∈ Ng8.1 with αi,j < βi,j such that

{l ∈ F : vαi,j ,βi,j
∈ el} = {i, j}.

By the definition of H, we obtain that

F ∩ Sαi,j ,βi,j
= {i, j}.

For each choice of i, j ∈ F with i < j, it follows from the definition of Sαi,j ,βi,j
that Bi and

Bj are the only sets among (Bl : l ∈ F ) to which the path Pαi,j ,βi,j
is not anticomplete in G.

Moreover, recall that the sets (Bl : l ∈ F ) are connected and pairwise anticomplete in G, and
the sets (Pαi,j ,βi,j

: i, j ∈ F, i < j) are connected and pairwise anticomplete in G. Therefore,
G has an induced minor isomorphic to a 1-subdivision of Kr, where the sets (Bl : l ∈ F )
correspond to the vertices of Kr and sets (Pαi,j ,βi,j

: i, j ∈ F, i < j) correspond to the
(
r
2

)
vertices obtained by 1-subdividing each edge of Kr. But now 8.1(b) holds, a contradiction.
This proves (7).

From (6), (7) and Theorem 6.2 (plugging in a = 1 and a′ = r − 1), it follows that

τ(H) ≤ 11a2(a+ a′ + 3)

(
a+ a′

a′

)2

≤ 11(r + 3)r2.

This is a contradiction to (5), and concludes the proof of Theorem 8.1. ■
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Let s, t ∈ N, let G be a graph and let M = (A1, . . . , As;B1, . . . , Bt) be an induced
(s, t)-model in G. We denote by MT the induced (t, s)-model (B1, . . . , Bt;A1, . . . , As) in
G.

Applying Theorem 8.1 to both sides of the bipartition, we deduce the following:

Theorem 8.2. For all r, s, t ∈ N, there are constants f8.2 = f8.2(r, s, t) ∈ N and g8.2 =
g8.2(r, s, t) ∈ N with the following property. Let G be a graph and assume that there is an
induced (f8.2, g8.2)-model M in G. Then one of the following holds.

(a) There is a linear induced (s, t)-model in G.
(b) There is an induced minor of G isomorphic to a 1-subdivision of Kr.

Proof. Let f8.1 = f8.1(r, s, t) and g8.1 = g8.1(r, t) be as given by Theorem 8.1. Let

f8.2 = f8.2(r, s, t) = f8.1(r, g8.1, f8.1)

and let
g8.2 = g8.2(r, s, t) = g8.1(r, g8.1, f8.1).

We apply Theorem 8.1 to the induced (f8.2, g8.2)-model M in G. Note that 8.1(b) and
8.2(b) are identical, and so we may assume that 8.1(a) holds. In particular, there is an
A-linear induced (g8.1, f8.1)-model M ′ = (A′

1, . . . , A
′
g8.1

;B′
1, . . . , B

′
f8.1

) in G. We now apply
Theorem 8.1 to the induced (f8.1, g8.1)-model M ′T = (B′

1, . . . , B
′
f8.1

;A′
1, . . . , A

′
g8.1

) in G.
Again, since 8.1(b) and 8.2(b) are identical, we may assume that 8.1(a) holds; that is, there
is an A-linear induced (s, t)-model M ′′ = (A′′

1, . . . , A
′′
s ;B

′′
1 , . . . , B

′
t) in G such that for all

i ∈ Nt, we have B′′
i ∈ {A1, . . . , Ag8.1}. Since A1, . . . , Ag8.1 are paths in G (as M ′ is A-linear),

it follows that M ′′ is B-linear. Hence, M ′′ is both A-linear and B-linear, and so 8.2(a) holds,
as desired. ■

Let s, t ∈ N and let G be a graph. Let M = (A1, . . . , As;B1, . . . , Bt) be a linear induced
(s, t)-model in G. By contracting each set Ai to a vertex ai, we obtain an induced minor
of G which is an (s, t)-constellation. We call this constellation the A-contraction of M , and
denote it by c(M). For convenience, we write SM for Sc(M) = {ai : i ∈ Ns} and LM for
Lc(M) = {Bj : j ∈ Nt}; so c(M) = (SM ,LM). The B-contraction of M is defined as the
A-contraction c(MT ) of MT . Analogous to the notion for constellations, for d ∈ N, we say
that M is d-A-ample if c(M) is d-ample, and M is d-B-ample if c(MT ) is d-ample. We say
that M is d-ample if M is both d-A-ample and d-B-ample.

Lemma 8.3. For all d, l, r, r′s ∈ N, there are constants f8.3 = f8.3(d, l, r, r
′, s) ∈ N and

g8.3 = g8.3(d, l, r, r
′, s) ∈ N with the following property. Let G be a graph and let M =

(A1, . . . , Af8.3 ;B1, . . . , Bg8.3) be a linear induced (f8.3, g8.3)-model in G. Then one of the
following holds.

(a) There is an (r, r)-constellation in G.
(b) There is an induced minor of G which is isomorphic to a 1-subdivision of Kr′.
(c) There exist subsets X ⊆ Nf8.3 and Y ⊆ Ng8.3 such that |X| = s, |Y | = l and the

induced (s, l)-model (Ai : i ∈ X;Bj : j ∈ Y ) in G is d-ample.

Proof. Let
f4.1 = f4.1(d, l,max{r, 3}, r′, s)
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and
g4.1 = g4.1(d, l,max{r, 3}, r′, s)

be as given by Lemma 4.1. Let

f8.3 = f8.3(d, l, r, r
′, s) = f4.1(d, f4.1,max{r, 3}, r′, g4.1).

and
g8.3 = g8.3(d, l, r, r

′, s) = g4.1(d, f4.1,max{r, 3}, r′, g4.1)
Let G be a graph and let M = (A1, . . . , Af8.3 ;B1, . . . , Bg8.3) be a linear induced
(f8.3, g8.3)-model in G. Suppose that 8.3(a) and 8.3(b) do not hold. We show that:

(8) Neither c(M) nor c(MT ) has an induced subgraph isomorphic to Kmax{r,3},max{r,3}.

Suppose not. By symmetry, we may assume c(M) has an induced subgraph isomorphic
to Kmax{r,3},max{r,3}. Then there are disjoint stable sets Q,R ⊆ V (c(M)) in c(M) such that
|Q| = |R| = max{r, 3}, and every vertex in Q is adjacent to every vertex in R in c(M). Since
SM is a stable set in c(M), it follows that either Q or R is disjoint from SM ; without loss of
generality, assume that R ∩ SM = ∅. Thus, we have R ⊆ B(M); therefore, R ⊆ B(M) is a
stable set of cardinlaity max{r, 3} in G.

Next, we claim that Q ⊆ SM . For suppose there is a vertex q ∈ Q \ SM ⊆ c(M) \ SM .
Then, since R ⊆ c(M)\SM and since q is complete to R in c(M), it follows that q is a vertex
of degree at least |R| = max{r, 3} ≥ 3 in the graph c(M) \ SM . However, each component
of the graph c(M) \ SM is path and so c(M) \ SM contains no vertex of degree greater than
2, a contradiction. The claim follows.

Now, for each i ∈ Nf8.3 , let Ai be the vertex of c(M) obtained from contracting Ai. Let
I = {i ∈ Nf8.3 : ai ∈ Q}. Then, by the above claim, we have |I| = |Q| = max{r, 3}.
Moreover, for every i ∈ I, every vertex in R has a neighbour in the path Ai. But now
(R, {Ai : i ∈ I}) is a (max{r, 3},max{r, 3})-constellation in G, and so 8.3(a) holds, a
contradiction. This proves (8).

(9) Neither c(M) nor c(MT ) has an induced subgraph isomorphic to a proper subdivision of
Kr′.

Suppose not. By symmetry, we may assume that c(M) has an induced subgraph
isomorphic to a proper subdivision of Kr′ . Since c(M) is an induced minor of G, it follows
that G has an induced minor isomorphic to a proper subdivision of Kr′ , which in turn implies
that G has an induced minor isomorphic to a 1-subdivision of Kr′ . But then 8.3(b) holds, a
contradiction. This proves (9).

We apply Lemma 4.1 to the constellation c(M) = (SM ,LM). From (8) and (9), it follows
that the outcome 4.1(a) does not hold. Therefore, 4.1(b) holds; that is, there are subsets
X ′ ⊆ Nf8.3 and Y ′ ⊆ Ng8.3 such that:

• |X ′| = g4.1(d, l,max{r, 3}, r′, s);
• |Y ′| = f4.1(d, l,max{r, 3}, r′, s); and
• M ′ = (Ai : i ∈ X ′;Bj : j ∈ Y ′) is d-A-ample.
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In particular, the third bullet above implies that M ′T is d-B-ample. We again apply
Lemma 4.1, this time to c(M ′T ). Since c(M ′T ) is isomorphic to an induced subgraph of
c(MT ), it follows from (8) and (9) that the outcome 4.1(a) does not hold. So 4.1(b) holds;
that is, there are subsets X ⊆ X ′ and Y ⊆ Y ′ such that:

• |X| = l and |Y | = s; and
• M ′′ = (Bj : j ∈ Y ;Ai : i ∈ X) is d-A-ample.

Furthermore, since M ′T is d-B-ample, so is M ′′. Hence, M ′′ is d-ample. But now M ′′T

satisfies the outcome 8.3(c). This completes the proof of Lemma 8.3. ■

Theorem 8.4. For every r ∈ N, there is a constant f8.4 = f8.4(r) ∈ N with the following
property. Let G be a graph and assume that there is a 2-ample linear induced (f8.4, f8.4)-model
in G. Then G has an induced minor isomorphic to Wr×r.

Proof. Let f8.4 = f8.4(r) = 2f1.2(r) + 1.
Let M = (A1, . . . , Af8.4 ;B1, . . . , Bf8.4) be a 2-ample linear induced (f8.4, f8.4)-model in G.

Let GM = G[A(M) ∪B(M)]. For every subset X ⊆ A(M) ∪B(M), we define
IX = {i ∈ Nf8.4 : X ∩ Ai ̸= ∅}

and
JX = {j ∈ Nf8.4 : X ∩Bj ̸= ∅}.

Let F be the set of all edges of GM with an end in A(M) and an end in B(M). Let Z be
the set of all vertices in GM that are not incident with any edge in F . Since M is linear, it
follows that every vertex in Z has degree at most two in GM .

Let H be the spanning subgraph of GM with edge set F . It follows that H is bipartite
with bipartition (A(M), B(M)), and that Z is the set of all isolated vertices of H. Let K be
the set of all components of GM \ Z. Since every vertex in (A(M) ∪ B(M)) \ Z is incident
with an edge in F , it follows that for every K ∈ K, we have |IK |, |JK | ≥ 1. But we can
indeed prove the following:

(10) For every K ∈ K, we have |IK | = |JK | = 1.

Suppose not. Let P = p1- · · · -pk be a shortest path in K such that |IP | > 1 or |JP | > 1.
By symmetry, we may assume that |IP | > 1. By the minimality of P , there exist distinct
i, i′ ∈ IP and j ∈ JP such that p1 ∈ Ai and pk ∈ Ai′ , and p2, . . . , pk−1 ∈ Bj. Since M
is 2-ample, it follows that k ≥ 5, and furthermore, I(N(p3)) ⊆ {i}. If p3 has a neighbor
p′1 ∈ Ai, then p′1 ∈ K and p′1-p3- · · · -pk contradicts the minimality of P . It follows that p3
has no neighbors in A(M), and hence p3 ∈ Z, contrary to the assumption that p3 ∈ K. This
proves (10).

Now, let G′ be the graph obtained from GM by contracting each set K ∈ K to a vertex
vK . Then G′ is an induced minor of GM (and so of G) with V (G′) = {vK : K ∈ K} ∪ Z. It
also follows that:

(11) No two vertices of degree at least three in G′ are adjacent.

By construction {vK : K ∈ K} is a stable set in G′, and the vertices in Z are of degree at
most two in G′ because they are of degree at most two in GM . This proves (11).
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Furthermore, we deduce that G′ has large treewidth:

(12) G′ has treewidth at least (f8.4 − 1)/2 = f1.2(r).

Let G′′ arise from G′ by replacing each vertex vK for K ∈ K with two adjacent copies vAK
and vBK . It is straightforward to observe that tw(G′′) ≤ 2 tw(G′) + 1. Therefore, it suffices
to show that tw(G′′) ≥ f8.4. To that end, for every i ∈ Nf8.4 , let

A′
i = {vAK : K ∈ K, i ∈ IK} ∪ (Ai ∩ Z)

and let
B′

i = {vBK : K ∈ K, i ∈ JK} ∪ (Bi ∩ Z).

It follows that:
• The sets (A′

i : i ∈ Nf8.4) are connected. This is because Ai is connected and A′
i arose

from Ai by identifying the vertices in Ai ∩ K for each K ∈ K. Likewise, the sets
(B′

i : i ∈ Nf8.4) are connected.
• The sets (A′

i : i ∈ Nf8.4) are pairwise disjoint. This is due to (10) and the fact that
the sets (Ai : i ∈ Nf8.4) are pairwise disjoint. Likewise, the sets (B′

i : i ∈ Nf8.4) are
pairwise disjoint.

• For all i, j ∈ Nf8.4 , the sets A′
i and B′

j are disjoint (by construction) and not
anticomplete in G. The latter holds because G has an edge ab ∈ F with a ∈ Ai

and b ∈ Bi (as M is a induced (f8.4, f8.4)-model), and so there is a component K ∈ K
with a, b ∈ K. But now i ∈ IK and j ∈ JK , and vAK ∈ A′

i and vBK ∈ B′
j are adjacent.

From the above three bullets, we conclude that G′′ has a minor isomorphic to Kf8.4,f8.4 ;
thus tw(G′′) ≥ f8.4. This proves (12).

From (12) and Theorem 1.2, it follows that G′ has a subgraph isomorphic to a subdivision
of Wr×r. Let us denote this subgraph by W . We claim that:

(13) W is an induced subgraph of G′.

Suppose not; let xy ∈ E(G′) with x, y ∈ W such that x and y are not adjacent in W . Since
every vertex of W has degree at least two in W , it follows that x, y are adjacent vertices of
degree at least three in G′, contrary to (11). This proves (13).

By contracting some edges of W if needed, we obtain an induced minor of G′ isomorphic to
Wr×r. Since G′ is an induced minor of G, we deduce that G has an induced minor isomorphic
to Wr×r. This completes the proof of Theorem 8.4. ■

Now Theorem 1.3 follows by combining Theorem 8.2, Lemma 8.3, and Theorem 8.4.

9. The interrupted and the zigzagged outcome are both necessary

Our goal in this last section is to prove that Theorems 2.1 and 2.3 are “best possible” in the
sense that both the interrupted and the zigzagged constellations are unavoidable outcomes
of those theorems.
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9.1. The interrupted case. For r ∈ N, we denote by Tr the full binary tree of radius r
(on 2r+1 − 1 vertices). It is well-known [18] that for every r ∈ N, all subdivisions of T2r and
their line graphs have pathwidth at least r (see [10] for the definition of pathwidth).

Note that all constellations are K4-free, and all ample constellations are K3,3-free. Thus, to
show that interrupted constellations cannot be omitted from the outcomes of Theorems 2.1
and 2.3, it is enough to prove the following (we remark that the second bullet is not necessary
for our purposes here; however, it will be used in a future paper [7]):

Theorem 9.1. Let c be an ample interrupted constellation. Then c has no induced subgraph
isomorphic to any of the following.

• An ample q-zigzagged
(
3q + 6, 6

(
q+2
3

))
-constellation, for q ∈ N.

• A subdivision of T7 or the line graph of a subdivision of T7.
• A subdivision of W6×6 or the line graph of a subdivision of W6×6.

The proof of Theorem 9.1 relies on the next two lemmas:

Lemma 9.2. Let c be an ample interrupted constellation. Then for every two anticomplete
induced subgraphs X1, X2 of c, there exists i ∈ {1, 2} such that each component of Xi

intersects Sc in at most one vertex.

Proof. Suppose for a contradiction that there are two anticomplete subsets X1, X2 of V (c)
such that for every i ∈ {1, 2}, there is a component Ki of G[Xi] with |Ki ∩ Sc| ≥ 2; in
particular, Xi ∩ Sc ̸= ∅. Let x1 ≺ · · · ≺ xs be the linear order on the vertices in Sc with
respect to which c is interrupted. Let j ∈ Ns be maximum such that xj ∈ X1∪X2. Without
loss of generality, we may assume that xj ∈ X1 (and so xj /∈ X2). Let R be a shortest path
in K2 whose ends xi, xi′ belong to K2 ∩ Sc (note that R exists because K2 is connected and
|K2 ∩ Sc| ≥ 2). By the choice of R, we have R∗ ⊆ K2 \ Sc ⊆ L and by the choice of j, we
have i, i′ < j. But now xj ∈ X1 has a neighbor in R∗ ⊆ X2 (because c is interrupted), a
contradiction to the assumption that X1 and X2 are anticomplete in c. ■

Lemma 9.3. Let c, q ∈ N and let c be an ample
(
2c+ 3q, 2c

(
c+q−1

c

))
-constellation which

q-zigzagged. Then there are anticomplete subsets X, Y of V (c) with tw(X), tw(Y ) ≥ c.

Proof. Since |Sc| = 2c + 3q, we may choose x1, x2 ∈ Sc and pairwise disjoint subsets
Q,S1, S2 ⊆ Sc such that |Q| = q, |S1| = |S2| = c+ q − 1 and x1 ≺ S1 ≺ Q ≺ S2 ≺ x2.

For each i ∈ {1, 2} and every L ∈ Lc, let Ri,L be a c-route from xi to a vertex in Q with
|Ri,L| as small as possible. We claim that:

(14) For every L ∈ Lc, the sets S1 and R∗
2,L are anticomplete in c, and the sets S2 and R∗

1,L

are anticomplete in c.

Suppose not. Then, by symmetry, we may assume that some for some L ∈ Lc, there is a
vertex u ∈ S2 with a neighbor in R∗

1,L. Let y ∈ Q be the end of R1,L other than x. Since c
is ample, it follows that there is a c-route R′ from x1 to u with R′∗ ⊆ R∗

1,L \NR(y). Since c
is q-zigzagged, and since x1 ≺ Q ≺ u, it follows that some vertex z ∈ Q has a neighbor in
R′∗. Consequently, there is a c-route R′′ from x to z ∈ Q1 with R′′∗ ⊆ R′∗ ⊆ R∗

1,L \ NR(y),
and so |R′′| < |R1,L|. This violates the choice of R1,L, hence proving (14).
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Let L1,L2 ⊆ Lc be disjoint with |L1| = |L2| = c
(
c+q−1

q

)
. Since c is q-zigzagged and since

|S1| = |S2| = c+q−1, it follows that for every i ∈ {1, 2} and every L ∈ Li, there is a c-subset
S ′
i,L of Si such that every vertex in S ′

i,L has a neighbor in R∗
i,L. Since |L1| = |L2| = c

(
c+q−1

q

)
,

it follows that for every i ∈ {1, 2}, there is a c-subset S ′
i of Si and a c-subset L′

i of Li such
that for every L ∈ L′

i, we have S ′
i,L = S ′

i.
Now, let

X = (S ′
1, {R∗

1,L : L ∈ L′
1})

and let
Y = (S ′

2, {R∗
2,L : L ∈ L′

2}).
By (14) and since c is a constellation, it follows that X and Y are anticomplete

(c, c)-constellations in c. In particular, X and Y are anticomplete induced subgraphs of
c each with an induced minor isomorphic to Kc,c. Hence, we have tw(X), tw(Y ) ≥ c. This
completes the proof of Lemma 9.3. ■

Proof of Theorem 9.1. By Lemma 9.2, c has no two anticomplete induced subgraphs, each
of pathwidth more than 2. On the other hand, by Lemma 9.3, for every q ∈ N, every ample
q-zigzagged

(
3q + 6, 6

(
q+2
3

))
-constellation has two anticomplete induced subgraphs, each of

treewidth (and so pathwidth) at least 3. Therefore, c has no induced subgraph isomorphic
to an ample q-zigzagged

(
3q + 6, 6

(
q+2
3

))
-constellation, where q ∈ N.

Moreover, observe that (the line graph of) every subdivision of T7 has two anticomplete
induced subgraphs each isomorphic to (the line graph of) a subdivision of T6, and so each
of pathwidth at least 3. Thus, c has no induced subgraph isomorphic to a subdivision of
T7 or the line graph of a subdivision of T7. Finally, observe that (the line graph of) every
subdivision of W6×6 has two anticomplete induced subgraphs each isomorphic to (the line
graph of) a subdivision of W3×3, and so each of treewidth (and so pathwidth) at least 3.
Hence, c has no induced subgraph isomorphic to a subdivision of W6×6 or the line graph of
a subdivision of W6×6. This completes the proof of Theorem 9.1. ■

9.2. The zigzagged case. Again, since constellations are K4-free and ample constellations
are K3,3-free, the following suffices to show that zigzagged constellations cannot be omitted
from the outcomes of Theorems 2.1 and 2.3:

Theorem 9.4. Let q ∈ N and let c be an ample q-zigzagged constellation. Then c has no
induced subgraph isomorphic to any of the following.

• An ample interrupted (2q + 6)-constellation.
• A subdivision of T64q2 or the line graph of a subdivision of T64q2.
• A subdivision of W264q2×264q2 or the line graph of a subdivision of W264q2×264q2 .

The proof is in several steps. First, we show that:

Lemma 9.5. Let q ∈ N and let c be an ample q-zigzagged constellation. Then there is no
induced subgraph H of c isomorphic to a proper subdivision of K1,2q+1 where the center and
the leaves of H have degree at least 4 in c.

Proof. Suppose not. Then there are paths P1, . . . , P2q+1 of non-zero length in c, all sharing an
end x, such that (Pi \{x} : i ∈ N2q+1) are pairwise anticomplete in c, and for each i ∈ N2q+1,
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the ends of Pi have degree at least 4 in c. Choose P1, . . . , P2q+1 with P1∪· · ·∪P2q+1 minimal
subject to the above property. For every i ∈ N2q+1, let xi be the end of Pi different than x;
thus, both x and xi have degree at least 4 in c. Since c is ample, it follows that all vertices
of degree at least 4 in c belong to Sc. In particular, we have x, x1, . . . , x2q+1 ∈ Sc. Moreover,
from the minimality of P1∪· · ·∪P2q+2, it follows that for every i ∈ N2q+2, we have P ∗

i ∩Sc = ∅,
and so Pi is c-route from x to xi. Let ≺ be the linear order on Sc with respect to which c
is q-zigzagged. Since x, x1, . . . , x2q+1 ∈ Sc, it follows that there are i1, . . . , iq+1 ∈ N2q+1 such
that either x ≺ xi1 ≺ · · · ≺ xiq+1 or x ≻ xi1 ≻ · · · ≻ xiq+1 . But now since c is q-zigzagged, it
follows that xij has a neighbor in Piq+1 for some j ∈ Nq, a contradiction to the assumption
that (Pi \ {x} : i ∈ N2q+1) are pairwise anticomplete in c. ■

We need the following result from [13]:

Theorem 9.6 (Groenland, Joret, Nadra, Walczak [13]). Let r, t ∈ N and let G be a graph
of treewidth at most t− 1. Then either G has pathwidth at most rt+ 1 or G has a subgraph
isomorphic to a subdivision of Tr+1.

Given a graph H, by a leaf-extension of H we mean a graph G obtained from H by adding
a set S of pairwise non-adjacent vertices, each with exactly one neighbor in V (H).

Lemma 9.7. Let w ∈ N, let H be a graph of pathwidth at most w and let G be a subdivision
of a leaf-extension of H. Then pw(G) ≤ 2w2 + 3w + 2.

Proof. Since tw(H) ≤ pw(H) ≤ w and since G is a subdivision of a leaf-extension of H, it
follows that tw(G) ≤ w. Moreover, since pw(H) ≤ w, it follows that H has no subgraph
isomorphic to a subdivision of T2w, and so G has no subgraph isomorphic to a subdivision
of T2w+2. But now by Theorem 9.6 applied to G, we have pw(G) ≤ (w + 1)(2w + 1) + 1 =
2w2 + 3w + 2. ■

We continue with more definitions. Let G be a graph. For X ⊆ V (G), the X-contraction
of G is the graph obtained from G by contracting all edges in G with at least one end in
X (and removing all loops and the parallel edges arising from this). It follows that the
X-contraction of G is an induced minor of G. By a star-contraction of G, we mean the
X-contraction of G for some X ⊆ V (G) such that the vertices in X are pairwise at distance
at least 3 in G (in particular, X is a stable set in G).

Let c be a constellation and let H be an induced subgraph of c. We define cH to be the graph
with vertex set V (H) ∩ Sc such that for all distinct x, x′ ∈ V (H) ∩ Sc, we have xx′ ∈ E(cH)
if and only if there is a c-route R from x to x′ where R ⊆ V (H) and (V (H)∩ Sc) \ {x, x′} is
anticomplete to R in H.

We will use the following observation in the proof of Theorem 9.4. Note that 9.8(a) is
immediate from the assumption that c is ample, and 9.8(b) follows easily from the assumption
that H has no cycle on four or more vertices; we omit the details.

Observation 9.8. Let c be an ample constellation and let H be an induced subgraph of c
with no cycle on four or more vertices. Let J be the (V (H) ∩ Sc)-contraction of H. Then
the following hold.

(a) J is a star contraction of H.
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(b) J is isomorphic to a subdivision of a leaf-extension of cH .

We will also use the next observation (again, we omit the proof as it is easy).

Observation 9.9. Let r ∈ N. Then there is an induced subgraph of (the line graph of)
W2r×2r isomorphic to (the line graph of) a proper subdivision of Tr.

Let us now prove Theorem 9.4:

Proof of Theorem 9.4. First, assume that c has an induced subgraph b which is a 1-ample
interrupted (2q + 6)-constellation. Let x1 ≺ · · · ≺ x2q+6 be the linear order on Sb with
respect to which b is interrupted. Since b is interrupted, it follows that every vertex in
Sb \ {x1, x2, x3, x4} has degree at least 4 in b (and so in c), and there is a b-route Ri from
x2q+6 to xi, for each i ∈ N2q+5, such that (Ri \ {x2q+6} : i ∈ N2q+5) are pairwise anticomplete
in b (hence in c). But now H =

⋃2q+5
i=5 Pi is an induced subgraph of c isomorphic to a

proper subdivision of K1,2q+1 where the center and the leaves of H of degree at least 4 in c,
a contradiction to Lemma 9.5. Therefore, c has no induced subgraph b which is a 1-ample
interrupted (2q + 6)-constellation.

Next, we prove that c has no induced subgraph isomorphic to a subdivision of T64q2 or the
line graph of a subdivision of T64q2 . This, combined with Observations 9.9, will also imply
that c has no induced subgraph isomorphic to a subdivision of W264q2×264q2 or the line graph
of a subdivision of W264q2×264q2 .

Suppose for a contradiction that c has an induced subgraph isomorphic to (the line graph
of) a subdivision of T64q2 . Then there is a (≥ 3)-subdivision T of T16q2 such that c has an
induced subgraph H isomorphic to (the line graph of) T . Let J be the (V (H)∩Sc)-contraction
of H. By Observation 9.8(a), J is a star contraction of H. From this and the fact that T is
a (≥ 3)-subdivision of T16q2 , it follows that J has an induced minor isomorphic to T16q2 . In
particular, we deduce that:

(15) J has pathwidth at least 8q2.

Let us now show that:

(16) There is an enumeration x1, . . . , xs of the vertices of cH such that if xixj ∈ E(cH) for
some i, j ∈ Ns with with i < j, then we have j − i ≤ q.

Let ≺ be the linear order on Sc with respect to which c is q-zigzagged, and let V (cH) =
V (H) ∩ Sc = {x1, . . . , xs} such that x1 ≺ · · · ≺ xs. Suppose that xixj ∈ E(cH) for some
i, j ∈ Ns with j > i+ q. Then, by the definition of cH , there is a c-route R with R ⊆ V (H)
such that {xi+1, . . . , xi+q} ⊆ (V (H) ∩ Sc) \ {xi, xj} is anticomplete to R, a contradiction to
the assumption that c is zigzagged. This proves (16).

From (16), we deduce that pw(cH) ≤ q. Moreover, by Observation 9.8(b), J is isomorphic
to a subdivision of a leaf-extension of cH , and so by Lemma 9.7, we have pw(J) ≤ 2q2+3q+
2 < 8q2. But this violates (15), hence completing the proof of Theorem 9.4. ■
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