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A B S T R A C T

Topological insulators are usually studied in physics under the assumption of transla-
tion invariance, which allows for the usage of Bloch decomposition. Mathematically
vector bundle theory over the Brillouin zone is employed. Yet more sophisticated
(and already deep within the realms of mathematical physics) are the methods of
non-commutative geometry, championed by Bellissard and coworkers [BvS94], which
dispose of translation invariance. Instead of classifying vector bundles over the Bril-
louin zone, they classify (Fermi) projections in a non-commutative C-star algebra,
which is called the non-commutative Brillouin zone.

Simply put, this dissertation is about what happens when the Fermi projection does
not belong to the non-commutative C-star algebra which is the Brillouin torus. This
is called the mobility gap regime, which happens when there is either no spectral gap
at all (strong-disorder) or there is one but the Fermi energy is placed within the lo-
calized part of the spectrum. Physically this is the most interesting case (it is the only
way to explain the plateaus in the integer quantum Hall effect (IQHE) for example),
and mathematically it is the most difficult. Indeed, usually to classify projections in
a C-star algebra, one uses (algebraic) K-theory. However, the K-theory groups of the
W-star algebras which contain the Fermi projections (as they are defined via the Borel
bounded calculus, they belong to the enveloping W-star algebra of a given Hamilto-
nian) are trivial. This problem is avoided in the spectral gap regime since then the
Fermi projection may be deformed into a continuous function of the Hamiltonian,
whence it belongs to the C-star algebra generated by a given Hamiltonian, and K-
theory applies.

The mobility gap regime has been studied previously, first in the context of the
IQHE by the Bellissard school. They defined a non-commutative Sobolev space [BvS94]
which is smaller than the aforementioned W-star algebra. [EGS05] provided the first
bulk-edge correspondence proof in the mobility gap regime of the IQHE, and also pro-
vided a definition for the edge index in this regime. [PS16b] studied the mobility gap
regime of chiral systems in all dimensions, although always within the probabilistic
ergodic framework.

This work is another step forward in studying the mobility gap regime, this time of
chiral one-dimensional systems and Floquet two-dimensional systems. We also study
localization for these chiral one-dimensional systems, which is crucial to have a well-
defined topology. Beyond the technical achievements, the main message of the present
work is the connection between topology and localization, which is established in a
quantitative way, and not just in terms of one being a prerequisite for the other.

This dissertation has four chapters as well as a technical appendix. In the introduc-
tory chapter we give a brief overview of the field of strongly-disordered topological
insulators from our mathematical physics perspective. This is a description of the
problem as an algebraic topology of disordered insulating single-particle Hamiltoni-
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ans. Our approach is deterministic (it doesn’t use ergodicity) though its assumptions
are modeled after almost-sure statements one can make about ergodic random opera-
tors which exhibit localization.

In the next two chapters, which are based on [GS18b; GS18a] we study the chiral
one-dimensional case of the Kitaev table. We prove its complete dynamical localiza-
tion at all non-zero energies. We connect its topological invariants to localization (via
the zero energy Lyapunov exponents), and prove a bulk-edge duality for this system
in the strongly-disordered, mobility gap regime.

In the last chapter, which is based on [ST18], we turn to study Floquet systems with
no spectral gap but with a mobility gap, prove the bulk-edge duality for systems in
this regime, and formulate a new definition for the topological invariant, which is
shown to coincide with the old one, but is perhaps easier to understand or calculate
than previous definitions in the literature.
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N O TAT I O N

frequently used symbols

cS The characteristic function R ! R equal one on the set S ✓ R

and zero otherwise.
X�t The set { x 2 X | x � t } for any ordered X and t 2 X.
Q The Heaviside step-function, cR�0 or the anti-unitary time-

reversal operator as in (1.1).
Xj The position operator in direction j: (Xjy)(x) ⌘ xjy(x) for any

y 2 `2(Zd) and extended trivially to descendant spaces.
Td the d-torus, e. g., Rd/(2pZd).
Sd the d-sphere, that is, {x 2 Rd+1

|kxk = 1}.
si the i-th Pauli sigma matrix: s0 ⌘ 12⇥2, and

s1 ⌘

"
0 1
1 0

#
, s2 ⌘

"
0 � i
i 0

#
, s3 ⌘

"
1 0
0 �1

#
.

Grk(V) The Grassmannian manifold: the space of all k-dimensional sub-
spaces of the vector space V.

pk(X) The kth homotopy group of the (pointed) topological space X,
namely the set of homotopy classes of (pointed) maps Sk

! X.
C• Any separable C-Hilbert space (they are all isomorphic), e. g.

`2(N).
B(C•) The C-star algebra of bounded linear operators on C•, norm con-

tinuous operators.
B(W) The Borel sigma-algebra of a topological measure space W.
K(C•) The two-sided ideal of compact operators on C•, norm limits of

finite rank operators.
F (C•) The space of Fredholm operators on C•, invertible operators up

to compacts.
U (C•) The group of unitary operators on C•.
C(A; B) The space of continuous maps A ! B.
C(A) C(A; C) (used for brevity).
End(S), Aut(S) The group or monoid of automorphisms or endomorphisms re-

spectively of the object S of some category.
im(A) The image of the map A : X ! Y, i.e. the set { A(x) 2 Y | x 2 X }

E[X] The disorder average of a random variable X : W ! R, i. e.,R
W X(w)d P(w).

xiii



xiv notation

|J| The Lebesgue measure of the set J ✓ Rd.
|A|

2 The absolute value square of an operator A, given by A⇤A.
kAk1 The trace norm of a trace class operator A, equal to tr(|A|).
J1(H) The ideal of trace-class operators.
btc The integer part of t 2 R.
Sp⇤2N(C) The Hermitian symplectic group, as in Definition A.36.
(dx)x2Zd The position of `2(Zd), with (dx)y ⌘ dxy, the latter being the Kro-

necker delta symbol, equal to one if x = y and zero otherwise.
Axy For A 2 B(`2(Zd) ⌦ CN), the linear transformation CN

! CN

between the internal space at y to the one at x, i. e., the N ⇥ N
matrix hdx, Adyi.

G(x, y; z) The Green’s function of a Hamiltonian G(x, y; z) ⌘ hdx, (H �

z1)�1dyi.

acronyms

PCC Path-connected component.
IQHE Integer quantum Hall effect.
FQHE Fractional quantum Hall effect.
BEC Bulk-edge correspondence (Principle 1.8).
FMC Fractional moments condition (Definition 1.21).
FMM Fractional moments method.
MSA Multi-scale analysis.
LE Lyapunov exponents (see (2.17)).
DC Direct current.
AC Alternating current.
GOE Gaussian orthogonal ensemble of random matrix theory.
RHS Right hand side (of an equation or inequality).
LHS Left hand side.
WLOG Without loss of generality.



1
I N T R O D U C T I O N

The important issue implicit in the von Klitzing discovery is
not the existence of physical law but rather what physical law
is, where it comes from, and what its implications are.

— Robert B. Laughlin

We give a brief introduction to some theoretical aspects of strongly-disordered topo-
logical insulators. Our goal here is not to initiate the beginner (for that purpose see
e. g. [Ber13; HK10; PS16a; Sha16]) but rather to orient the expert into what kind of
questions and problems have driven this work. As a result, our approach is cavalier
and schematic. Having setup the context, we finally narrow the focus to a description
of the main results of the present work.

1.1 topological insulators

Experience with experimental physics implies that the discovery of a physical quantity
that is essentially insensitive to many of the microscopic details of the experimental
sample is something of a surprise–a macroscopic manifestation of quantum mechan-
ics. Such quantities are what we nowadays call topological invariants, which are con-
tinuous functions which map a Hamiltonian (the quantum mechanical object which
encodes all the information about the material and perhaps the experiment) into an
additive group with a single generator (e. g. Z). Being continuous and taking values
in a discrete space implies these maps are locally constant, which is the mathematical
reason for their aforementioned experimental stability. Moreover the single generator
for the group implies the measured quantity will always come in multiples of some
constant.

1.1 Definition. A Hamiltonian H is a self-adjoint operator on L2(X)⌦ CN (where
X is physical space and N is the number of internal degrees of freedom of the
particles) such that H is local, i. e., its matrix elements in the position basis have
rapid off-diagonal decay (a precise condition is given in Definition A.2).

The main effort in explaining such phenomena from a theoretical perspective is thus to
define the space of Hamiltonians, its topology, the maps which should be associated
with experimentally measurable quantities, prove their continuity and finally that
they take values in a discrete space. If one is more industrious one would even like
to calculate the set of path-connected components (PCCs henceforth) of the space of
Hamiltonians and show that the invariants establish an isomorphism between the set
of PCCs and the target space; this gives us a picture of the topological phase space.
Usually, what one works with is not the space of all possible Hamiltonians (which is
quite big and probably has just one PCC) but rather focus on a physically interesting

1



2 introduction

subspace, e. g. the set of all Hamiltonians corresponding to insulators in a fixed space
dimension.

1.2 Example. Let us consider the space of all translation invariant Hamiltonians
on the two-dimensional lattice with two internal degrees of freedom; the Hilbert
space is H := `2(Z2)⌦ C2. We further specify to the subspace of spectrally gapped
Hamiltonians, which corresponds to (non-disordered) insulators. By Fourier trans-
form and translation invariance we are left with Hamiltonians H(k) acting on
C2, i. e. 2 ⇥ 2 Hermitian matrices, depending on k in the Brillouin zone T2. By
Definition 1.1 the entries are smooth functions of k. The gap condition implies
the two eigenvalues of these matrices never degenerate for all k 2 T2. Hence
the rank-1 projection onto the lower eigenspaces, P(k), is well-defined for all
k. Such 2x2 self-adjoint projections have a convenient representation using the
Pauli matrices { si }

3
i=1 as P(k) = 1

2 (12 � di(k)si) with d : T2
! S2 smooth and

where we use the Einstein summation convention for i = 1, . . . , 3. The Whitney
approximation theorem [Lee03] says that for smooth manifolds X and Y (with
∂Y = ?), any continuous map X ! Y is (continuously) homotopic to a smooth
map X ! Y. We conclude that to classify this subspace of Hamiltonians we need
to find all homotopy classes of continuous maps T2

! S2. In Lemma A.45 we see
that [T2

! S2] ⇠= p2(S2), using the fact that the two-sphere is path- and simply-
connected. Now we use the fact [Bre93] that p2(S2) ⇠= Z to conclude that the set of
PCCs of our subspace of Hamiltonians is isomorphic to Z. One can prove [ASS83;
MS74] that the isomorphism is given by a special map called the Chern number:

Chern(P) :=
i

2p

Z

T2
tr(P[∂1P, ∂2P]) 2 Z .

Before proceeding we want to formulate the problem in a another way. Con-
sider the Grassmannian manifold Gr1(C2), which is actually homeomorphic to S2.
What we want to classify are continuous maps d : T2

! Gr1(C2). The Grassmanni-
ans are the classifying spaces for the principal bundle with the unitary group (see
[Ati94]), that is, we have the homotopy equivalence [X ! Grn(C•)] ⇠= Vectn(X)
where on the RHS we have the space of equivalence classes of rank n C-vector bun-
dles over the base space X. The point of all this is that apparently we have another
way to identify our subspace of Hamiltonians: the space of all line-bundles above
T2. More generally if we want to consider not just two-level gapped systems then
we’ll classify rank n-vector bundles above T2.

We note in passing that there is a mathematical framework to classify vector
bundles, called topological K-theory [Ati94]. What K-Theory does (via the Atiyah-
Jänich theorem [BB89]) is replace [X ! Grn(C•)] with [X ! F (C•)] ⇠= K0(C(X))
where F (C•) is the space of Fredholm operators. Since a Fredholm operator is
characterized by having finite kernel and cokernel, one can morally think of a
Fredholm operator as encoding the difference of two finite subspaces of H. Thus
K-Theory does two things coarser: it allows for arbitrary but always finite number
of occupied levels (n is not fixed through homotopies), and it calculates a relative
phase (the Grothendieck construction).
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Figure 1.1: The plateaus of the IQHE: The dashed line is the expected result of the classical
Hall effect, the solid line the (schematic) experimental result of [KDP80].

Historically the first topological invariant was discovered in the context of the integer
quantum Hall effect [Gra07] (IQHE henceforth, of which the example above is one
particular model) with the ground breaking experimental work of [KDP80] and theo-
retical work of [Lau81; Tho+82]. In essence the experimental revolution was the dis-
covery that at low temperatures, certain materials (e. g. gallium arsenide heterostruc-
tures) that are placed in a Hall setup [AM76], exhibit a very peculiar relationship
between the Hall conductivity sH and the magnetic field: one finds sH at plateaus
whose heights are integer multiples of a universal constant (the von Klitzing constant
e2/h with e the charge of the electron and h Planck’s constant):

sH 2
e2

h
Z .

The existence of these plateaus seemed to be insensitive to many choices in the
setup; they were obtained when the longitudinal conductivity vanished, so these ma-
terials are also insulators. The theoretical revolution [Lau81; Tho+82] was the appli-
cation of Bloch theory in quantum mechanics to identify the space of (translation
invariant gapped) Hamiltonians with the space of vector bundles with the quasi-
momentum space, i. e. the Brillouin torus, as a base space, as detailed in the example
above. Further theoretical work was done by [BvS94] in applying Connes’ ideas of
non-commutative geometry to the problem. The point was that one could abandon
the (unphysical) assumption of translation invariance; instead of classifying vector
bundles, consider projections in a certain C-star algebra, which was called the non-
commutative Brillouin torus. One then uses C-star algebra K-theory (which generalizes
the earlier theory of Atiyah [Ati94]), to classify projections in such a non-commutative
Brillouin torus. However, K-theory could not deal with the plateaus of the IQHE; it
could only tell us that the Hall conductivity is integer-valued. Meanwhile the mathe-
matical study of Anderson localization was developing rapidly [FS84] and only with
it came a complete explanation of the existence of the plateaus, which one can find
for instance in [BvS94, Theorem 14]; see also [AG98, Theorem 5] and the deterministic
[EGS05, Proposition 2]. Heuristically, the change in the magnetic field is associated
with a change in the Fermi energy, which controls how many states in the system are
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EF

No gap

EF

Mobility gap

EF

Spectral gap

Figure 1.2: A schematic picture of the possible spectrum of the Hamiltonian s(H). Here EF
is the Fermi energy, the solid line refers to any type of spectrum and the stripes
to pure point spectrum.

filled. If we fill the system with more states, which are however localized, they cannot
contribute to mobility so that the Hall conductivity stays constant for changes that
respect this localization. That’s why this region of the spectrum of a localized Hamil-
tonian is referred to as a mobility gap (as opposed to the more special spectral gap
which is the prerequisite for analysis with K-theory). The main point of this work is
to further our topological understanding of mobility gapped Hamiltonians, on which
we’ll elaborate in the next section.

It is worth pointing out that K-theory does not apply to the mobility gap regime due
to the following reason: The K0 group classifies projections in a given C-star algebra.
Usually one takes the C-star algebra that contains the Hamiltonian of interest (or the
group of Hamiltonians of interest), Ad, e. g., the C-star algebra generated by the d
magnetic shifts in d dimensions on `2(Zd), possibly tensored with C(W), the disorder
configuration space (see [PS16a]). Now, if we have a spectral gap, the Fermi projection
P obeys P = f (H) for some continuous f (a continuous version of the step function,
deformed only within the gap). Since the continuous functional calculus stays within
the C-star algebra generated by H, f (H), and hence the Fermi projection, lie in Ad.
However, in the absence of a spectral gap one must take f ⌘ c(�•,EF), which is not
continuous but merely Borel bounded. The corresponding functional calculus now
lies in the W-star algebra generated by H [RS80], whose K-theory groups are trivial
[Rør00]. See also the definition of "non-commutative Sobolev spaces" in [BvS94].

To this day the theory of the IQHE as well as its sophisticated relative, the frac-
tional quantum Hall effect (FQHE) remains a very active field of research in solid-state
physics. However, around 2005 Charles Kane and co-workers made a groundbreaking
discovery [KM05] which develops the field in a perpendicular direction. They realized
that, even though without breaking time-reversal there is no non-trivial IQHE, one
could still define a topological invariant for 2D systems which do obey a (fermionic)
time-reversal symmetry.

1.3 Example. We want to continue Example 1.2 but change it in two ways. First
of all let us consider the Hilbert space now with four degrees of freedom on each
lattice site, H := `2(Z2)⌦C4. Second, consider the anti-unitary time-reversal map

Q : H ! H (1.1)
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and assume it obeys Q2 = �1, which corresponds to fermions. We now want to
consider the subspace of all translation invariant Hamiltonians which are gapped
in between the second and third level (so, still insulators), and which further-
more are time-reversal invariant, [H, Q] = 0. Time-reversal invariance implies via
Kramers degeneracy a two-fold degeneracy at special points of T2 [KM05] so that
is why to respect this constraint and the gap we must have at least four levels.
With the same reasoning as in Example 1.2, this means that now we want to cal-
culate the homotopy classes of smooth maps T2

! Gr2(C4) subject to certain
constraints due to time-reversal symmetry. We omit the explicit formulation of
these constraints via the parametrization of Gr2(C4) in the Plücker embedding
and instead just mention in passing that if one further specifies to the subspace of
4 ⇥ 4 Hamiltonians which can be written as a linear combination of five Gamma
matrices, then Gr2(C4) reduces to S4 and the time-reversal constraint becomes the
specification of d : T2

! S4 on only half of T2 with special boundary conditions;
namely, if we consider half of T2 as S1

⇥ [0, p], the boundary conditions are that
d|S1⇥{ 0 } and d|S1⇥{ p }

are loops which must start and end on either a north or
south pole of S4. This implies that the set of PCCs of such maps is isomorphic to
Z2 [Sha17]. This invariant is nowadays called the Fu-Kane-Mele Z2-invariant.

There is another perspective on the Z2 invariant. By [BvS94, Proposition 9]
we know that the Chern number in the IQHE is given by the Fredholm index
Chern(P) = ind(F) ⌘ dim ker F � dim coker F with the operator

F := PUP + P? (1.2)

where P ⌘ c(�•,EF)(H) is the Fermi projection corresponding to the single particle
Hamiltonian H and U ⌘ exp(i arg(X1 + i X2)), Xi being the position operator in
direction i. [AG98, (4.14)] also contains a proof that this operator is Fredholm as
long as EF is within the localized part of the spectrum of H. One verifies that
when [H, Q] = 0 with Q2 = �1 and anti-unitary, ind(F) = 0. When [H, Q] = 0,
[P, Q] = 0, which in turn implies

F = �QF⇤Q . (1.3)

Since the Fredholm index obeys the logarithm law ind(AB) = ind(A) + ind(B),
and since ±Q is an isomorphism (so it has trivial kernel and co-kernel), and
finally since ind(A⇤) = � ind(A), we find that ind(F) = 0 due to fermionic time-
reversal symmetry. In [AS69] the PCCs of Fredholm operators F which obey (1.3)
(we call them Q-odd Fredholm operators) is shown to be isomorphic to Z2, and the
isomorphism is given by ind2(F) := dim ker F mod 2. This index shares many of
the properties of the Fredholm index, in particular, it is also stable under compact
and norm continuous perturbations. See also [Sch15] and its rephrasing in [KK16].

We note in passing that it remains an open problem to show that this invariant is
equivalent to the FKM invariant of quaternionic vector-bundles in the translation
invariant case directly, without using homotopy arguments (since both invariants
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are constant on homotopy classes, since there are only two classes, and they agree
on the trivial class, the equivalence is abstractly true) as one would like to see
the connection explicitly. There is also no good understanding of this invariant
in the mobility gap regime for the edge (for the bulk it extends to the mobility
gap regime). Perhaps one formula which might prove useful is the half Fedosov
formula which applies in the case that the Q-odd Fredholm operator has kFk  1
(which is certainly true for F = PUP + P?, P projection, U unitary):

ind2(F) = lim
n!•

tr((1� |F|2)n) mod 2 . (1.4)

Actually some of the mathematics behind Kane et al’s discovery was already known
from the late 1960s [AS69; Dup69] (either as Q-odd Fredholm operators discussed
in Example 1.3 or as the theory of characteristic classes of quaternionic vector bun-
dles and the Z2-valued quaternionic Pontryagin number). Indeed, the constraint of
fermionic time-reversal symmetry which is the quaternionic structure on the vector
bundle, implies that its Chern characteristic classes are trivial, yet, there is still more
than one PCC. What makes the discovery of [KM05] even more impressive is that
there was no experiment at the time which this work was to explain. Soon after, Ryu
and co-workers [Ryu+10; Sch+08] understood that one could consider all possible
ten symmetry classes of Altland and Zirnbauer [AZ97] for such systems and in dif-
ferent dimensions they could give topologically non-trivial results. These symmetry
classes correspond to the presence or absence of time-reversal or particle-hole sym-
metry, or their composition, chiral symmetry. In each case, one has to decide if the
symmetry operator squares to plus or minus one. It wasn’t until Kitaev [Kit09] in
2009, that we understood how to systematically organize all space dimensions and
ten possible symmetry classes into a periodic table, called the Kitaev periodic table. This
table has a periodicity of eight in the space dimension d, which is ultimately traced
to the Bott periodicity of K-theory [Kar08] or of Clifford modules [ABS64]. Thus one
needs to consider only 80 possible kinds of matter: eight possible dimensions times
ten possible symmetry classes. The table determines, in each case, if there will be
a non-trivial topology, and if so, what would be the set of PCCs of such symmet-
ric gapped Hamiltonians. On top of the 80 cases of strong invariants there are many
subcases, specifed by the various weak invariants. For example, in 3D there are weak
topologically-non-trivial quantum Hall phases despite the zero of that bracket in Ta-
ble 1.1. It is important to note that this table exists only at the generality of the spectral
gap regime with stable classification, since it is inherently a reflection of K-theory and
its Bott periodicity. In an unstable classification, one specifies to the space of n-level
Hamiltonians which are gapped between the jth and j + 1th levels, where n and j
are fixed throughout all homotopies. Conversely, the stable classification allows both
n and j to vary throughout homotopies (technically this is achieved by embedding a
Hamiltonian H in sufficiently large but finite matrix H � 0).

1.4 Example. Clearly the stable homotopy is coarser than the unstable one, as
the end of Example 1.2 abstractly explains. Here is a concrete manifestation of
this difference. If in Example 1.2 we rather consider the space of Hamiltonians on
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S d
AZ Q P P 1 2 3 4 5 6 7 8

A 0 0 0 0 Z 0 Z 0 Z 0 Z

AIII 0 0 1 Z 0 Z 0 Z 0 Z 0

AI 1 0 0 0 0 0 Z 0 Z2 Z2 Z

BDI 1 1 1 Z 0 0 0 Z 0 Z2 Z2

D 0 1 0 Z2 Z 0 0 0 Z 0 Z2

DIII �1 1 1 Z2 Z2 Z 0 0 0 Z 0
AII �1 0 0 0 Z2 Z2 Z 0 0 0 Z

CII �1 �1 1 Z 0 Z2 Z2 Z 0 0 0
C 0 �1 0 0 Z 0 Z2 Z2 Z 0 0
CI 1 �1 1 0 0 Z 0 Z2 Z2 Z 0

Table 1.1: The Kitaev table as shown in [HK10]: Each row refers to a symmetry label of
[AZ97], with Q being time-reversal, P being particle-hole reversal; either one
could square to ±1 if it is present, and P ⌘ Q � P ; the columns are the space
dimensions (up to eight due to Bott periodicity); each entry is the (isomorphic)
set of PCCs of gapped Hamiltonians in the corresponding case.

the three dimensional lattice, still with two-levels, we get to the space [T3
! S2],

which is not trivial, yet according to Table 1.1, the three-dimensional no sym-
metry class case has no non-trivial topology. Indeed, the table merely gives us
[T3

! Grr(Cn)] for r, n sufficiently large, which is zero. This distinction between
the classification of homotopies of vector bundles vs. K-theory was elaborated on
in [DG15]. Yet others [PS16a] say that the stable classification is more experimen-
tally relevant, since the Hilbert space `2(Zd) ⌦ Cn is just an approximation for
the actual experiment in which there are infinitely many valence and conduction
bands.

In conclusion, the Kitaev table is the marriage between the K-theoretic Bott-periodicity
and the Altland-Zirnbauer symmetry classification. To understand its most simple
interpretation one has to get from the quantum mechanics of translation invariant
spectrally gapped insulators to [Td

! F (C•)] for the first row, as explained in Ex-
ample 1.2, or an equivariant version of F (C•) for all other rows. For the chiral class
discussed in Example 1.5, one replaces F (C•) with U (C•), Bott’s unitary group,
since the chiral symmetry implies the Fermi projection has a unitary sub-block. For
the general case see [AS69] for the definitions of skew-adjoint Fredholm operators
(one still has to work out how the symmetry constraints yield other spaces. This was
done using different notations in [GS16]).

While the stable vs. unstable and the relative vs. absolute distinction is not partic-
ularly crucial for us, the topological question is. At least in the spectral gap regime,
one can get a handle on this problem: in (1.2) for instance, in the spectral gap regime
c(�•,EF) may be deformed to a smooth function of H, so that kF � F0

k is small if



8 introduction

H � H0 is small (in operator norm) and local, so Fredholm theory may be applied
to obtain Chern(P) = Chern(P0). To say this we basically worked with the subspace
topology of B(H) on the set of local spectrally gapped Hamiltonians. However, since
a crucial part of the IQHE is its plateaus, it is of relevance to find a topological clas-
sification which does not rely on a spectral gap, and hence the issue of defining the
topology on the space of Hamiltonians becomes harder. What is probably necessary is
a notion of proximity between Hamiltonians that makes sure their locality and local-
ization estimates are compatible, but we postpone a serious discussion of this point
to another occasion.

1.5 Example. The chiral symmetry class of Hamiltonians may be succinctly de-
fined as operators acting on a Hilbert space which breaks into the direct sum
H = H̃� H̃ for some other Hilbert space H̃ and which are written in block form
as

H =

"
0 S⇤

S 0

#

for some S 2 B(H̃) not necessarily self-adjoint. This implies that the spectrum
of H is symmetric about zero and so to obtain an insulator we must require
a (spectral or mobility) gap about zero. For the sake of simplicity let us focus
on H having a spectral gap. This implies that S is invertible within B(H̃) since
s(H) = s(|S|) [ s(�|S|). Thus, it may seem that classifying chiral spectrally
gapped Hamiltonians is equivalent to classifying invertible bounded operators on
H̃. However, by Kuiper’s theorem [BB89, Theorem I.6.2] all invertible operators
are path-connected in the norm topology to 1 so that the space of such Hamil-
tonians would appear to have just one PCC. Table 1.1 says this is not the case in
one-dimension, for example (our discussion so far has been dimension agnostic
so it applies in particular to dimension one). The solution is simply that the norm
topology is not appropriate for the classification. Indeed, the path that one obtains
between S and 1 does not preserve the locality property of Hamiltonians (it allows
the electron to hop arbitrarily far away on the lattice).

1.2 floquet systems

In our discussion of topological insulators so far we have been focused on time-
independent systems which have (some sort of) gap. However, the insulator prop-
erty is just one possible feature for a sub-class of Hamiltonians, as hinted already in
the beginning of this chapter. In recent years it has been discovered [Rud+13] that
periodically-driven Hamiltonians, that is, Floquet systems, can also exhibit topological
properties. These Hamiltonians describe independent electrons on a lattice subject to
a periodic driving beyond the adiabatic regime. One goal could be to use the driving
to "bypass constraints of static systems imposed by the chemistry of the material and
by the fabrication process, potentially enabling a larger set of topological phases to
be realized in the same experimental setup, by adjusting the properties of an exter-
nally applied, periodic driving field" [LF18]. Indeed, most non-trivial cells in Table 1.1
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have not yet been experimentally realized (even in d  3). The analogous "gap condi-
tion" for such systems is not directly related to an electric insulator property, which
is why they should probably be called Floquet topological systems rather than Floquet
topological insulators as in [RH17].

The idea is to take a time-dependent Hamiltonian (still local as in Definition 1.1
point-wise in time) which is periodic, that is, a point

H 2 C(S1;B(H)) ⇠= B(H)⌦ C(S1) .

Such a Hamiltonian induces a unitary evolution U : [0, 1] ! U (H), by the Schrödinger
equation

i U̇ = HU (1.5)

with initial condition U(0) = 1. We note that as a rule, even though H is periodic, U
need not be.

For Floquet systems, U, rather than H, is the main object of study. A-priori the
solution of (1.5) is on the whole line (if S1, the domain of H, is interpreted as R/Z),
however, U obeys the semi-group property U (t) = U (t � 1)U (1) for all t 2 (1, 2]
so that obtaining a solution for all t 2 [0, 1] generates the solution on the entire
line. Indeed, we write a general t > 0 as t = btc + (t � btc) in which case U(t) =

U (t � btc)U (1)btc. We see that U(1) determines the long time dynamics of the system
and U(t) for t 2 [0, 1] could generate short-term fluctuations.

Since U(1) is unitary, its spectrum is on S1 (now meant as a subset of C). If it
happens that 9l 2 S1

\ s(U(1)) (that is, U(1) has a spectral gap), then one could
define a self-adjoint logarithm of U(1) with a branch cut out of the spectrum Hl :=
i logl(U(1)). This logarithm may be considered as the effective static Hamiltonian
which would have generated the same dynamics after one period: U(1) ⌘ exp(� i Hl).
If we then let the dynamics generated by Hl run backwards after having U run, we get
an evolution that starts and ends with 1. Indeed, the concatenation of two operators
A, B : [0, 1] ! B(H), which we denote by A]B : [0, 1] ! B(H) is given by

(A#B)(t) =

(
A(2t), (0  t  1/2)
B(2(1 � t)), (1/2  t  1)

. (1.6)

We define the relative evolution as

Urel := U] exp(� i ·Hl) (1.7)

and have by definition Urel(0) = Urel(1) = 1, that is, Urel : S1
! U (H) is a loop based

at 1. As such, there is an algebraic topology to classify it.
1.6 Example. In the translation invariant case, we have the task of classifying
continuous loops S1

⇥ Td
! U(N) based at 1. We wish to compare this with

Example 1.5, where it turned out that the translation invariant case reduces to
the classification of continuous maps Td

! U(N). It is suggestive to think that
the classification of static chiral systems in dimension d is equivalent to that of
Floquet systems with no symmetry in dimension d � 1, treating time as an extra
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space dimension. After all, in Example 1.2 we made the case that the classifi-
cation of [T2

! S2] is equivalent to [S2
! S2]. It turns out that while this is

not quite the case in general, for the top dimensional topological invariants, i. e.
the so-called strong topological invariants (those invariants which remain defined
also in the strongly-disordered case, and explore all dimensions of the material),
one could identify the static chiral classification at dimension d with the Floquet
no-symmetry classification at d � 1 by identifying the S1 factor as a suspension
and using Bott periodicity, see [SS17] for a discussion. The full classification via
K-theory in the translation invariant case proceeds as follows: the space of con-
tinuous loops S1

⇥ Td
! U (C•) based at 1 is the K1 group (which classifies

unitaries) of the C-star algebra SC(Td), that is, the suspension S of the C-star al-
gebra of continuous maps Td

! C (recall that the suspension of a C-star algebra
A is defined as SA := { f 2 C([0, 1]; A) | f (0) = f (1) = 1 }, see [Rør00]). Hence
we have K1(SC(Td)) ⌘ K2(C(Td)), which by Bott periodicity Kn+2(A) ⇠= Kn(A) is
isomorphic to K0(C(Td)) ⇠= Z2d�1 . In [PS16a] it is explained that only if d 2 2N,
one of these factors of Z corresponds to a "top" dimensional invariant. Hence the
no symmetry case of Floquet systems should look precisely as the first row of
Table 1.1. See also Appendix A.6.1.

In d = 2, this invariant is defined for a unitary V : S1
⇥ T2

! U(N) as,

W(V) ⌘ �
1

8p2

Z

S1

Z

T2
tr V̇V⇤[V,1V⇤, V,2V⇤] 2 Z , (1.8)

which has generalizations to the disordered case, see (4.6).

The crucial ingredient is the fact that Urel is local (Definition 1.1). This is guaranteed in
the spectral gap regime (see Lemma 4.23) by means of the Combes-Thomas estimate
([CT73] and Proposition 2.35).

One could consider Floquet systems in various dimensions and symmetries and
produce an analogue of Table 1.1, see [RH17; YYW17]. It is however not clear how the
various symmetries ascend from H to U, for instance, compare the chiral symmetry
definition of [Fru16] and [RH17]; the question is whether chiral symmetry should
reverse the direction of time as well, as it is, by definition, a composition of time-
reversal and particle-hole conjugation.

The physical meaning of the various conditions for the topology to be well-defined
as well as the meaning of the invariants remains somewhat less clear than in the static
case. For instance, in the static case the spectral gap implies a dynamical consequence:
an insulator. In the Floquet case, we do not know what kind of conditions on H imply
a spectral gap for U(1), and furthermore, a spectral gap for U(1) does not mean that
the system is insulating (although U(1) = 1 does, since it means that after one period
the particles do not move, and hence also at infinite time).

An interesting aspect in the topology of Floquet systems is the fact that the unitary
U(t) is always local, uniformly in t 2 [0, 1] (cf. Proposition 1.23 where the supremum
is taken over t > 0), and it is rather its self-adjoint logarithm which has to be verified
for being local. That is, the solution of the Schrödinger equation, which yields a uni-
tary operator (the propagator) out of a self-adjoint one (the Hamiltonian), is always
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Figure 1.3: An illustration for the geometry of the edge.

local if the Hamiltonian is. In contrast, for static topological insulators, the Hamilto-
nian H is as well always local, and the topological data is also contained in a partial
isometry–its polar part sgn H = 1� 2c(�•,EF)(H) in the polar decomposition (assum-
ing we set EF = 0 WLOG) which is (almost-surely) unitary. This way of extracting
a unitary operator out of a Hamiltonian, however, depends crucially either on a gap
or on localization to ensure that the unitary is local too. The difference between the
two procedures is ultimately traced back to the fact that taking the polar part of an
operator is not a continuous operation whereas the Duhamel formula is.

1.3 the edge picture and the bulk-edge correspondence

The entire discussion so far, in particular the translation invariant Examples 1.2 and 1.3
have implicitly assumed that real space is infinite and has no boundaries–a bulk pic-
ture. Of course no actual material in the laboratory is truly infinite, and the justifica-
tion for such a description stems from the different scales in the problem, that is, the
size of the electron versus the dimensions of the material. Such a description how-
ever fails to capture what inevitably happens at the boundary of the sample, which
is described by the corresponding edge picture. Hence there are two physical phe-
nomena, one associated to the bulk and another to the edge, and a real sample hosts
both simultaneously. For example, in the IQHE, there are both chiral currents along
the boundary of the sample as well as transversal Hall current in the bulk. Appar-
ently the conductivity of either of them is a topological invariant. More generally, be
it bulk or edge description, we are still considering the same material, so we expect
the topological classification to ultimately reflect the material and not our description
of it (which depends on the choice of bulk vs. edge). This is the point of the bulk-
edge correspondence (henceforth BEC), which we’ll define shortly. The study of the BEC
started in the context of the IQHE (before Table 1.1 existed), since from the discovery
of the effect there were competing explanations using bulk vs. edge physics [Lau81;
Tho+82]. The first BEC proof was given by [Hat93] and more general proofs followed
after [EG02; EGS05; SKR00].

To model the edge we take space as half-infinite, for the same reason that justified
the bulk description: near one edge we are inevitably far away from all other edges.
Even though procedures exist to analyze topology in finite-dimensional Hilbert spaces
[LS17], it is the infinite dimensional system that provides the idealization in which the
topological concepts arise naturally, as the following example illustrates.
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1.7 Example. On the Hilbert space `2(N), the unilateral left shift operator (Ly)x ⌘

yx+1 has Fredholm index

ind(L) ⌘ dim ker L � dim ker L⇤ = 1 � 0 = 1 .

Indeed, the kernel of L is spanned by the state supported on the left most site, and
since the adjoint is the right shift, it has no kernel. The non-zero Fredholm index
is a signature of non-trivial topology. Conversely, the left shift operator on a finite
truncation of `2(N), `2({ 1, . . . , L }) = CL necessarily has zero Fredholm index,
due to the rank-nullity theorem which guarantees that any finite square matrix
has kernel and cokernel of the same dimension. Concretely one sees on the finite
truncation, while the kernel of the left shift has the same spanning vector, the right
shift now also has a kernel which is spanned by the right-most site, resulting in a
1 � 1 = 0 index.

In the bulk, we assume that space is either continuous Rd or discrete Zd, and allow
the particle to have N internal degrees of freedom CN (spin, isospin, chirality, or
whatever else), so that the appropriate Hilbert space is H = L2(Rd) ⌦ CN or H =
`2(Zd)⌦CN . Since we are most interested in the tight-binding description, let us focus
henceforth on the latter Hilbert space. As a first crude approximation, we assume the
boundary of the material lies along the d-axis of space, so that for the edge a possible
Hilbert space is H

] := `2(Zd�1
⇥ N) ⌦ CN (we denote all edge objects by a sharp

from now on). Using N ✓ Z, we have a natural injection i : H] ,! H which is just
extension by zero:

i(y)x :=

8
<

:
yx , (xd 2 N)

0 , (xd 2 Z \ N)
.

The adjoint i⇤ : H ⇣ H
] is restriction of a wave-function to the half-space, so that

|i|2 ⌘ i⇤i = 1
H] whereas |i⇤|2 ⌘ ii⇤ = cN(Xd), a projection in H associated to the half-

space; hence i is an isometry but not unitary, and i⇤ is a partial isometry. We denote
by adi the induced action on B(H):

adi(A) := i⇤Ai : H]
! H

] .

This gives the truncation of A onto the half-space with Dirichlet boundary conditions.
More general boundary conditions may be implemented by adding to adi(A) a term
which decays in the d-direction, as appropriate for boundary effects. Thus we always
assume that any truncated operator A] and the Dirichlet-truncated operator adi(A)
obey

k(A]
� adi(A))xyk  C e�µ(xd+yd) (x, y 2 Zd�1

⇥ N) . (1.9)

Schematically, let H be the topological space of bulk Hamiltonians on the Hilbert
space H that we want to classify. For instance, it can be the set of all spectrally gapped,
local, self-adjoint bounded linear operators (see Definition 1.1) on `2(Zd) with the
subspace topology from B(`2(Zd)). The edge space of Hamiltonians H

] is defined as
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Figure 1.4: The commutative diagram representing the BEC. In principle each choice of
boundary conditions defines another diagram, which shows that the edge topo-
logical structure is insensitive to the choice of boundary conditions.

follows: A given point B 2 B(H]) is in H
] iff it obeys Definition 1.1 and additionally

there is some A 2 H such that B � adi(A) decays into the bulk, that is, obeys (1.9).
This last point is subtle so let us elaborate: As was seen in the previous examples,
usually the definition of H will entail an insulator condition, e. g. that its elements
have a spectral gap. Once we truncate such insulators into the half-space, they actu-
ally might become conductors (as in the archetypical IQHE). Thus the space of edge
Hamiltonians is defined as those Hamiltonians which descend from an insulating bulk
Hamiltonian. More generally there could be other bulk defining properties that define
H and do not survive the truncation; yet what defines a "topological" edge Hamilto-
nian is that there is some bulk one from which it descends. Hence one could say that
H
] doesn’t have an independent existence without H.
Now assume that we have a continuous topological invariant N : H ! G for some

discrete group G, and also an analogous edge invariant N
] : H

]
! G]. If N ,N ]

ascend to isomorphisms on p0(H), p0(H]), (i. e. at the level of the PCCs), then we say
we have a complete classification of the bulk and edge pictures. Then, the weakest form
of the BEC is the statement that G ⇠= G], which says that the two descriptions have
the same set of PCCs. For the IQHE e. g. one obtains this rather quickly from a K-
theoretic description using the six-term short exact sequence connecting the bulk and
edge algebras [PS16a, Prop. 3.2.3], setting aside for the moment the fact that K-theory
affords a somewhat coarser description than what one might mean by H as explained
above, and the fact it only works in the spectral gap regime. But one might conceive of
other ways to prove that G = G]. Yet much more important is the numerical equality
which roughly speaking says that truncation commutes with N .

1.8 Principle (The BEC). For every bulk Hamiltonian A 2 H and every B 2 H
] such

that A and B are compatible (that is, B � adi(A) decays into the bulk as in (1.9)) we have

N (A) = N
](B) . (1.10)
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If ] : A 7! A] is any map providing a truncation of A 2 H obeying (1.9), then one may
write this equality as

g] �N = N
]
� (�)] , (1.11)

where g] : G ! G] is an isomorphism, i. e. the diagram in Figure 1.4 commutes.

We note that such a result is the strongest type possible, since it formulates that we
know both G, G] and that N ,N ] are isomorphisms at the level of the PCCs. Some-
times, however, especially in the mobility gap regime, we work with partial informa-
tion and a BEC proof still is extremely insightful. For example, in [EGS05] the edge
IQHE invariant is defined, however, the only way to know that N ] is integer-valued
(i. e. G] = Z) is via the BEC itself, and furthermore, it is not yet proven that N ,N ] are
isomorphisms on the PCCs, since the topologies of H,H] have not yet been defined in
the mobility gap regime.

Up to this work, in the mobility gap regime Principle 1.8 has only been proven for
the IQHE in [EGS05], i. e. only for one cell in Table 1.1. In the spectral gap regime,
within the framework of K- or KK-theory, Principle 1.8 has been proven for the entire
Table 1.1 in [BKR17]; see also [Kub17].

1.9 Example. As we have seen in Example 1.5, bulk chiral one dimensional spec-
trally gapped insulators can be specified by invertible local (Definition 1.1) op-
erators S 2 B(`2(Z) ⌦ CN). Since the chiral symmetry acts within the fiber CN ,
the truncation is compatible with the block structure so that a compatible edge
Hamiltonian for a given S is fixed by adi(S) on `2(Z) ⌦ CN (with the choice of
Dirichlet boundary conditions).

We will see below in Lemma 3.16 that in the spectral gap regime, due to the
locality of S (as in Definition 1.1), adi(S) is necessarily a Fredholm operator and
it makes sense to define its invariant as the Fredholm index, N ] := ind. The bulk
topological invariant reduces to a winding number,

N (S) := tr(U⇤[cN(X), U]) (1.12)

where U is the polar part of S. Now the proof of Principle 1.8, in this case, fol-
lows by noting that N (S) = ind(U⇤cN(X)U, cN(X)), the index of the pair of
projections, which is equal to the Fredholm index of cN(X)UcN(X)|im cN(X) as
explained in [ASS94]. Their proof uses some algebra of projections and the Fe-
dosov formula [Mur94], that is, the relation between ind and the trace formula:

ind(F) = tr(FG � GF) (1.13)

where G is the parametrix (inverse up to compacts) of F. Since

ind(cN(X)UcN(X)|im cN(X)) = ind(adi(U)) ,
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the proof concludes after verifying that the truncated path between S and U is
Fredholm due to the locality and gap condition, using the continuity of the Fred-
holm index.

Hence here the crucial ingredient is (1.13), which is analogous to a Gauss-
Bonnet theorem.

Since our focus is on strongly-disordered topological insulators, we proceed to discuss
the theory of Anderson localization, which will allow us to refine the notion of an
insulator from a spectral gap to the mobility gap.

1.4 localization

The theory of localization started with the ground breaking work of Anderson [And58].
Roughly speaking it says that if electrons are placed in a sufficiently disordered
medium–neglecting electron-electron interactions–they will get "stuck" in confined
regions rather than flow throughout space (compare this with translation-invariant
media where Bloch theorem says that electrons are blind to the crystal structure and
flow through it freely). One important consequence is that the DC electrical conduc-
tivity at the corresponding Fermi energy is zero, which means we should associate
such materials with insulators. Mathematically the first proof of localization appeared
in [FS84]; a simpler, different proof appeared in [AM93] which was further developed
in [AG98], allowing for the understanding of the role of localization in the plateaus of
the IQHE.

Anderson’s strategy to understand a disordered material was to toss coins in order
to generate a random potential, and make statements which hold almost surely with
respect to the probability distribution of the coins or alternatively statements about
expectations (w.r.t. disorder) of physical quantities. While an actual experiment is
performed on one single material (and hence corresponding to a deterministic Hamil-
tonian), the individual macroscopic sample contains in itself many microscopic sub-
samples, and hence the averaging. Indeed, the actual process with which disorder is
formed in materials is likely described by some probability distribution (ultimately re-
lating to a quantum stochastic process) and our probabilistic model is merely a (gross)
simplification of the real one. Another philosophical justification for this approach is
via Wigner’s random matrix theory. It says that in the absence of better knowledge
about the actual physical laws, we pretend the unknown part of the model is given
by a collection of random variables. General physical principles (e. g. locality) will
then give constraints on these random variables (e. g., their independence). For an
introduction to random operators, see [AW15].

Let us describe the so-called Anderson model on which many results are proven.
We pick a dimension d 2 { 1, 2, 3, . . . } and the Hilbert space H := `2(Zd), which
corresponds to a tight-binding description (appropriate for localization). Let µ be a
given probability distribution on R obeying some regularity conditions. For instance,
for some t 2 (0, 1], µ is a uniformly t-Hölder continuous measure, as appeared in
[AG98, Appendix B] or more recently in [AW15, Def. 2.2].
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1.10 Definition (uniform t-Hölder continuity). Let t 2 (0, 1]. The probability mea-
sure µ : B(R) ! [0, 1] is said to be uniformly t-Hölder continuous iff there is
some constant C > 0 such that for all intervals J ✓ R with |J|  1 one has

µ(J)  C|J|t .

Here |J| is the Lebesgue measure of J.

The measure µ induces a measure P on "the disorder configuration space", the
probability space (W := RZd ,A, P), where A is the tensor-product sigma-algebra of
the Borel sigma algebra on R, B(R), and P :=

N
x2Zd µ, the product measure. Then

to every w 2 W a random multiplication operator Vw is associated via

(Vwy)x := w(x)yx

for all x 2 Zd, for all y 2 H.
We also have the deterministic discrete Laplacian given by

(�Dy)x ⌘ Â
e2Zd :kek=1

y(x + e) (x 2 Zd) .

Its spectrum is absolutely continuous and is given by s(�D) = [�2d, 2d]. This is seen
by using the (unitary) Fourier map F : `2(Zd) ! L2(Td) given by

F (y) := Td
3 k 7! Â

x2Zd

e� i k·x yx . (1.14)

Its inverse is F
�1(y) = Zd

3 x 7!
1

(2p)d

R
k2Td ei k·x y(k)d k. One finds that F (�D)F ⇤

is a multiplication operator associated to the function Td
3 k 7! 2 Âd

j=1 cos(kj).

1.11 Definition (The Anderson model). The Hamiltonian corresponding to the An-
derson model is specified by a uniformly t-Hölder continuous probability mea-
sure µ, a real number l 2 R representing the disorder strength and the space
dimension d as follows:

Hw(l) := �D + lVw . (1.15)

We note that most statements below apply to Hamiltonians more general than (1.15).
Some questions important for localization, probably regardless of the specific model,
are:

1. The space dimension d. Localization seems to depend strongly on whether d < 3
or d � 3, as we shall explain below.

2. The presence of time-reversal symmetry (1.1). We note (1.15) obeys [Q, H] = 0,
but the IQHE does not (it has a magnetic field).

3. At least in d � 2 on the lattice, some sort of regularity of the probability measure
of the randomness. It is believed that this is an artifact of the mathematical tools
we use and not the actual physics (contrast this with [BK05] for the continuum).
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4. That the inter-dependence of the randomness of the Hamiltonian decays with
distance. (1.15) has the i.i.d. property, namely, its randomness is only on the
onsite potential, the values of which form a sequence of independent identically
distributed random variables. Hence, the randomness at site x is independent of
site y if x 6= y. In general we could also consider randomness in the hopping (as
we do in Chapter 2) or even correlated randomness, and most of the results go
through, if there is some sort of locality in the dependence of the randomness
(this was already presented in [AM93]; see also [Kib05]).

We establish some minimal mathematical context [AW15; CL90] to which the Ander-
son model belongs.

1.12 Definition. Let (S,F , n) be a given probability space.

1. The measure-space morphism T : S ! S is called measure-preserving iff
n(A) = n(T�1(A)) for all A 2 F , where T�1(A) is the pre-image of A
under T.

2. Iff T is a measure-preserving morphism on (S,F , n), the tuple (S,F , n, T) is
called a measure-preserving dynamical system.

3. Let G be a group, or monoid, or semigroup and assume T is a G-action. That
is, T : G ! Aut(S) or T : G ! End(S) is a group, monoid or semigroup
morphism (if G is a semigroup End(S) may be regarded as a semigroup
too). Assume further that for all g 2 G, Tg is measure-preserving. Then the
tuple (S,F , n, T·) is called a measure-preserving G-dynamical system.

4. Let X : S ! R be a measure-space morphism (i. e. a random variable) on
(S,F , n, T·). X is called invariant iff X � Tg = X for all g 2 G.

5. A measure-preserving G-dynamical system is called ergodic iff every invari-
ant random variable is constant P-almost-surely.

6. The weakly-measurably map B : S ! B(H) (i. e. a random operator on some
Hilbert space H) defined over the ergodic (S,F , n, T·) is itself ergodic iff for
all g 2 G and for all s 2 S, B(s) and B(Tg(s)) are unitary conjugates (the
unitary may well depend on both s and g).

Going back to the concrete example of (1.15), since Zd may be considered as an
additive group, we define T : Zd

! Aut(W) as the lattice shifts: Tx(w) := w(·� x)
for all x 2 Zd. Such shifts are of course measure preserving as P is just a product
of identical copies of µ. In fact this product structure of P means (W,A, P, T·) is an
ergodic measure-preserving Zd-dynamical system (see [EW11, Prop. 2.15] for a sketch
of the proof). Then the Hamiltonian for the Anderson model (1.15) is ergodic, with the
unitary transformations Ux being the lattice translations in real space (Uxy)y ⌘ yy�x.
Then (VTxwy)(y) = w(y� x)yy = (UxVwU⇤

x y)y; the discrete Laplacian has [�D, Ux] =
0. The main point about the ergodic property is the fact that spatial averages coincide
with random averages (sometimes one says that time averages coincide with random



18 introduction

averages, but for random Schrödinger operators we have space and disorder average).
This is stated in the following theorem whose proof may be found in [EW11, Thm.
2.30]:

1.13 Theorem (Birkhoff). If (S,F , n, T·) is an ergodic measure-preserving Zd-dynamical
system and X 2 L1(W, n) then the following limit exists for n-almost-all s 2 S

lim
n!•

1
(2n + 1)d Â

x2Zd :kxk1n
X(Txs) = E[X] .

One very fruitful consequence of the ergodicity of (1.15) is given by Pastur’s the-
orem [Pas80] about the almost-sure spectrum, whose proof may be found in [AW15,
Theorem 3.10].

1.14 Theorem (Pastur). If (S,F , n, T·) is an ergodic measure-preserving Zd-dynamical
system and B : S ! B(H) is an ergodic random self-adjoint operator then there are
subsets s(B), spp(B), ssc(B), sac(B) ✓ R such that for n-almost-all x, we have

s](B(x)) = s](B)

with ] 2 { , pp, sc, ac }. The sets s] are called the almost sure spectra of B.

For H of (1.15) one can actually say more, in fact, we have a concrete picture of
s(H(l)) which stems from the fact (wx)x2Zd is an independent identically distributed
sequence of random variables. This was first proven in [KS80].

1.15 Theorem (Kunz/Souillard). s(H(l)) = [�2d, 2d] + l supp(µ).

While this statement holds for the whole almost-sure spectrum s(H(l)), there is
no analogous theorem about the various sub-types of the spectrum. Indeed, the exis-
tence of sac(H(l)) in d � 3 for sufficiently small l > 0 is a major open problem in
mathematical physics.

The distinction between various spectral types of the almost-sure spectrum is rel-
evant to us due to the following theorem by Ruelle, Amrein, Georgescu and Enss
[AG74; Ens78; Rue69], which connects the dynamics of a system with the measure-
theoretic spectral types.

1.16 Theorem (RAGE). Let A be a self-adjoint operator on some Hilbert space H =

Hpp �Hc where H] ⌘

n
j 2 H

��� n(A,j) is ]
o

; n(A,j) ⌘ hj, c·(A)ji is the spectral-
measure of (A, j) and ] 2 { pp, c } is the decomposition of the measure according to the
Lebesgue-Radon-Nikodym theorem [Rud87, p. 6.10]. Then one may characterize H] also
via

Hpp =

(
j 2 H

����� lim
R!•

sup
t�0

kcBR(0)(X)? exp(± i tA)jk = 0

)

Hc =

⇢
j 2 H

���� 8R > 0, lim
t!•

1
t

Z t

0
kcBR(0)(X) exp(± i sA)jk2 d s = 0

�
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where X is the position operator and BR(0) ✓ Rd is the ball with radius R about the
origin.

See Theorem A.54 for an analogous statement for unitary operators. Thanks to this
theorem, it makes sense to make the following definition.

1.17 Definition (Spectral localization). We say that H is spectrally-localized in an
energy interval (a, b) ✓ R iff

s(H) \ (a, b) = spp(H) \ (a, b) .

Yet another (stronger) form of localization is a statement regarding absence of dif-
fusion. For a given Hamiltonian H define the second moment of the position operator
as

Mij(t) := hd0, ei tH XiXj e� i tH d0i (t 2 R, i, j 2 { 1, . . . , d }) .

Here d0 is chosen arbitrarily since we expect the discussion not to depend on this
choice. If H is a random operator, such as the Anderson model, we rather define

Mij(t) := E[hd0, ei tH XiXj e� i tH d0i] (t 2 R, i, j 2 { 1, . . . , d }) .

Note that sometimes it is preferable to define these moments with a time average
M̃ij(t) := 1

t
R t

0 Mij(t0)d t0, see e. g. [JSS03]. We then define for each a > 0 the limit,
mij(a) := lim supt!•

1
ta Mij(t).

1.18 Definition. Ballistic motion means

9mij(2) 2 (0, •) , (1.16)

whereas diffusive motion means

9Dij :=
1
2

mij(1) 2 (0, •) . (1.17)

Dij is called the diffusion coefficient.
One also defines the diffusion coefficient corresponding to a state y with kyk =

1, Dij(y) by replacing d0 with y in the above formula for Mij(t). For some E 2 R,
if we then take y to be a wave-packet with energy concentrated about E, y =
j(H)d0, j : R ! R a bump function concentrated about E such that kyk = 1,
then we can define the diffusion coefficient corresponding to an energy E:

D(E) := lim sup
supp(j)!{E}

1
d

d

Â
i=1

Dii(y) .

where lim sup is over all sequences of functions with supports shrinking on E.

With these notions, a stronger definition of what localization is could be the follow-
ing.
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1.19 Definition (Absence of diffusion). We say that H is localized in the sense that
it has absence of diffusion in an energy interval (a, b) ✓ R iff

D(E) = 0 8E 2 (a, b), i, j 2 { 1, . . . , d } .

This being stronger due to the fact that for reasonable models it would imply pure
point spectrum (though in principle it is possible to have vanishing diffusion expo-
nent, but singular continuous spectrum of dimension zero, see [Sim96] and references
within).

We may also connect this to the DC conductivity by the Einstein relation, for which
we need to define the density of states.

1.20 Definition. 1. The mean local spectral measure n of the random operator H
with translation-invariant probability distribution is given by

n := E[hd0, c·(H)d0i] . (1.18)

Here the choice of zero was arbitrary (any other choice should give the same
measure) due to the fact that the measure of the potential P is translation-
invariant.

2. The integrated density of states is a function n : R ! [0, •) given by n(E) :=
n((�•, E)).

3. If n is absolutely-continuous w.r.t. the Lebesgue measure L, its Radon-Nikodym
derivative is defined as the local density of states r := d n

dL
. We have then

n(E) =
R E
�• r(E)dL(E).

The Einstein relation is

D(E)r(E) =
1
d

d

Â
i=1

sii(E) , (1.19)

where sij(E) is the DC conductivity as given by the Kubo formula. We note that the
existence of r is guaranteed by a Wegner estimate [AW15, Theorem 4.1]. The regu-
larity of n should not be confused with a statement about the almost-sure absolute-
continuous spectrum, sac(H) 6= ?. n is defined with disorder averaging, so it is not
the spectral measure of the tuple (H, d0).

In [Pas80] a relation between the DC conductivity sij(E) and the Green’s function
is derived (starting from the definition of sij(E) via Kubo’s linear response formula to
an electric field) as

sij(E) = lim
h!0+

h2

p Â
x2Zd

xixjE[kG(x, 0; E + i h)k2] (1.20)

where G(x, y; z) ⌘ hdx, (H � z1)�1dyi and to obtain this relation one has to assume
that the conductivity measure, as defined by Pastur [Pas80], has a density, which
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is associated with diffusion or localized motion (i. e. not ballistic). With (1.19), Def-
inition 1.19 becomes a statement about the DC conductivity of the material, that is,
localization in this sense implies electric insulator. We note in passing that in [KLM07;
KM14] Mott’s formula and the AC conductivity of the Anderson model has been
studied.

There are more (inequivalent) ways to characterize localization (for example via
inverse participation ratio, or via the statistics of the eigenvalues: the theory of random
matrices distinguishes between GOE and Poisson statistics; localization corresponds
to the latter) but let us jump directly to what is possibly the strongest criterion of
localization, which readily implies most others [AG98; Gra94]:

1.21 Definition (The fractional moments condition). The Hamiltonian H is said
to obey the fractional moments condition (FMC henceforth) in an energy interval
(a, b) ✓ R iff for any E 2 (a, b) there is a fraction sE 2 (0, 1) and constants
CE < •, µE > 0 such that

E[kG(x, y; E + i h)ks]  CE e�µEkx�yk (x, y 2 Zd, h > 0) . (1.21)

In many reasonable models this condition implies the second moment condition,
which holds iff for any E 2 (a, b), there are constants CE < •, µE > 0 such that

hE[kG(x, y; E + i h)k2]  CE e�µEkx�yk (x, y 2 Zd, h > 0) . (1.22)

The implication (1.21) to (1.22) relies on finite rank perturbation theory of the partic-
ular model at hand, whereas the converse is not known to be true in a model-agnostic
way. The immediate importance of the FMC for topological insulators is its following
corollary [AG98, Theorem 2]:

1.22 Proposition. If the FMC holds for H in an energy interval (a, b) then for all EF 2

(a, b) we have

E[kc(�•,EF)(H)xyk]  C e�µkx�yk (x, y 2 Zd) .

It is the second moment condition which is important for dynamical localization.

1.23 Proposition. If the second moment condition holds for H in an energy interval (a, b)
then

sup
f2B1((a,b))

E[k f (H)xyk]  C e�µkx�yk (x, y 2 Zd)

where B1((a, b)) is the set of Borel bounded functions | f |  1 and which are constant on
both R<a and R>b.

This implies dynamical localization by taking ft = exp(± i t·)c(a,b) and the supremum
then ranges over all t > 0, implying that wave-packets with energy in (a, b) do not
spread in space. We note in passing that either the second moment condition or the
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Energy�2d 2d

l

Figure 1.5: The phase diagram of the Anderson model (1.15) for d > 2 as shown in [AW15,
pp. 4]. The thick line denotes s(�D). The area within the bubble is expected to
be delocalized, with ac-spectrum, whereas the area outside of it is (proven to be)
localized. The two diagonal arms denote where the spectrum starts and ends
according to Theorem 1.15, so that for a fixed l > 0, we start with a localized
region, called the mobility edge, enter into a conjectured region of continuous
spectrum, and then encounter another mobility edge before the spectrum ends.

FMC imply that the DC conductivity is zero within the interval of localization [Gra94,
Corollary 4] or [AG98, (E.1)].

Now that we have some mathematical definitions for localization, let us discuss
the proofs of it. There are two main mathematical techniques to establish localization
for general d: the multi-scale analysis (MSA henceforth) launched in [FS84] was the
first rigorous proof, and the fractional moments method (FMM) of [AM93] greatly
simplified the path to localization. We will mostly concentrate on the latter, though
ultimately both seem to imply equally powerful results as far as what we need for
topological study. Indeed, the first proof of the implication from localization to Propo-
sitions 1.22 and 1.23, which are the main prerequisite for us, was presented in [AG98]
via the FMM; it was later shown to be obtained also via MSA in [DS01], which goes
back to [GD98].

So far, Definition 1.21 (1.21) has been proven for (1.15) in the following cases. First,
for general d, µ sufficiently regular as above, and one of the following is true:

1. l is sufficiently large, in which case the entire real axis is localized, or if the
probed energy is sufficiently large or small (with l > 0 arbitrarily small) [AM93].

2. l > 0 is arbitrarily small with the energy probed being arbitrarily near to
the absolutely-continuous bands of the unperturbed, deterministic Hamiltonian
[Aiz94].

This is summarized in Figure 1.5. The FMC proofs crucially rely on finite rank pertur-
bation theory in order to bound E[kG(x, x; z)ks] by the disorder average of just one
site (site x). This is the so-called a-priori bound.

The situation in d = 1 (or more generally the strip) for (1.15) is that any l > 0 brings
about complete localization of the entire spectrum, even without µ being regular. This
is proven using the MSA in [KLS90]; in this work we finally give a proof (that does
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rely on regularity of µ–this is crucial for the a-priori bound) via the FMC. Since the
mechanism of localization in one dimension is quite special it deserves more words
of introduction, but we postpone them to Chapter 2. In d = 2 it is mathematically
conjectured that one has complete localization at all non-zero disorder strengths and
all energies based on the physics work [Abr+79].

We note in passing that localization of unitary operators, which is relevant for Chap-
ter 4, is somewhat analogous to the analysis of (1.15), and has been studied in [AM10;
HJS09].

For topological insulators, it is important to study localization also for block op-
erators (i.e. with orbital degrees of freedom), which is one of the main focuses of
Chapter 2 for our chiral model. However this question in general has already been
addressed previously [GM13; KMM11], see also [ESS14] using the FMM in the strong
coupling regime, or in the weak coupling regime [DDS15].

Finally it has to be mentioned that the fact that for sufficiently small values of l at
d > 3, Dij(E) should be finite and strictly positive remains unproven.

We go on to discuss how all of this is relevant to topological insulators.

1.5 the deterministic mobility gap condition

While there is a systematic way within the framework of K-theory to come up with
all topological invariants, namely, using K-homology [BKR17], since this formalism
doesn’t quite lend itself to the mobility gap situation we are about to describe, we
rather stick a poor man’s version of it. Within that, let us define

1.24 Definition (Switch function). A switch function [EG02] is any function L :
Z ! R such that L(n) = 1 (resp. = 0) for n (resp. �n) large and positive. We will
usually apply this function to the position operator in some direction, L(Xi), in
which case we abbreviate this operator as Li. It defines a (multiplication) operator
on `2(Zd), which carries naturally to its descendant spaces `2(Zd)⌦ CN .

1.25 Definition (Non-commutative derivative and integral). We define the non-
commutative derivative in the jth direction, denoted by ∂j, as � i[Lj, ·]. It satisfies
the Leibniz rule. The non-commutative integral is the trace, which obeys tr ∂j A =
0 if ∂j A is trace-class.

The reason for this notation is that in the translation invariant case, this derivative
becomes the actual derivative in the jth direction with respect to the quasi-momentum
(i. e. F (� i[Xj, A])F�1 = M∂j a for any periodic operator A 2 B(`2(Zd)) with signature
a : Td

! C, where Ma is the multiplication operator corresponding to the symbol
a), and the trace becomes integration over the Brillouin zone divided by (2p)d. In
principle the notation for the non-commutative derivative ∂j should contain L as well,
but we will see later that the topological invariants do not depend on the choice of L
and so it makes sense to omit it from the notation.

Schematically, all topological invariants, that is, all conceivable maps N : H ! G

are probably expressible in terms of traces of combinations of Fermi projections P of a
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given Hamiltonian, and their non-commutative derivatives. As we mentioned already,
the more systematic approach to this statement could be found e. g. in the textbook
[PS16a]. Here we content ourselves with simply noting the following three cases:

1. In the chiral 1D case, the chiral invariant (1.12) can be written as N = 2 tr PP∂P
where P ⌘ 1� (�1) is the chiral symmetry operator.

2. In the IQHE, the Chern number may be written as

N = 2p i tr P[∂1P, ∂2P] .

3. In the time-reversal invariant case discussed in Example 1.3,
N = dim ker(PUP + P?) mod 2 with U defined there. We note that this is not
a trace formula and we shall comment on it later.

In these three examples, P ⌘ c(�•,EF)(H) with EF being the Fermi energy (in the
chiral case it must be set to zero). We will see in Corollary A.20 that to prove the
expressions in the traces are trace-class (and additionally for PUP + P? to have
a parametrix, which guarantees the corresponding Q-odd Fredholm index is well-
defined; see [AG98]) it is sufficient to have some sort of off-diagonal decay of P, that
is, kPxyk should decay in kx � yk sufficiently fast. The intuitive reason is that the off-
diagonal decay of an operator A implies that ∂j A is "relevant" in an infinite cylinder
parallel to the j axis about the origin. This property is stable under multiplication, so
that (∂1 A) . . . (∂d A) is "relevant" mostly in a finite box about the origin, and is hence
trace-class.

Assume for a moment that H has a spectral gap within the interval (a, b) ✓ R, that is
s(H) \ (a, b) = ?. Then P may be written as a Riesz projection, that is, as an integral
over R(z) ⌘ (H � z1)�1 with z always a finite distance from s(H):

P =
i

2p

Z

G
R(z)d z

where G is some counter encircling (�kHk, EF) in C. Then the Combes-Thomas es-
timate Proposition 2.35 guarantees the off-diagonal exponential decay of the matrix
elements of R(z), and so the topological invariants are always well-defined in the
spectral gap regime, as long as EF 2 (a, b).

The mobility gap is (morally) defined as having localized spectrum rather than no
spectrum at all, see Figure 1.2. Now there is a philosophical point: as we began our
discussion of localization, we granted that we’ll need to use randomness in order to be
able to make any useful statements. Otherwise, there is simply no grasp on the spatial
structure of the model. To study the topology of disordered media, the Bellissard
school [BvS94] approach is to take the randomness into account from the beginning
and model the topology on top of it. Indeed, the C-star algebra of operators which
are generated by magnetic shifts is tensored with C(W), continuous functions on the
disorder configuration space, in a covariant way, and the main object of study are thus
covariant operators [PS16a]. Topological statements are thus made about ensembles
of random operators, and results such as Principle 1.8 are proven about expectations
of quantities, which however by Theorem 1.13 become averages in space.
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While there is probably no dispute that the covariant structure is necessary for
localization statements, for topological questions, one might be able to get away with-
out it. Indeed, for strongly disordered media, it is insufficient. In [EGS05] the authors
proceed without the assumption of translation invariance: neither actual, nor in an am-
bient probability space. Their (fixed) operator of study is one deterministic realization
of a localized ensemble and all statements are made about that one fixed realization
without further recourse to probability theory or ergodicity. What is assumed then, are
almost sure consequence of localization, and so within the ensemble of random oper-
ators which obey localization, one focuses on a subset which arises with probability
one, and picks one single Hamiltonian of this subset.

Because one has to go from conditions about expectations of random variables to
almost-sure statements, some of the decay estimates become worse. For instance, we
have

1.26 Proposition. If E[kc(�•,EF)(H)xyk] is exponentially decaying in kx � yk as in
Proposition 1.22 then almost-surely, there are (deterministic) constants µ > 0, n > d + 1
and a random constant C < • such that

kc(�•,EF)(H)xyk  C e�µkx�yk(1 + kxk)+n . (1.23)

This is a special case of Proposition A.1. What is important to observe in this formula
is that the off-diagonal decay is non-uniform: there is also the possibility of diagonal
explosion.

Hence what defines a deterministic insulator are conditions which are true with prob-
ability one for random insulators. We then take these conditions and plug them into
our topological analysis, which results (so far) in partial reproduction of the achieve-
ments of K-theory.

In addition to the decay of P, two additional almost-sure properties of random
Schrödinger operators are the fact that any fixed value of energy is almost-surely not
an eigenvalue [AW15], as well as the fact that all eigenvalues within the localized
region are almost-surely of finite degeneracy [Sim94].

We finally come to the deterministic condition for the mobility gap:

1.27 Definition (Mobility gap). The (deterministic) Hamiltonian H is said to be
mobility gapped about the Fermi energy EF 2 R iff there is an open interval
(a, b) 3 EF such that all three of the following conditions hold:

1. s(H) \ (a, b) = spp(H) \ (a, b) and all eigenvalues of H within (a, b) are of
finite degeneracy.

2. EF is not an eigenvalue of H.

3. kc(�•,EF)(H)xyk obeys (1.23).
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Sometimes it is necessary to require a stronger condition as the mobility gap crite-
rion. This comes from using Proposition 1.23 instead of Proposition 1.22, and results
in

1.28 Definition (Dynamical mobility gap). The (deterministic) Hamiltonian H is
said to be dynamically mobility gapped about the Fermi energy EF 2 R iff there
is an open interval (a, b) 3 EF such that all three of the following conditions hold:

1. All eigenvalues of H within (a, b) are of finite degeneracy.

2. EF is not an eigenvalue of H.

3. sup f2B1((a,b)) k f (H)xyk obeys (1.23), where B1((a, b)) is the set of Borel bounded
functions | f |  1 which are constant out of (a, b) (with possibly different
constants above and below).

Of course, Definition 1.27 is a special case of Definition 1.28 as c(�•,EF) 2 B1((a, b)).
In addition, of course a bona fide spectral gap implies both these definitions via the
Combes-Thomas estimate. See also the appropriate definition for Floquet systems
Definition 4.4, which is modeled after Definition 1.28.

In conclusion, we expect any operator that obeys Definition 1.27 to have some sort
of well-defined topological structure associated with the gap (a, b). We see how the
spectral gap condition is just a special case of this definition. The failure of (1.23), or
perhaps more generally, of the integrand in a trace formula defining N to cease being
trace class, is a signature of a topological phase transition in the mobility gap regime.

The entire discussion so far focused on bulk systems, which are bona fide insulating.
Edge systems will, as a rule, not obey conditions analogous to Definition 1.28, as they
are expected to be conductors (in non-trivial topological phases). The edge situation
in d = 1 for chiral systems is somewhat special, see Section 3.2.2. The point is that the
edge is a compact perturbation of the bulk in d = 1 (unlike d � 2) so that (morally) it
doesn’t modify localization properties.

1.6 organization

This work is divided into three main parts, corresponding to Chapters 2 to 4. Chap-
ters 2 and 3 focus on a typical one dimensional model of class AIII from Table 1.1.
The goal here was to study the simplest mobility gap example of some non-standard
symmetry as an extension to the IQHE analysis of [EGS05].

In Chapter 2, we study its localization properties for a given random ensemble. The
proof here turns out to have some surprises compared to the Anderson model in the
same dimension, namely, localization at zero energy is parameter-dependent rather
than automatic (as opposed to all non-zero energies where one has the same behavior
as the Anderson model). The main result here is a proof of the property stated in
Definition 1.21 at all non-zero energies, however, there are several other results of
independent interest along the way, for instance, showing the off-diagonal decay of
the fractional moments of the Green’s functions for the Anderson model on the strip
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(so, finally using the FMM rather than the MSA), or extending that decay from real
to complex energies by subharmonicity Proposition 2.36, and an implication that any
decay implies exponential decay for our model Lemma 2.37.

In Chapter 3 we turn to a topological study of the very same model. Here we finally
elaborate more on the meaning of the chiral symmetry and its implications, and ex-
plain why this nearest-neighbor model is actually rather generic by re-dimerization.
We go on to formulate our main result, which is a proof of Principle 1.8 for such sys-
tems in the mobility gap regime, essentially the only other mobility gap BEC proof after
the IQHE proof of [EGS05]. We give also another proof (independent of K-theory) of
the BEC in the spectral gap regime which uses the Fredholm properties, as well as
elaborate on the translation invariant case. We finish by discussing the extension to
more general boundary conditions.

In the middle of this chapter, in Section 3.2.2, there lies the following result: a direct
relationship between localization and topology for this chiral one-dimensional model.
The connection is brought by formulating the edge invariant as the number of nega-
tive Lyapunov exponents of the zero energy Schrödinger equation. Since localization
(morally, but also as proven in Chapter 2) holds as long as none of these exponents
are zero, this gives a direct description of topological phase transitions in the mobility
gap regime, namely, whenever one of the exponents passes through zero, which is
precisely when the phase is not well-defined. Of course also in the IQHE there was
the connection between localization and topology, in the sense that the topological
phases are only well-defined as long as the Fermi energy is placed within the region
of localization, but here this relationship is even quantitative in a sense.

In Chapter 4 we change gears from Table 1.1 into Floquet topological systems, an-
alyzing their topological properties in d = 2 without any symmetries, again, in the
strongly-disordered, mobility gap regime. After verifying that the usual relative evo-
lution scheme goes through for the mobility gap as well, and proving a version of
Principle 1.8, we find that in certain systems where the entire circle is a mobility gap,
the relative evolution seems to not be necessary at all, as its contribution to the wind-
ing is zero. This is related to the magnetization studied in physics with connection to
such systems (see references in Chapter 4). We conclude by showing that any mobility
gapped systems can be reduced to the previous situation where the entire circle is a
mobility gap, essentially by stretching the gap onto the entire circle. The invariants
from this stretched operator are proven to be equal to the invariants associated with
the relative evolution, which goes via a certain continuity result in the mobility gap,
perhaps of independent interest.

Appendix A contains many of the technical lemmas referred to in the main text,
although there are some sections that could stand alone. One in particular is Ap-
pendix A.2 where locality and (deterministic) localization properties are studied from
algebraic and (very briefly) analytic perspectives. The main result here is that if the
matrix elements of an operator A have (in some weak sense) off-diagonal decay then
(∂1 A) . . . ∂d A is trace-class, which means that the topological invariants associated to
A are well-defined. This is of course not new and goes back to [EGS05], the point here
was rather to phrase it in a convenient algebraic language, whence the aforementioned
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main result really can be stated as a simple Corollary A.20. There is a unitary version
of the Helffer-Sjöstrand formula which helps us to make locality statements about the
smooth functional calculus of local normal operators. We include a short discussion
of some properties of the Hermitian symplectic group Appendix A.5.1 necessary for
Chapter 2. The last section Appendix A.9 contains a unitary RAGE theorem.



2
C O M P L E T E L O C A L I Z AT I O N F O R D I S O R D E R E D C H I R A L
C H A I N S

2.1 introduction

The Anderson model in one-dimension was long known [KS80] to exhibit complete lo-
calization, that is, localization regardless of the strength of the disorder or the energy
at which the system is probed (cf. with Figure 1.5). The latest advancement in this
direction was made in [KLS90], which handles the strip with singular distributions
for the onsite randomness. However, as it turns out, additional constraints on the ran-
domness can make complete localization fail at some special energy values or ranges,
as was demonstrated for the random polymer model [JSS03].

Such special energy values are intimately linked to the existence of rich topological
phases. Indeed, this localization question emerged from our study of chiral topologi-
cal insulators in 1D which we’ll present in Chapter 3. A link will be realized between
the failure of localization at zero energy and topological phase transitions. This is
precisely what makes the Anderson model in 1D topologically trivial–it cannot have
any phase transitions, being always completely localized. Thus our main goal now
is to show that indeed Chapter 3 does not involve an empty set of models since its
assumptions are fulfilled with a probability of either zero or one, as we shall show.

The chiral model dealt with in the present study–a disordered analog of the SSH
model [SSH79]–is characterized by having no on-site potential and alternating distri-
butions of the nearest-neighbor hopping. It exhibits complete dynamical localization
at all non-zero energies (in the sense of the FMC Definition 1.21), as long as the
aforementioned distributions are regular enough to prove an a-priori bound and have
moments to define Lyapunov exponents. If the Lyapunov spectrum of the system at
zero energy does not contain zero, then this localization holds also at zero energy.
As noted above if the spectrum does contain zero, then the system could exhibit a
topological phase shift, so that it makes sense that localization should fail then (as
the topological indices are only defined in the localization regime). It should be noted
that [Mon+14] already calculated analytically the Lyapunov spectrum for a particular
model and explored the phase transitions numerically.

There is also an independent interest in using the FMM for localization proofs
rather than the MSA, since its consequences for dynamical localization seem easier to
establish. For this reason it is interesting to note that the 1D Anderson model on the
strip can also be endowed with a localization proof using the FMM via our methods
(cf. [KLS90]). The two main differences between the Anderson model and our chiral
model (which has disorder only in the kinetic energy) are the a-priori bounds and
the particular form of transfer matrices, which has consequences on how one applies
Furstenberg’s theorem, i. e., how to prove irreducibility. In that regard it should be
noted that [CS15] already deals with a similar case of disordered hopping, but stays

29



30 complete localization for disordered chiral chains

within the MSA framework of [KLS90]. Studies of the Lyapunov spectrum for various
symmetry classes have also been conducted in [ABJ10; LSS13; SS10] among others.

This chapter is organized as follows. After defining the model and formulating
our main result, we go on to discuss the transfer matrices, and how a product of n
of them is (morally) the Green’s function betwen 0 and n, Lemma 2.12. This result
together with the Anderson model irreducibility proof from [GM89] and the usual
a-priori bound resting on rank-1 perturbation theory implies the FMC localization
in one dimension for the usual Anderson model. We go on to discuss irreducibility
Proposition 2.18 for our model, which rests on our different form of the transfer ma-
trices. This implies that at all non-zero energies the Lyapunov spectrum is simple
via Furstenberg’s theorem. We go on to prove an a-priori bound Proposition 2.29 be-
tween the x and x� 1 entries of the resolvent, which uses rank two perturbation theory
(perhaps of independent interest). Since the irreducibility result relies heavily on the
Hermitian symplectic structure (Appendix A.5.1) of the transfer matrices, which is
only true at real energies, this implies the decay of Green’s functions at finite volume
and real energies (Theorem 2.32). We extend this result to complex energies via the
Combes-Thomas estimate using crucially the sub-harmonicity of the Green’s func-
tion (in the energy variable), which allows us to go to infinite volume, however, with
polynomial rather than exponential decay in the distance. For our particular model,
though, interestingly, any decay implies exponential decay by a sort of decoupling
lemma (Lemma 2.37). We finally conclude by analyzing the zero energy situation by
an explicit solution at finite volumes.

2.2 the model and the results

Let N 2 N�1 be given, and let a0, a1 be two given probability distributions on GLN(C).
We assume for both i = 1, 2 the following:

2.1 Assumption. (Fatness) supp ai contains some subset Ui 2 Open(GLN(C)).

2.2 Assumption. (Uniform t-Hölder continuity) For any k, l 2 {1, . . . , N}, let µR,I
be the conditional probability distributions on R obtained by "wiggling" only the real,
respectively imaginary part of Mk,l , that is,

µR,I = ai(·|(Mk0,l0)k0,l0 6=k,l , (Mkl)I,R) .

Then we assume that for some t 2 (0, 1], µR,I is a uniformly t-Hölder continuous measure
as in Definition 1.10.

2.3 Assumption. (Regularity) ai has finite moments in the following sense:
Z

M2GLN(C)
kM±1

k
2 d ai(M) < • . (2.1)
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2.4 Remark. These assumptions are not optimal for the proof of localization that
shall follow (cf. [KLS90]), and were chosen as a good middle way optimizing
simple proofs and strong results. It still need not be that ai has a density with
respect to the Lebesgue measure.

We define a random sequence of independent alternatingly-distributed matrices (Tn)n
such that all its even members follow the law of a0 and all its odd members follow the
law of a1. This sequence (Tn)n defines a random Hamiltonian H acting on y 2 H :=
`2(Z)⌦ CN by

(Hy)n := T⇤

n+1yn+1 + Tnyn�1 (n 2 Z) . (2.2)

An important condition to verify about this model is the following

2.5 Definition. We say that the system is localized at zero iff a0 and a1 are such that
the Lyapunov spectrum {gj(0)}2N

j=1 (see (2.17) for the definition) of the zero-energy
Schrödinger equation Hy = 0 does not contain zero:

0 /2 {gj(0)}2N
j=1 . (2.3)

The main result of this chapter is a proof of Definition 1.21, (1.21) for the model
described above:

2.6 Theorem. (I) Under Assumptions 2.1 to 2.3, the fractional moments condition holds
at all non-zero energies: 8 l 2 R \ {0} , 9 s 2 (0, 1) : 9 0 < C, µ < • :

E[kG(x, y; l + i h)ks]  C e�µ|x�y| , 8h 6= 0, 8x, y 2 Z . (2.4)

(II) If moreover (2.3) holds, then (2.4) is extended to l = 0 as well.

With P := c(�•,0)(H) the Fermi projection, the theorem implies via Propositions 1.22
and A.1 the following important corollary for the next chapter.

2.7 Corollary. Under the foregoing assumptions, including (2.3), P is almost-surely
weakly-local in the sense of Definition A.4 (that is, Assumption 3.1): With probability
one, for some deterministic µ, n > 0 and random C > 0 we have

Â
n,n02Z

kP(n, n0)k(1 + |n|)�neµ|n�n0
|
 C < +• .

We also have the second assumption of the next chapter fulfilled almost-surely due
to the FMC being satisfied at zero energy:

2.8 Corollary. Under the foregoing assumptions, including (2.3), zero is almost-surely
not an eigenvalue of H (that is, Assumption 3.2).

Proof. The inequality (2.4) at zero energy implies that almost-surely,

lim
h!0+

kG(x, y; i h)ks
 C0

# e�
1
2 µ|x�y|+#|x|
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for some C0
# < •, for all # > 0 as in Proposition A.1. In particular for y = x we

find that almost-surely, lim
h!0+ kG(x, x; i h)ks is bounded, which implies

lim
h!0+

hk I G(x, x; i h)k = 0 ,

for any x. However, zero is an eigenvalue of H(w) iff

lim
h!0+

hk I Gw(x, x; i h)k > 0

for some x (see [AJP06, Jakšic: Topics in spectral theory]).

In conclusion, taking the (full-measure) intersection of the two above sets, we get
that with probability one both Assumptions 3.1 and 3.2 hold under the foregoing
assumptions, including (2.3). We note in passing that the finite degeneracy condition
which is part of Definition 1.27 is not actually necessary for Chapter 3 so that we omit
its proof here.

2.3 transfer matrices

In this section we will estimate the Green’s function in terms of transfer matrices,
which arise by looking at the Schrödinger equation (with H acting to the right or to
the left),

(H � z)y = 0, j(H � z) = 0 , (2.5)

(z 2 C), as a second order difference equation, where y = (yn)n2Z, j = (jn)n2Z are
(possibly unbounded) sequences with yn, jn 2 CN viewed as column, respectively
row vectors. Evaluated at n 2 Z, eqs. (2.5) read

Tnyn�1 + T⇤

n+1yn+1 = zyn ,
jn�1T⇤

n + jn+1Tn+1 = zjn .
(2.6)

For any two sequences y, j of columns and rows respectively, let

Cn(j, y) := jnT⇤

n+1yn+1 � jn+1Tn+1yn

be their Wronskian (or Casoratian); if they solve (2.5), then their Wronskian is inde-
pendent of n, as seen from the identity

Cn(j, y)� Cn�1(j, y) = jn(T⇤

n+1yn+1 + Tnyn�1)� (jn+1Tn+1 + jn�1T⇤

n )yn.

Moreover, the Wronskian may also be expressed as

Cn(j, y) =
⇣

jn+1Tn+1 jn

⌘ 0 �1N

1N 0

! 
T⇤

n+1yn+1

yn

!
,

which prompts us to associate to any sequence y : Z ! CN the sequence Y : Z ! C2N

by

Yn :=

 
T⇤

n+1yn+1

yn

!
. (2.7)
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The transfer matrix is the map

An(z) : C2N
! C2N , Yn�1 7! Yn

defined by the first equation (2.6):

Yn = An(z)Yn�1 , (2.8)

holds for any n 2 Z such that that equation holds. The transfer matrix is thus given
by the square matrix of order 2N

An(z) =

 
zT�

n �Tn

T�
n 0

!
(2.9)

with the abbreviation M� := (M⇤)�1 = (M�1)⇤. Since the second equation (2.5) is
equivalent to (H � z)j⇤ = 0, the constancy of the Wronskian implies

An(z)⇤ JAn(z) = J , J :=

 
0 �1N

1N 0

!
,

which can of course also be verified directly from (2.9). Another property that can be
so verified is that det An(z) is independent of z and moreover

|det An(z)| = 1 (z 2 C, n 2 Z) . (2.10)

The matrix J defines the symplectic structure of C2N . In particular for z = l 2 R the
transfer matrix is Hermitian symplectic, An(l) 2 Sp⇤2N(C), where

Sp⇤2N(C) ⌘ {A 2 Mat2N(C)|A⇤ JA = J} (2.11)

is the Hermitian symplectic group (compare with

Sp2N(C) ⌘ {A 2 Mat2N(C)|AT JA = J}

and see Definition A.36). But we keep z 2 C for now so that An(z) /2 Sp⇤2N(C) as a
rule.

Let I ✓ Z be an interval (in the sense of Z) and assume (2.8) for all n 2 I. Then
clearly

Yn = Bn,m(z)Ym�1 (2.12)

for n, m 2 I, n � m with the matrix of order 2N

Bn,m(z) := An(z) · · · Am(z) .
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2.9 Remark. The relations between Eqs. (2.5–2.8) trivially extend to matrix solu-
tions y and Y respectively which are obtained by placing l = 1, . . . , 2N solutions
next to one another in guise of columns. Seen that way they become linear maps
y : Cl

! CN , Y : Cl
! C2N .

2.10 Lemma. For I, n, m and Y as just above we have

|Ym�1|
2


tr(| ^l�1 (BP)|2)
tr(| ^l (BP)|2)

|Yn|
2 , (2.13)

where we use |M|
2
⌘ M⇤M, set B = Bn,m(z), and where P : C2N

! C2N is an
orthogonal projection of rank l such that PYm�1 = Ym�1.

The proof rests on the following lemma, to be proven below.

2.11 Lemma. Let W ✓ V be linear spaces; let V be equipped with an inner product and
let P : V ! V be the self-adjoint projection onto W. Let B : V ! V be a linear map and
B0 := B|W : W ! V its restriction to W. Then

tr(|B0
|
�2) =

tr(| ^l�1 (BP)|2)
tr(| ^l (BP)|2)

(2.14)

with l := dim W.

Proof of Lemma 2.10. By (2.12) we have

|Yn|
2 = |BYm�1|

2 = |B0Ym�1|
2

with B0 := B|W , W := im P; and thus

|Ym�1|
2
 tr(|B0

|
�2)|Yn|

2

in view of
Q � kQ�1

k
�1 , kQ�1

k  tr(Q�1)

for any Q > 0, applied to Q := |B0
|
2. We conclude by (2.14).

Proof of Lemma 2.11. We recall Lemma C.12 from [CS15]: Let L � l � 1 be integers
and let v1, · · · , vl 2 CL be linearly independent. Define w := v1 ^ · · · ^ vl and
wk := v1 ^ · · · ^ v̂k ^ . . . vl (k = 1, . . . , l) with ˆ denoting omission and (for l = 1)
the empty product being w1 = 1 2 ^

0CL = C. Let G be the Gramian matrix (of
order l) for v1, . . . , vl , i.e.

Gjk =
⌦
vj, vk

↵
, (j, k = 1, . . . , l) .



2.3 transfer matrices 35

Then

tr(G�1) =
Âl

k=1 kwkk
2

kwk2 . (2.15)

This having been done, let (e1, . . . , el) be an orthonormal basis of W, so that

# = e1 ^ · · · ^ el

#k = e1 ^ · · · ^ êk ^ · · · ^ el , (k = 1, . . . , l)

are orthonormal bases of ^lW and ^
l�1W respectively. We then apply (2.15) with

L = 2N to vi = B0ei, and thus to w = (^l B0)#, wk = (^l�1B0)#k and to Gjk =
(|B0

|
2)jk, the result being

tr(|B0
|
�2) =

tr
^l�1W(| ^l�1 B0

|
2)

tr
^lW(| ^l B0|2)

.

Finally, just as we have trW(|B0
|
2) = tr(|BP|2), so we do

tr
^kW(| ^k B0

|
2) = tr(| ^k (BP)|2) ,

because (^kB)(^kP) = ^
k(BP).

The entries Gnk = Gnk(z) of the Green’s function are matrices of order N which may
be looked at in their dependence on n at fixed k. So viewed Gk = (Gnk)n2Z satisfies

(H � z)Gk = dk

with dk = (dnk1)n2Z. Thus y = Gk satisfies (2.5) at sites n 6= k and in the matrix sense
of Remark 2.9 (with l = N). Likewise,

Gk = (Gnk)n2Z , Gnk =

 
T⇤

n+1Gn+1,k

Gnk

!

satisfies (2.8) with Y = Gk by (2.7). In particular, it does for n 2 I = (�•, k � 1]
whence Lemma 2.10 applies to m  n = k � 1. The result is as follows:

2.12 Lemma. We have

|G(m�1)k(z)|2 
tr(| ^N�1 (BP)|2)
tr(| ^N (BP)|2)

|Gk�1,k(z)|2

where B = Bk�1,m(z) and P is a projection onto the range of Gm�1k.

Proof. Given the preliminaries it suffices to observe that |G(m�1)k
|
2
 |G(m�1)k|

2.

In particular, we can pick G+ as the right-half-space Green’s function on [m � 1, •)
and P a projection onto the first N dimensions of C2N . As we’ll see below, this will
then relate G+

(m�1)k(z) to the Nth Lyapunov exponent of the transfer matrices, times a
"constant" (in |m � k|) factor Gk�1,k(z).
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2.4 the lyapunov exponents

In this section we define the Lyapunov spectrum associated to the random sequence
of matrices (An(z))n. The main result here will be Corollary 2.21 which will show
that the smallest positive exponent is strictly positive. Since it encodes in it the local-
ization length, at least morally this already implies localization, and we shall show
this rigorously using the FMM.

For brevity we define the maps a, S into Sp⇤N(C) via

GLN(C) 3 X a
7!

 
X� 0
0 X

!

R 3 l
S
7!

 
l �1N

1N 0N

!
.

Then we may factorize the transfer matrix as An(z) = S(z)a(Tn), the first factor be-
ing deterministic. Note that (An(z))n is not an independent-identically-distributed
sequence, since its odd and even elements are distributed differently. However, tak-
ing two steps at a time results in (A2n A2n+1)n which is a bona-fide i.i.d. sequence of
random matrices.

Let µl be the push forward measure induced by

GLN(C)2
3 (X, Y) 7! S(l)a(X)S(l)a(Y) 2 Sp⇤N(C)

where X, Y are distributed with a0, a1 respectively. Below we sometimes leave l
implicit in the notation.

2.13 Proposition. We have
R

log+(kgk)d µ(g) < • where log+ is the positive part of
log.

Proof. We have by definition
Z

log+(kgk)d µ(g) =
Z

log+(kSa(X)Sa(Y)k)d a0(X)d a1(Y) .

Since log+ is monotone increasing,

log+(kSa(X)Sa(Y)k)  2 log+(kSk) + log+(ka(X)k) + log+(ka(Y)k) .

Hence it is sufficient to show that
Z

GLN(C)
log+(ka(X)k)d ai(X) < • . (2.16)

We recall that the norm is the largest singular value (denoted by s1), and |a(X)| = 
|X|

�1 0N

0N |X|

!
. We find that ka(X)k is equal to the largest between the singular

values of X and X�1, that is, max(s1(X), sN(X)�1).
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We use Jensen’s inequality on the concave function log+ in order to conclude
(2.16) from Assumption 2.3.

2.14 Corollary. Using [BL85, pp. 6] we have that the 2N Lyapunov exponents (hence-
forth LE)

gj(z) ⌘ lim
n!•

1
n

E[log(sj(Bn(z)))] , (2.17)

where sj is the jth singular value of a matrix (ordered such that s1 is the largest), are
well-defined and take values in [�•, •). We use the abbreviation Bn(z) = Bn,1(z).

2.15 Remark. While (2.10) alone does not allow us to conclude a symmetry prop-
erty for the exponents, if we restrict to z 2 R, then the Hermitian symplectic
condition implies that the exponents are symmetric about zero, that is, gj(z) =
�g2N�(j�1)(z) for all j 2 {1, . . . , N}.

Proof. Since we are taking the logarithm, the symmetry of the singular values of
the Hermitian symplectic matrix Bn(z) about one (as shown in Proposition A.42)
implies a symmetry of the exponents about zero.

irreducibility
2.16 Lemma. Let

M =

 
A B
C D

!
2 GL2N(C)

with D 2 GLN(C). Then M 2 Sp⇤2N(C) iff

B = RD , C = DS (2.18)

with R = R⇤, S = S⇤ and

A = D�(1+ B⇤C) (2.19)

Proof. (2.19) is equivalent to the last condition of (A.18) when D is invertible.
So by Proposition A.40 we need only verify that A⇤C and B⇤D are self-adjoint.
But B⇤D = D⇤RD which is self-adjoint by hypothesis on R and A⇤C = (1 +
C⇤B)D�1DS = S+ SD⇤RDS, the last expression being a sum of two terms which
are self-adjoint using the assumptions on R and S.

Let S0 ✓ Sp⇤2N(C) be the open subset (and hence submanifold) given by S0 =
{M 2 Sp⇤2N(C)|det D 6= 0}. By Lemma 2.16, the map S0 ! GLN(C)⇥ HermN(C)⇥
HermN(C), M 7! (D, R, S) is a coordinate chart of S0; for short M ⇠= (D, R, S). In
particular

dimR Sp⇤2N(C) = dimR S0 = 2N2 + N2 + N2 = 4N2 .
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In the following l 2 R, l 6= 0 is fixed.
Let S1 ✓ S0 be the submanifold which in terms of the chart consists of matrices

M ⇠= (D, R = l1, S) =: (D, S). In particular dimR = 3N2. Moreover, we consider
matrices of the form

M =

 
lT�

�T
T� 0

!
(2.20)

with T 2 GLN(C). Then M 2 Sp⇤2N(C), as remarked before (2.11), though they are not
of the form discussed in Lemma 2.16 because of D = 0. However, their products are,
M1M2 2 S1, with

M1M2 ⇠= (D, S) = (�T�

1 T2,�l(T⇤

2 T2)
�1) (2.21)

in terms of the chart. In fact

M1M2 =

 
? �lT�

1 T2

lT�

1 T�

2 �T�

1 T2 ,

!

from which the claims about D and R are evident by comparison with (2.18); the one
about S follows from T2(T⇤

2 T2)�1 = T�

2 .
Let M be as in (2.20) and M0 ⇠= (D, S) 2 S1. Then MM0

2 S0 with MM0 ⇠= (D̃, R̃, S̃),
where

D̃ = lT�D , R̃ = l � l�1
|T⇤

|
2 , S̃ = S + l�1

|D|
�2 . (2.22)

In fact,
 

lT�
�T

T� 0

! 
A lD

DS D

!
=

 
? (l2T�

� T)D
T�A lT�D

!

where A = D� + lDS follows from (2.19). Then the claim (2.22) is obvious for D̃ and
by (2.18) amounts for the rest to

T�A = D̃S̃ , (l2T�
� T)D = R̃D̃ .

The two conditions simplify to D�1D� + lS = lS̃ and to l2
� T(T�)�1 = lR̃, which

by D�1D� = |D|
�2 are satisfied.

2.17 Proposition. The above product maps

GLN(C)⇥ GLN(C) ! S1 , (T1, T2) 7! M1M2 = M0 ,
GLN(C)⇥S1 ! S0 , (T, M0) 7! MM0

are submersions, i.e. their tangent maps have maximal rank.
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Proof. We represent domain and codomain of both maps in their charts:

(T1, T2) 7! (D, S) , (T, D, S) 7! (D̃, R̃, S̃) (2.23)

with right hand sides given by (2.21, 2.22). As a preparation we observe that the
following maps are submersions:

• GLN(C)J�, T 7! T�1, T⇤, TM or MT for some fixed M 2 GLN(C),

• GLN(C) \ HermN(C)J�, S 7! S�1

• GLN(C) ! HermN(C), T 7! |T|2 or |T⇤
|
2

Only the map T 7! |T|2 may deserve comment. It has a differentiable right
inverse S 7! S1/2 on the open subset {S > 0} ✓ HermN(C), whence the claim.

The first map (2.23) is then written as a concatenation

(T1, T2) 7! (D, T2) , T2 7! S

of maps that are seen to be submersions. Likewise for the second map:

(T, D, S) 7! (T, D, S̃) , (T, D) 7! (T, D̃) , T 7! R̃ .

2.18 Proposition. Let l 2 R \ {0}. Then the semigroup Tµl generated by supp µl

contains an open subset of Sp⇤2N(C).

Proof. By definition, the measure µl is the one induced by a0, a1 through (2.20)
and the map (M1, M2) 7! B := M2M1. Now Tµl contains for sure all matrices
B0B = M0

2M0

1M2M1. By Assumption 2.1, the proposition and the submersion
theorem ([Bre93] Theorem 7.1), the matrices M0

1M2M1 cover an open subset of
S0 and hence of Sp⇤2N(C), and so does B0B.

2.19 Remark. For the usual Anderson model on a strip, as in [KLS90; Sim85] for
example, the transfer matrix is rather

Ax(z) =

 
z � Vx �1N

1N 0N

!

with {Vx}x2Z the independent, identically distributed sequence of onsite poten-
tials (which in general should take values in HermN(C)). Then known results, say,
in [KLS90] (and references within) show that the semigroup generated by the sup-
port of this transfer matrix contains an open subset of the Hermitian symplectic
group (for all z 2 C). Taking this result (which holds also for z = 0) to replace our
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Proposition 2.18 and proving an a-priori bound, one could extend the analysis
here to the Anderson model on the strip as well.

2.20 Corollary. If z 2 R\{0}, then the Lyapunov spectrum is simple: gj(z) 6= gj0(z)
for all j 6= j0 in {1, . . . , 2N}.

Proof. We apply [BL85, Proposition IV.3.5], which goes through even though it is
applied on Sp2N(R) whereas here we apply it on Sp⇤2N(C).

2.21 Corollary. If z 2 R\{0}, then gN(z) > 0.

Proof. We always have gN � gN+1 because this is how we choose the ordering of
the labels. By Remark 2.15 we have that gN(z) = �gN+1(z) and by Corollary 2.20
gN(z) 6= gN+1(z).

2.22 Remark. gN(0) = 0 is possible though generically false.

Proof. When z = 0, via (2.8), for even sites:

Y2x ⌘

 
T⇤

2x+1y2x+1

y2x

!
= A2x(0)Y2x�1

=

 
0 �T2x

T�

2x 0N

! 
T⇤

2xy2x

y2x�1

!
=

 
�T2xy2x�1

y2x

!
.

That is,

y2x+1 = �T�

2x+1T2xy2x�1 ,

and similarly for the odd sites,

y2x+2 = �T�

2x+2T2x+1y2x .

As a result, within its zero eigenspace, H commutes with the operator (�1)X

where X is the position operator (this operator gives the parity of the site) and
the problem splits into two independent first-order difference equations, with
transfer matrices {�T�

2x+1T2x}x and {�T�

2x+2T2x+1}x respectively. These transfer
matrices are not Hermitian symplectic, nor is the absolute value of their deter-
minant equal to one–they are merely elements in GLN(C), and only their direct
sum has these properties.

Hence the theorem insuring the simplicity of the Lyapunov spectrum, [BL85,
pp. 78, Theorem IV.1.2] does not help in this case, since the simplicity of the
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Lyapunov spectrum of these transfer matrices will not imply that none of the ex-
ponents are zero. Instead we are reduced to the more direct question of whether
any of the exponents are zero or not.

Here is a (trivial) example where there is a zero exponent: when N = 1, there is
only one exponent for each (separate) chirality sector, and the hopping matrices
are merely complex numbers. Then for the (even) positive chirality e.g. we have

g+
1 (0) ⌘ lim

n!•

1
n

E[log(|(�T�

2n+1T2n)(�T�

2n�1T2n�2) . . . (�T�

3 T2)|)]

= lim
n!•

1
n
(�

2n+1

Â
l=3,l odd

E[log(|Tl |)] +
2n

Â
l=2,l even

E[log(|Tl |)])

(independence property)
= Ea0 [log(| · |)]� Ea1 [log(| · |)] .

We immediately see that when a1 = a0, the exponent is zero, and when a1 6= a0
and both have non-zero log-expectation value (not the same value), then the
exponent is non-zero.

In general, as can be seen from the formula for the transfer matrices, if supp a1
is concentrated within the unit ball of GLN(C) and supp a0 is very far outside
the unit ball of GLN(C), then we are guaranteed that none of the exponents will
be zero.

In the rest of this section we establish continuity properties of the exponents and
finally connect gN(z) to the decay rate (in n) of a product of n transfer matrices. This
is a simple extension of the analysis in [KLS90, Section 2] to the complex-valued case
with off-site randomness. Thus we frequently use the notation and conventions of
[KLS90] below sometimes without explicit reference.

We adopt the following viewpoint which is customary in the study of product of
random matrices. Since we are analyzing matrices in Sp⇤2N(C), we’ll be interested
in isotropic subspaces (the subspaces of C2N on which J restricts to the zero bilinear
form) which are left invariant by Sp⇤2N(C). Correspondingly we study the isotropic
Grassmannian manifold, L̄k, the set of isotropic subspaces of dimension k within C2N

with k 2 {1, . . . , N}. A convenient way to parametrize such isotropic subspaces is via
exterior powers: a simple vector u1 ^ · · ·^ uk 2 ^

kC2N with {ui}i linearly independent
and hui, Juji = 0 for all i, j 2 {1, . . . , k} defines a point in L̄k, and one can talk about
the action of Sp⇤2N(C) on such a point by lifting g 2 Sp⇤2N(C) to ^

kg on ^
kC2N .

2.23 Definition. For any [v] 2 L̄k and z 2 C let

Fz([v]) := E
⇥
log

�k ^k A1(z)vk
kvk

�⇤
.

2.24 Proposition. [v] 7! F([v]) is continuous.
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Proof. This is [KLS90, Prop. 2.4] or [CL90][V.4.7 (i))] for our model. Via Proposi-
tion A.35 and Proposition 2.13 we find that the “sequence” [v] 7! log( k^

k A1vk
kvk ) is

bounded by the integrable function

k(2N � 1) log(kA1k) .

So using the Lebesgue dominated convergence theorem and the fact that [v] 7!
log( k^

k A1vk
kvk ) is continuous we find our result.

2.25 Proposition. z 7! Fz([v]) is Lipschitz continuous, uniformly in [v], as long as z
ranges in a compact subset.

Proof. This is [KLS90, Prop. 2.4] or [CL90][V.4.7 (ii))] for our model. First note
that since kMuk = kML�1Luk  kML�1

kkLuk we have for all [v],

Fz([v])� Fw([v])  E[log(kA1(z)(A1(w))�1
k)] .

By symmetry,

Fw([v])� Fz([v])  E[log(kA1(w)(A1(z))�1
k)]

(|det(A1(w)(A1(z))�1)| = 1)

= (2N � 1)E[log(kA1(z)(A1(w))�1
k)] ,

so that

|Fz([v])� Fw([v])|  (2N � 1)E[log(kA1(z)(A1(w))�1
k)] .

Next we have

= S(z)a(X)S(z)a(Y)[S(w)a(X)S(w)a(Y)]�1

= S(z)a(X)S(z)S(w)�1a(X)�1S(w)�1 .

We remark that

S(z)S(w)�1 =

 
z �1N

1N 0N

! 
0N 1N

�1N w

!
=

 
1N (z � w)1N

0 1N

!

= 12N + (z � w)

 
0 1N

0 0

!
,

so that

kS(z)a(X)S(z)S(w)�1a(X)�1S(w)�1
k



2.4 the lyapunov exponents 43

= kS(z)a(X)[12N + (z � w)

 
0 1N

0 0

!
]a(X)�1S(w)�1

k

 1 + |z � w|k

 
0 1N

0 0

!
k+ |z � w|kS(z)kka(X)k⇥

⇥ k

 
0 1N

0 0

!
kka(X)�1

kkS(w)�1
k .

Now k

 
0 1N

0 0

!
k = 1, ka(X)�1

k = ka(X)k and log(1 + x)  x for all x 2 R so

that we find

log(kA1(z)(Aw
1 )

�1
k)  |z � w|(1 + kS(z)kkS(w)�1

kka(X)k2) .

Since z 7! kS(z)k is continuous, z ranges in a compact set, and using Assump-
tion 2.3, we find

|Fz([v])� Fw([v])|  |z � w|(1 + sup
z0

kSz0 k
2E[ka(T1)k

2]) ,

obtaining the claim for k = 1; the other cases being an easy generalization.

2.26 Corollary. The map z 7! gj(z) is continuous for all j.

Proof. This is ([KLS90] Proposition 2.5 or [CL90] V.4.8.) The same proof as theirs
goes through thanks to the claims above.

We will need [KLS90, Prop. 2.6]:

2.27 Proposition. For each j 2 {1, . . . , N} and [x] 2 L̄j, we have

lim
n!•

1
n

E[log(
k ^

j Bn(z)xk
kxk

)] =
j

Â
l=1

gl(z) ,

the limit being uniform as z ranges in a compact subspace of R and also uniform in [x].

We also recall [KLS90, Prop. 2.7]:

2.28 Proposition. For any compact K ✓ R, j 2 {1, . . . , N} such that gj(z) > 0 for all
z 2 K, there exist some sK 2 (0, 1), nK 2 N and Cj,K > 0 such that

E[(
k ^

j�1 Bn(z)yk
kyk

kxk
k ^j Bn(z)xk

)sK ]  exp(�Cj,Kn)

for all n 2 N�nK , for all [x] 2 L̄j and for all [y] 2 L̄j�1.

The proof is presented in Appendix A.7 for the reader’s convenience.
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2.5 an a-priori bound

In this short section we establish the a-priori boundedness of one-step Green’s func-
tions, which is a staple of the FMM. The fact that for our model one uses the one-step
Green’s function rather than the diagonal one is due to the fact we don’t have on-site
randomness, which forces the usage of rank-2 perturbation theory.

2.29 Proposition. For any s 2 (0, 1) we have some strictly positive constant Cs such
that

E[kG(x, x � 1; z)ks]  Cs < • ,

for all x 2 Z and for all z 2 C. So Cs depends on s, a1 and a0.

Proof. Using finite-rank perturbation theory, we can find the explicit dependence
of the complex number G(x, x � 1; z)i,j (for some (i, j) 2 {1, . . . , N}

2) on the
random hopping (Tx)i,j. Indeed,

(Tx)i,j =
⌦
dx ⌦ ei, H(T), dy ⌦ ej

↵
.

We find that G(x, x� 1; z)i,j is equal to the bottom-left matrix element of the 2⇥ 2
matrix

�
A +

 
0 l

l 0

!
��1 , (2.24)

where A is the inverse of the 2 ⇥ 2 matrix
 

G̃(x � 1, x � 1; z)j,j G̃(x � 1, x; z)j,i

G̃(x, x � 1; z)i,j G̃(x, x; z)i,i

!
,

with H̃ being H with (Tx)i,j “turned off”, and l := (Tx)i,j for convenience. Thus
our goal is to bound the fractional moments with respect to l 2 C of the off-
diagonal entry of the matrix in (2.24) where A is some given 2 ⇥ 2 matrix with
complex entries. The only thing we know about A is that I {A} > 0 though we
won’t actually use this.

First note that

 
0 l

l 0

!
= R {l} s1 + I {l} s2 and also that for any 2 ⇥ 2

matrix M we have 1
2 tr(Ms1) =

1
2 (M12 + M21) whereas

1
2

tr(Ms2) =
i
2
(M12 � M21) .

Thus by the triangle inequality,

E[|M12|
s] = E[|

1
2

tr(Ms1)|
s] + E[|

1
2

tr(Ms2)|
s] .
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So, if we get control on each summand separately we could bound E[|M12|
s].

We write

A +

 
0 l

l 0

!
= Ã + R {l} s1

and we expand Ã as Ã = a0 + aisi for some

 
a0

a

!
2 C4, so that if M := (a0 +

aisi + R {l} s1)�1 we find

1
2

tr(Ms1) =
�a1 � R {l}

a0 2 � a2 2 � a3 2 � (a1 + R {l})2 .

We now apply Proposition A.34 with z = �a1 � R {l}, c = a0
2
� a2

2
� a3

2

to get the result (using the Layer-Cake representation), which relies on Assump-
tion 2.2. The term E[| 1

2 tr(Ms2)|s] is dealt with in precisely the same way.

2.30 Corollary. For any s 2 (0, 1) we have some strictly positive constant Cs (not the
same as the one from above) such that

E[kG(x, x; z)ks] <
1
|z|

Cs ,

for all x 2 Z and for all z 2 C\{0}. Cs depends only on s 2 (0, 1), a1 and a0.

Proof. From the relation (H � z)R(z) = 1 we find

�zG(x, x) + T⇤

x+1G(x + 1, x; z) + TxG(x � 1, x; z) = 1N ,

so that

G(x, x; z) = z�1[1N � T⇤

x+1G(x + 1, x; z) + TxG(x � 1, x; z)] .

Hence by the triangle inequality, Hoelder’s inequality, Assumption 2.3 and Propo-
sition 2.29 we find the result.

2.31 Remark. The last two statements hold equally well if we replace G(x, x) or
G(x � 1, x) with the half-line Green’s function or even a finite-volume Green’s
function.

2.6 localization at non-zero energies

In this section we establish localization for all non-zero energies. We do this in two
steps: first at real energies (and hence finite volume) due to the fact that the Fursten-
berg analysis requires the transfer matrices to be Sp⇤2N(C)-valued which needs the



46 complete localization for disordered chiral chains

energy to be real. We then extend this exponential decay off the real axis using the
harmonic properties of the Green’s function to get polynomial decay at complex en-
ergies, which in turn implies exponential decay via a decoupling-type lemma. Once
localization of finite volume at complex energies is established, the infinite volume re-
sult is implied via the strong-resolvent convergence of the finite volume Hamiltonian
to the infinite volume one.

2.6.1 Finite volume and real energy

2.32 Theorem. For any K 2 Compact(R) such that 0 /2 K, there is some sK 2 (0, 1)
and µK > 0 such that

sup
z2K

E[G[x,y](x, y; z)sK ] < |z|�sK e�µK |x�y| ,

for all (x, y) 2 Z2 with |x � y| sufficiently large. Here G[x,y] is the Green’s function of
the finite-volume restriction of H to [x, y] ✓ Z.

Proof. Let z 2 K be given and s 2 (0, 1). By Lemma 2.12 we know that

kG[x,y](x, y; z)ks
 |z|�sC(z)

s
2 (

N

Â
j=1

k ^
N�1 By�1,x�1(z)ujk

2

k ^N By�1,x�1(z)uk2 )
s
2

 |z|�sC(z)
s
2

N

Â
j=1

k ^
N�1 By�1,x�1(z)ujk

s

k ^N By�1,x�1(z)uks .

Now using Hoelder’s inequality we get

E[kG[x,y](x, y; z)ks]  |z|�sE[C(z)s]
1
2

N

Â
j=1

E[
k ^

N�1 By�1,x�1(z)ujk
s

k ^N By�1,x�1(z)uks ]
1
2 .

E[C(z)s]
1
2 is bounded uniformly in z using Proposition 2.29, Corollary 2.30 and

Assumption 2.3. Now uj 2 L̄N�1 for any j and u 2 L̄N ; K /2 0, gN(z) > 0 for all
z 2 K so that we may apply Proposition 2.28 to get that for sK, for appropriate
• > C > 0, for |x � y| > nK

E[kG[x,y](x, y; z)ksK ] < |z|�sK CN exp(�
1
2

Cj,K|x � y|) ,

which implies the bound in the claim. Note that we have used stationarity of P

to go from 0, x � y to y, x.
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Rx� x+

Q

Q̃

Figure 2.1: The square Q(a) in C.

2.6.2 Infinite volume and complex energy

Obtaining polynomial decay off the real axis from exponential decay at the real axis
was already accomplished in [Aiz+01, Theorem 4.2]. Here we provide another proof
of this fact and go on to show that any decay implies exponential decay for our one
dimensional models.

Let Q(a) ✓ C be an open square of side a > 0; its lower side is placed on the real
axis R ✓ C with endpoints denoted x±, (x+ � x� = a). By Q̃(a) ✓ Q(a) we mean the
symmetrically placed subsquare Q̃(a) = Q(a/2), see Figure 2.1.

In this section f = f (z) is a subharmonic function defined on Q. By its boundary
values we simply mean

f (z) = lim sup
z0!z

f (z0) ( +•, z 2 ∂Q) .

We will use the maximum principle in the form

f (z)  sup
w2∂Q

f (w) , (z 2 Q) . (2.25)

As usual, 0 < s < 1.
We present two lemmas. The first one says that if f is bounded everywhere on ∂Q,

except for some controlled divergence when the real axis is approached, then f is
bounded on Q̃ with explicit bounds, i.e. not just by compactness. The second lemma
says that if f is small everywhere on ∂Q, except very near the real axis, where it is just
bounded, then f is small on Q̃. The two lemmas may be used in concatenation.

2.33 Lemma. Let M � 0 and suppose

f (z)  M , (z 2 (∂Q)h) ,

f (z)  M
� a

I {z}
�s , (z 2 (∂Q)v) ,

(2.26)
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where (∂Q)h/v are the horizontal / vertical parts of ∂Q. Then

f (z)  M(1 + s1�s) , (z 2 Q̃) .

2.34 Lemma. Let m, M � 0 and let I ✓ (∂Q)v be the union of the two verticle intervals
of length b  a next to x±. Suppose

f (z)  m , (z 2 ∂Q \ I) ,
f (z)  M , (z 2 I) .

(2.27)

Then

f (z)  21�s M
�b

a
�s
+ m .

As a preliminary to the proofs, we consider the function

v(z) := � I {z�s
}

defined on the first quadrant {z 2 C|R {z} > 0, I {z} > 0}. It is harmonic and the
chosen branch is made clear using polar coordinates z = reiq , (r > 0, 0 < q < p/2) as

v(z) = r�s sin(sq) .

In particular, 0 < v(z) < r�s sin(p
2 s). We also note its boundary values

v(x) = 0 , v(iy) = sin(
p

2
s)y�s , (x, y > 0) .

The analogous function on the second quadrant is v(�z̄).
We will also make use of the harmonic function

h(z) :=
C

sin(p
2 s)

�
v(z � x�) + v(x+ � z̄)

�
, (z 2 Q) ,

for some C > 0 and boundary values

h(z) � C(I z)�s , (z 2 (∂Q)v) .

Moreover we have
|z � x±| �

a
2

, (z 2 Q̃) ,

which yields the upper bound

h(z)  21�sCa�s , (z 2 Q̃) . (2.28)
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Proof of Lemma 2.33. We have

h(z) � M
� a

I z
)s , (z 2 (∂Q)v)

for C := Mas. Since h(z), M � 0 anyway we have by (2.26)

f (z)  h(z) + M , (z 2 ∂Q) .

Since the difference of the two sides is still subharmonic, the inequality applies
to z 2 Q by the maximum principle (2.25). In particular, for z 2 Q̃ we have
f (z)  21�s M + M by (2.28) as claimed.

Proof of Lemma 2.34. We have

h(z) � M , (z 2 I)

for Cb�s := M. So
f (z)  h(z) + m , (z 2 ∂Q)

by (2.27) and, as before,

f (z)  21�s M
�b

a
�s
+ m , (z 2 Q̃) .

For completeness we also include here the short proof for the well-known Combes-
Thomas estimate [CT73]. This proof assumes that ai have compact support such that
there exists some K < • with supx kTxk  K, which is not needed anywhere else.
Since we firmly believe the Combes-Thomas estimate should hold without this as-
sumption, we preferred not to add it as an additional assumption in the introduction
but rather explain here about this qualification.

2.35 Proposition (Combes-Thomas). We have

kG(x, y; E + ih)k 
2
h

e� log(1+ h
4K )|x�y| (2.29)

for all x, y 2 Z, for all h > 0 and E 2 R.

Proof. Without loss of generality let E = 0 and pick some µ > 0 (to be specified
later). Also pick some f bounded and Lipschitz such that | f (x)� f (y)|  µ|x� y|.
We use the notation R(z) ⌘ (H � z1)�1 for the resolvent and also define Hf :=
e f (X)He� f (X) with X the position operator and B := Hf � H.
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Then we have

(Hf y)(x) = e f (x)� f (x+1)T⇤

x+1y(x + 1) + e f (x)� f (x�1)Txy(x � 1)

so that the matrix elements of B are given by

Bx,y = (e f (x)� f (x+1)
� 1)T⇤

x+1dy,x+1 + (e f (x)� f (x�1)
� 1)Txdy,x�1 ,

whence it follows by Holmgren that

kBk  2(eµ
� 1)K =: b(µ) ,

If we now choose µ := log(1 + h
4K ) then evidently b(µ) = 1

2 h so that k(Hf �

z1)yk � (h � kBk)kyk and we get k(Hf � z1)�1
k 

2
h . But kG(x, y; E + ih)k =

|e� f (x)+ f (y)
|khdx, (Hf � z1)�1dyik  |e� f (x)+ f (y)

|
2
h and we obtain the result by the

freedom in choice between f and � f .

We proceed to obtain the off-diagonal decay of the Green’s function uniformly in
h ⌘ I z.

2.36 Proposition. The finite-volume Green’s function E[kG[x,y](x, y; z)ks] decays in
|x � y| at any value of I z for all R z 6= 0.

Proof. Let l 2 R \ {0} be given and define z := l + ih. Define

f (z) := E[kG[x,y](x, y; z)ks]

for fixed x, y and 0 < s < 1 sufficiently small such that the hypothesis for Theo-
rem 2.32 holds.

Since the Green’s function is holomorphic, it follows that
kG[x,y](x, y; z)ks is subharmonic and hence so is f .

Let 0 < a < 4K be such that the interval about l does not include zero:
0 /2 (l� a, l+ a). Then due to Theorem 2.32 and the basic fact that kG(x, y; z)k 

| I z|�1, we know that there is some M � 0 such that the assumptions of
Lemma 2.33 are fulfilled (M depends on a and the constants provided by Theo-
rem 2.32). Hence we may conclude that f (z)  M(1 + 21�s) as z ranges in Q̃(a).

Now pick any b < a/2. With I := (Q̃(a))v \ {z| I z  b}, Proposition 2.35
and Theorem 2.32 imply that on f (z)  m for all z 2 ∂Q̃(a) \ I, with m =
Cb�se�bd with d := |x � y| large enough, for some constant C > 0 (where we
have used that log(1+ b) � ab for all b  a�1 and a < 1). We also have still from
Lemma 2.33 that f (z)  M(1 + 21�s) for all z 2 I ✓ Q̃(a). Hence Lemma 2.34
applies to give us that f (z)  21+2s M(1 + 21�s)( b

a/2 )
s + m for all z 2 Q̃(a/2).

Put succinctly, we find f (z)  C(bs + b�se�bd) for all z 2 Q̃(a/2) for some
constant C > 0 (different constant than before), 0 < s < 1 and d � 1, and we
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are free to choose b < a/2. Our goal is to get decay in d. If we pick b := d�s for
example we get the desired decay in d.

Finally we are ready to get the exponential decay of the infinite volume Green’s func-
tion, which concludes the proof for the first part of Theorem 2.6.

2.37 Lemma. For fixed z, uniformly in | I {z}|: assume that E[kG[1,n](1, n; z)ks] ! 0
as |n| ! • for some s 2 (0, 1). Then E[kG(1, n; z)ks0 ]  Ce�µ|n| for all n 2 Z

sufficiently large, for some s0 2 (0, 1) sufficiently small, µ > 0.

Proof. We have H[x,y] = Ây
x0=x+1 Tx0 with (Tjy)(x) := dj,xTjyj�1 + dj�1,xT⇤

j yj as the
finite volume Dirichlet restriction of H onto [x, y] \ Z, x < y. Then the resolvent
equation yields

R = R(�•,y]
�

•

Â
x0=y+1

R(�•,y]
Tx0R .

Taking the (x, y) matrix element yields (suppressing the z variable for the mo-
ment)

G(x, y) =

= G(�•,y](x, y)�

�

•

Â
x0=y+1

G(�•,y](x, x0)Tx0G(x0 � 1, y) + G(�•,y](x, x0 � 1)T⇤

x0G(x0, y)

= G(�•,y](x, y)(1� T⇤

y+1G(y + 1, y)) ,

where the second line follows because the matrix elements of R(�•,y] outside of
(�•, y] are zero. Next we have again by the resolvent equation

R(�•,y] = R[x,y]
�

x

Â
x0=�•

R(�•,y]
Tx0R[x,y] ,

so that taking the (x, y) matrix element we get

G(�•,y](x, y) = G[x,y](x, y)�

�

x

Â
x0=�•

G(�•,y](x, x0)Tx0G[x,y](x0 � 1, y)+

+ G(�•,y](x, x0 � 1)T⇤

x0G
[x,y](x0, y)

= (1� G(�•,y](x, x � 1)T⇤

x )G
[x,y](x, y) ,

where the second line follows again because the matrix elements of R[x,y] outside
of [x, y] are zero. So we find

E[kG(x, y)ks]  CE[kG[x,y](x, y)ks0 ] ,
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where s0 = 4s for example. To get C one has to invoke the Hoelder inequal-
ity twice as well as the a-priori bound which is known for E[kG(x, x + 1; z)ks]
uniformly in z.

The upshot is that we may concentrate on exponential decay of

g(n) := E[kG[1,n](1, n)ks]

in n (by stationarity it does not matter to shift the object by x � 1 and call y � x +
1 =: n).

Our next procedure is to get a one step bound between g(n+m) and g(n)g(m)
for any n, m:

We use again the resolvent identity to get

G[1,n+m](1, n + m) = �G[1,n+m](1, n)T⇤

n+1G[n+1,n+m](n + 1, n + m) ,

(note G[n+1,n+m](1, n + m) = 0) and

G[1,n+m](1, n) = G[1,n](1, n)� G[1,n](1, n)T⇤

n+1G[1,n+m](n + 1, n) ,

so that

G[1,n+m](1, n + m) = �G[1,n](1, n)T⇤

n+1G[n+1,n+m](n + 1, n + m)+

+ G[1,n](1, n)T⇤

n+1G[1,n+m](n + 1, n)⇥

⇥ T⇤

n+1G[n+1,n+m](n + 1, n + m) .

Taking the fractional moments expectation value, using the triangle inequality as
well as the submultiplicativity of the norm, we find

E[kG[1,n+m](1, n + m)ks] 

 E[kG[1,n](1, n)ks
⇥

⇥ kT⇤

n+1k
s
kG[n+1,n+m](n + 1, n + m)ks]+

+ E[kG[1,n](1, n)ks
kT⇤

n+1k
2s
kG[1,n+m](n + 1, n)ks

⇥

⇥ kG[n+1,n+m](n + 1, n + m)ks] .

Note that in the first line, the first and last factors in the expectation are actually
independent of each other and both independent of Tn+1. Hence that expectation
factorizes. In the second line, again the first and last factors do not depend on
Tn+1 (yet the middle one does) so that we can perform the integration over Tn+1
first, which would involve integration only over kT⇤

n+1k
2s
kG[1,n+m](n + 1, n)ks.

We use Hoelder once and the a-priori bound on G(n + 1, n), which requires only
integration over Tn+1. After the bound on that integral the remaining integral
factorizes as the two remaining factors are independent of each other. We find

E[kG[1,n+m](1, n + m)ks] 
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 CE[kG[1,n](1, n)ks]E[kG[n+1,n+m](n + 1, n + m)ks]

with C := E[kT⇤

n+1k
s] + E[kT⇤

n+1k
4s]

1
2 E[kG[1,n+m](n + 1, n)k2s]

1
2 . If s < 1 is suffi-

ciently small and we assume that there are moments for kT⇤

n+1k
s for such s, then

we find 0 < C < •.
The crucial point now is that due to stationarity,

E[kG[1,m](1, m)ks] = E[kG[n+1,n+m](n + 1, n + m)ks] .

The final result is that

g(n + m)  Cg(n)g(m) 8n 2 N .

Now we use the assumption that g is decaying, which means we could find some
n0 2 N sufficiently large so that b := Cg(n0) < 1. Then for any n 2 N, write
n = pn0 + q (for some p 2 N, q 2 N with 0  q < n0). We find by iteration,
defining µ := � log(b) > 0:

g(n) = g(pn0 + q)  Cg(pn0)g(q)
 (Cg(n0))

pg(q)
(g is decaying and q < n0)

 C0bp = C0 exp(�µ
n � q

n0
)  C00 exp(�µ0n) .

2.7 localization at zero energy

The foregoing discussion only worked at non-zero energies. There were two reasons
for that:

1. We could not guarantee that the LE at zero energy are all non-zero. This goes
back to Proposition 2.18.

2. We could not get an a-priori bound on the diagonal matrix element of the
Green’s function G(x, x; z) which is uniform as z ! 0. This goes back to Corol-
lary 2.30.

In order to deal with that special situation, we have to consider the Schrödinger equa-
tion at zero energy and then conclude about slightly non-zero values of the energy.
We note that H is not invertible, so an expression for the resolvent like R(0) ⌘ H�1

does not make sense. Hence we use the finite-volume regularization in this section.
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Thus we are considering the operator H[1,L] for some L 2 N, which is just H with
Dirichlet boundary conditions. It is the finite L ⇥ L “band” matrix of N ⇥ N blocks
given as

H[1,L] =

0

BBBBBBBB@

0 T⇤

2

T2 0 T⇤

3

T3
. . .

. . . T⇤

L
. . . TL 0

1

CCCCCCCCA

.

2.38 Proposition. H[1,2n+1] is not invertible and H[1,2n] is invertible, for all n 2 N.

Proof. Using the left boundary condition we have y0 = 0. Then the Schrödinger
equation at zero energy implies that the wave function at all even sites is zero,
by iteration:

T⇤

2 y2 + T1y0 = 0

and so on. Thus the even sites are all zero by the left boundary condition.
If we consider H[1,2n], then the right boundary condition is y2n+1 = 0, and then

again by using the Schrödinger equation the wave function at all odd sites must
be zero. Hence H[1,2n]y = 0 implies y = 0, that is, H[1,2n] is invertible.

If on the other hand we have H[1,2n+1], then the right boundary condition is
y2n+2 = 0, which does not give any new information: it is merely compatible
with having the wave function at all even sites zero. Hence, the wave function
at odd sites is unconstrained. Once y1 2 CN is chosen, we use the equation to
obtain the wave function’s value at odd sites along the entire chain:

T⇤

3 y3 + T2y1 = 0

and so on. In conclusion ker(H[1,2n+1]) ⇠= CN and ker(H[1,2n]) = {0}.

Consequently, it would not make sense to consider the resolvent for odd chain-
lengths, and we shall restrict our attention to H[1,2n].

It turns out that it is easy to calculate the matrix elements of R[1,2n](0) ⌘ (H[1,2n])�1.
We only need to describe the elements of R[1,2n](0) on the diagonal and above it due
to the self-adjointness of H[1,2n].

2.39 Proposition. The only non-zero matrix elements of R[1,2n](0) on or above the diag-
onal are given by

G[1,2n](2k, 2l + 1; 0) = (�T�

2kT2k�1) . . . (�T�

2l+4T2l+3)T�

2l+2



2.7 localization at zero energy 55

for all (k, l) 2 N2 such that (2k, 2l + 1) 2 [1, 2n]2 and such that k > l.

Proof. Let l 2 N be given such that 2l + 1 2 [1, 2n]. We start from the left
boundary condition, which is that G[1,2n](0, 2l + 1; z) ⌘ 0. We then evaluate the
Schrödinger equation at zero energy in the left most position to find

T⇤

2 G[1,2n](2, 2l + 1; 0) = 1d1,2l+1 .

If l = 0 then we find G[1,2n](2, 1; 0) = T�

2 . Otherwise G[1,2n](2, 2l + 1; 0) = 0. We
continue in this fashion to find that G[1,2n](2k, 2l + 1; 0) = 0 as long as k  l and
the equation above once k = l + 1, and then iterate for k > l + 1.

We cannot proceed in the same way for G[1,2n](1, 2l + 1; 0) because the bound-
ary condition on the left does not say anything about it. Instead we must use the
boundary condition on the right, which says G[1,2n](2n + 1, 2l + 1; z) ⌘ 0. In the
same way we use the Schrödinger equation to conclude about G[1,2n](2n � 1, 2l +
1; 0) = 0:

T⇤

2n+1 G[1,2n](2n + 1, 2l + 1; 0)| {z }
⌘0

+T2nG[1,2n](2n � 1, 2l + 1; 0) = 1 d2n,2l+1| {z }
=0

.

Since the right hand side will always be zero (due to the difference in parity), we
find that

G[1,2n](2k + 1, 2l + 1; 0) = 0

for all k such that 2k + 1 2 [1, 2n].
In a similar way we also find that

G[1,2n](2k, 2l; 0) = 0

for all 2k and 2l within the chain, using the boundary condition on the left and
then evolving to the right.

Now that we know that all diagonal matrix elements of R[1,2n](0) are zero, we pro-
ceed to get an expression at non-zero energy, but still finite volume:

2.40 Proposition. If the Lyapunov exponents are all non-zero for z = 0 (so we assume
more than what Corollary 2.20 automatically gives), then we have

E[kG[1,2n](x, x; z)ks] < C

for some constant uniformly in z (as z ! 0), uniformly in n, and independent of x.

Proof. We use the resolvent identity to get

G[1,2n](x, x; z) = G[1,2n](x, x; z)� G[1,2n](x, x; 0)
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=
D

dx, [R[1,2n](z)� R[1,2n](0)]dx

E

(Resolvent identity)

=
D

dx, zR[1,2n](z)R[1,2n](0)dx

E

=
2n

Â
y=1

zG[1,2n](x, y; z)G[1,2n](y, x; 0) .

So

E[kG[1,2n](x, x; z)ks] 
2n

Â
y=1

|z|s(E[kG[1,2n](x, y; z)k2s])
1
2 (E[kG[1,2n](y, x; 0)k2s])

1
2 .

We now use Lemma 2.37 (namely that the finite volume complex energy Green’s
function is exponentially decaying) to conclude:

E[kG[1,2n](x, x; z)ks] 
2n

Â
y=1

|z|s(|z|�se�µs|x�y|)(e�µ0
s|x�y|)

< C .

We note that the bound on E[kG[1,2n](y, x; 0)k2s] does not include a factor of |z|�s

precisely because we know that at zero energy G[1,2n](y, y; 0) = 0.

Our next goal is to conclude the same bound for the infinite system. By ergodicity
instead of working with [1, 2n] we could just as well work with [�n+ 1, n], which also
holds an even number of sites.

2.41 Proposition. We have

s-lim
n!•

R[�n+1,n](z) = R(z)

for all fixed z 2 C\R.

Proof. The operator H[�n+1,n] is defined as

H[�n+1,n] =
n

Â
j=�n+2

Tj

with (Tjy)(x) := dj,xTjyj�1 + dj�1,xT⇤

j yj so that the resolvent identity gives

R[�n+1,n] = R + R(H � H[�n+1,n])R[�n+1,n]

= R + Â
j2Z\{�n+2,...,n}

RTjR[�n+1,n] .
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Now

k Â
j2Z\{�n+2,...,n}

Tjyk
2

= Â
l2Z

k Â
j2Z\{�n+2,...,n}

⌦
dl , Tjy

↵
k

2

= Â
j2Z

k Â
l2Z\{�n+2,...,n}

�
dj,lTlyl�1 + dj,l�1T⇤

l yl
�
k

2

 Â
j2Z\{�n+2,...,n}

kTjyj�1k
2 + Â

j2Z\{�n+1,...,n�1}
kT⇤

j+1yj+1k
2 .

Next we observe that

(R[�n+1,n](z)y)j = �z�1yj 8j 2 Z\{�n + 2, . . . , n}

so that

kR(z)
n

Â
j=�n+2

TjR[�n+1,n](z)yk2
 kR(z)k2

|z|�2 Â
j2Z\{�n+2,...,n}

kTjyj�1k
2+

+ kR(z)k2
|z|�2 Â

j2Z\{�n+1,...,n�1}
kT⇤

j+1yj+1k
2 .

But y 2 l2 and kR(z)k  | I {z}|�1, so that the right hand side converges to
zero as n ! •, all at fixed z 6= 0.

2.42 Corollary. We have

lim
n!•

kG[�n+1,n](x, x; z)k = kG(x, x; z)k

for all z 2 C\R, so that using Fatou’s lemma,

E[kG(x, x; z)ks]  lim
n!•

E[kG[�n+1,n](x, x; z)ks] .

But since the bound Proposition 2.40 is uniform in n, we find that E[kG(x, x; z)ks] is
bounded uniformly in | I {z}| under the same assumptions on the Lyapunov spectrum
as in Proposition 2.40.

As a result, we may now go back to the previous section and apply all the proofs there,
extending them so that it holds uniformly including in the limit z ! 0 as long as the
Lyapunov spectrum does not include zero, at all real energies, including zero energy. This
concludes the proof of the second part of Theorem 2.6.
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3.1 introduction

We now turn to a topological study of the model analyzed in Chapter 2 for localiza-
tion. This is a fairly general model obeying chiral symmetry (class AIII of Table 1.1)
in dimension one, and which exhibits moreover strong disorder. The symmetry of the
Hamiltonian is matched by that of the state, which is at half-filling. The prototypical
model in the same class, yet lacking disorder, is the Su-Schrieffer-Heeger model of
polyacetylene [SSH79]: This is an alternating chain of sites or, in other words, a bipar-
tite lattice, along which electrons hop between sub-lattices, either to the right or to
the left, but without experiencing an on-site potential. As a result, the Hamiltonian H
and its opposite, �H, are unitarily conjugate. In particular the energy zero is special,
being the fixed point under the sign flip, and it singles out half-filling. If that energy
lies in a spectral gap of H, the model exhibits topological properties which depend on
the (constant) ratio of the amplitudes for hopping in the two directions (from a given
sub-lattice). How much of this survives when the hopping changes randomly from
bond to bond? And what if the disorder is actually so strong as to close the spectral
gap about zero? At first sight, disorder seems to induce localization throughout the
spectrum, as it certainly is the case for on-site randomness [KS80] which corresponds
to the class A, and is topologically trivial. The truth for class AIII however is that
localization may fail, but need not, at the one special energy, i.e. zero. This is enough
to rescue the topological features; in fact Hamiltonians may be loosely viewed as be-
longing to a same topological phase as long as they can be deformed while preserving
localization (mobility gap) at zero energy. Put differently: The closing of the mobility
gap about zero defines the phase boundaries.

More precisely, we will cast the crucial assumption of a mobility gap Definition 1.27.
We then consider two quantities associated to the bulk and the edge of the material
respectively, and show that they are well-defined and integer-valued, whence they
serve as indices. We show that they agree (bulk-edge correspondence), that is, we prove
a type of Principle 1.8 and finally that the index can be characterized in terms of the
Lyapunov spectrum of the time-independent Schrödinger equation.

This chapter is organized as follows. We start in Section 3.2 by describing the math-
ematical setting, defining chiral symmetry and its features, including the bulk and
edge invariants. We make the assumption a mobility gap and state the main result
about bulk-edge correspondence in that context. We also reformulate the index in
terms of Lyapunov exponents. Section 3.3 is an aside about the more restrictive case
of a spectral gap and the resulting simplifications. For completeness the even more
special, translation invariant case is addressed there, too. In Section 3.4 we return
to the general case by reformulating the edge index, so as to conclude the proof of

59
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Figure 3.1: The lattice underlying the model is an alternating chain. The hopping amplitude
s An, Bn 2 GLN(C) are in direction of the arrows. In the opposite direction the
adjoint matrices apply.

the main result in Section 3.5. In Section 3.6 we extend our result beyond Dirichlet
boundary conditions.

We note that related to the framework of stochastically translation invariant Hamil-
tonians [BvS94]: In [Mon+14] a similar model has been discussed in the strong dis-
order regime and its phases explored numerically on the basis of the index formula
and analytically on the basis of the Lyapunov exponents, and seen to agree; bulk-edge
correspondence is shown in [PS16a] for the case of the spectral gap. The appropriate
bulk index was introduced in [PS16b] and moreover shown to be well-defined and
continuous w.r.t. the Hamiltonian in the case of a mobility gap. Finally we note that
in [Bro+98; Ful+11] the role of the Lyapunov exponents at zero energy is addressed,
including that of a zero exponent in some model. More precise comments will be
made later in connection with the definition of indices.

3.2 the model and the results

In this section we shall specify the setting of chiral one-dimensional systems, define
the relevant indices, and formulate the main result on the bulk-edge correspondence.

3.2.1 One-dimensional chiral systems

The lattice underlying the model is an alternating chain, where particles perform
nearest-neighbor hopping (see Figure 3.1). The single-particle Hilbert space of a tight-
binding model is

H = K⌦ C2
3

 
y+

n

y�
n

!

n2Z

,

with K := `2(Z, CN), where CN stands for the internal degrees of freedom of each
site and C2 for their grouping into dimers. The Hamiltonian is

H =

 
0 S⇤

S 0

!
(3.1)

with S acting on K as

(Sy+)n := Any+
n�1 + Bny+

n ; (3.2)
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hence

(S⇤y�)n = A⇤

n+1y�

n+1 + B⇤

ny�

n . (3.3)

We assume An, Bn 2 GLN(C), whence solutions to Sy+ = 0 are determined by y+
n for

any n. Otherwise, i.e. if some matrices were singular, the corresponding bonds would
be effectively broken; put differently, the model would have edges within.

The chiral symmetry

P :=

 
1 0
0 �1

!

is a symmetry of the Hamiltonian, in the sense that

{H, P} ⌘ HP + PH = 0 .

It implies

f (H)P = P f (�H) (3.4)

for any Borel bounded function f = f (l).
The many-particle state is the Fermi sea at half-filling, meaning that the Fermi

level is at l = 0. Its single-particle density matrix thus is the Fermi projection P :=
c(�•,0)(H), where cI is the characteristic function of the set I ✓ R.

We assume localization for H at the Fermi level and formulate that condition deter-
ministically, as we’ve seen in Definition 1.27. This means that no further recourse to
probabilistic arguments will be made in proofs, and that the indices are properties of
the individual system, and not just of the statistical ensemble.

3.1 Assumption. For some µ, n > 0 we have

Â
n, n02Z

kP(n, n0)k(1 + |n|)�neµ|n�n0
|
 C < +• ,

where (dn)n2Z is the canonical (position) basis of `2(Z) and the map P(n, n0) = hdn, Pdn0 i :
C2N

! C2N acts between the internal spaces of dimers of n0 and n. Here, k · k is the trace
norm of such maps. That is, we are assuming P is weakly-local in the sense of Defini-
tion A.4. Moreover, the same bound applies to the Fermi projections of the edge Hamilto-
nians introduced below.

3.2 Assumption. l = 0 is not an eigenvalue of H.

3.3 Remark. These two assumptions are trivially fulfilled in the spectral gap case.
In this work we are rather interested in the mobility gap regime, which is the
typical one at large disorder.

In physical terms Assumption 3.2 states that every state is either a particle or a hole
state, thus prompting the notation

P� := P , P+ := c(0,•)(H)
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and the rephrasing

P� + P+ = 1 , P�P = PP+ (3.5)

of the assumption and of the chiral symmetry.
We will define shortly a bulk index N associated to H, as well as an edge index Na

associated to its truncation to the half-lattice to the left of an arbitrary point a 2 Z. In
this particular case, Principle 1.8 becomes:

3.4 Theorem (Bulk-Edge Correspondence). Under Assumptions 3.1 and 3.2 we have

N = Na .

We anticipate that Na will be manifestly an integer. Hence so is N , and Na is
independent of a. In the proof though, we will first establish the independence and
then obtain the result by passing to the limit a ! +•. The two steps will be carried
out in Sections 3.4 and 3.5.

relation to the model from Chapter 2 . Any realization of the random
Hamiltonian (2.2) is of the same (deterministic) type as considered in (3.1), at least up
to a unitary map implementing notational changes. To avoid notation conflict let us
denote the Hamiltonian of (2.2) by H0. The Hilbert space in Chapter 2 there was given
by `2(Z)⌦CN , where each chirality sector corresponded to either the even or the odd
sites of `2(Z). We define the unitary map U : H ! `2(Z)⌦ CN via

U(

 
y+

y�

!
)n :=

8
<

:
y+

m , (m = 2n + 1)

y�
m , (m = 2n)

,

so that UHU⇤ = H0 upon setting

Tn :=

8
<

:
B⇤

m , (m = 2n + 1)

Am , (m = 2n)
.

Thus H0 is a random version of our current model. The reason we used H0 instead of
H is that to estimate Green’s functions (our ultimate goal in the localization proof of
Chapter 2) there is no need to distinguish between two types of sites, and hence no
reason to group them into dimers. We note in passing that in the previous chapter,
the chirality symmetry operator was P0 := (�1)X with X the position operator, and
we still had {H0, P} = 0.

bulk index . Let S := sgn H, and recall the the non-commutative derivative from
Definition 1.25.
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3.5 Definition. The bulk index is

N := i
1
2

tr(PS∂S) . (3.6)

The index is well-defined and admits alternative formulations. One is in terms of
S = P+ � P� with P± as above, which by the way is the unitary in the (unique)
polar decomposition of H: H = S|H|; the other is in terms of the unitary U in the
decomposition of S: S = U|S| with |S| ⌘

p
S⇤S.

3.6 Lemma. (a) The relation between the polar decompositions of H and of S is

S =

 
0 U⇤

U 0

!
. (3.7)

(b) Both ∂P± and ∂U are trace class.

(c) The index can be expressed as

N = i tr U⇤∂U (3.8)
= � i tr PP+∂P� � i tr PP�∂P+ . (3.9)

Eq. (3.8) is equivalent to the definition of N given in ([PS16b], Proposition 4.2) as the
pairing between the class in K1 defined by U and a Chern character. The index may be
interpreted as a non-commutative generalization of the winding number of the uni-
tary U, because i[L, ·] reduces to the derivative along the unit circle of quasi-momenta
in the translation invariant case, cf. Proposition 3.18 below as well as ([AS01],Theorem
7) and references therein. The interpretation is extended in [Mon+14] to systems of
class AIII in odd space dimensions.

edge index . The model is truncated to Za := (�•, a] ⇢ Z with Hilbert space
Ha := `2(Za, C2N). Of course the choice of a ought not be of physical relevance. Here
we keep this choice free and explicit in the notation since we shall eventually take the
limit a ! +• which helps associating edge objects with bulk ones.

The truncation procedure can be recast algebraically as follows. Let ia : `2(Za) ,!
`2(Z) be the natural injection, whence i⇤a : `2(Z) ⇣ `2(Za) is the restriction operator.
Thus ia is an isometry, but not a unitary: In fact

i⇤a ia = 1Ha , iai⇤a = ca , (3.10)

where ca is the projection ca : `2(Z) ! `2(Z) associated to the subspace `2(Za) ✓

`2(Z). Thus

caia = ia , i⇤a = i⇤aca

and

ca Aca : im ca ! im ca = i⇤a Aia (3.11)
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for any operator A acting on `2(Z) or on some of its descendant spaces. In particular,
letting

Sa := i⇤aSia , (3.12)

we then have

Ha := i⇤a Hia =

 
0 S⇤

a

Sa 0

!
. (3.13)

More general boundary conditions will be discussed in Section 3.6.
3.7 Remark. As a ! +• an ever larger portion Za of Z is retained, resulting in
the limit Ha ! H in the strong resolvent sense, as will be seen and used.

From (3.13) we still have

{Ha, P} = 0 (3.14)

and its consequence (3.4).
Let P0,a := c{0}(Ha) be the spectral projection for l = 0, i.e. its eigenprojection if

it is an eigenvalue. We note that Assumption 3.2 generically fails for the edge sys-
tem.

3.8 Definition. The edge index is

Na := tr(PP0,a) . (3.15)

3.9 Remark. P maps im P0,a = ker Ha into itself. Indeed, Hay = 0 implies HaPy =
0 by (3.14). In particular Na 2 Z as anticipated, and the index may be written as

Na = dim ker Sa � dim ker S⇤

a , (3.16)

which is finite by (3.2, 3.3). We note in passing that in the spectral gap regime
([PS16a], Section 1.2) has the same definition for Na as the pairing between the K0
class defined by P0,a and a zero-dimensional Chern character. Despite appearances,
Eq. (3.16) is not a Fredholm index in general, simply because Sa is not Fredholm
in the mobility gap regime of Assumption 3.1. Indeed, im Sa is not closed then.

3.10 Example. Figure 3.1 should be viewed as just one example of a lattice leading
to a chiral Hamiltonian (3.1). Other lattices may do so too. An example is shown
in Figure 3.2.

The model is of the form (3.1, 3.2) with N = 2M upon grouping amplitudes as
bispinors:

y�

n =

 
j�

2n�1

j�

2n

!
, y+

n =

 
j+

2n

j+
2n+1

!
.

Comparing Figures 3.1 and 3.2 yields

An =

 
T+

2n�2 T2n�1

0 T+
2n�1

!
, Bn =

 
T�

2n 0
T2n T�

2n+1

!
.
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In particular An, Bn 2 GLN(C) iff T±
m 2 GLM(C).

j�

m�2

j+
m�2

j�

m�1

j+
m�1

j�
m

j+
m

j�

m+1

j+
m+1

Tm�1 Tm

T�

m�1
Tm�1+

T�
m T+

m

Figure 3.2: A lattice with hopping amplitudes Tm, T±
m 2 GLM(C) in direction of the ar-

rows. The blobs indicate a regrouping of the sites relating the lattice to that of
Figure 3.1.

3.2.2 The zero-energy Lyapunov spectrum

We conclude this section with an alternate formulation of the index. To this end we
consider the equation Sy+ = 0 as a finite difference equation for sequences y+ : Z !

CN , foregoing normalizability. By (3.2) and using An 2 GLN(C) the equation is solved
recursively to the left,

Sy+ = 0 () y+
n�1 = Tny+

n , (n 2 Z) (3.17)

with Tn := �A�1
n Bn. (Likewise solvability to the right would call for Bn 2 GLN(C).)

The associated transfer matrix is

T(n) := Tn�1 · · · T0 , (n < 0) .

The Lyapunov exponent of a vector v 2 CN is then given as

c(v) := lim sup
n!�•

1
|n|

log kT(n)vk (3.18)

with c(v) 2 R̄ ⌘ R [ {±•} and c(0) = �•. The set

Vc := {v 2 CN
|c(v)  c} (3.19)

is a linear subspace which is non-decreasing in c 2 R̄. Let cN  · · ·  c1 be the
values of c at which c 7! dim Vc jumps, listed repeatedly according to the jump in
dimension.

3.11 Assumption. Let 0 not be in the Lyapunov spectrum, i.e. ci 6= 0, (i = 1, . . . , N).

3.12 Theorem. Under Assumption 3.11 the edge index equals the number of negative
Lyapunov exponents:

Na = #{i|ci < 0} (3.20)

for any a 2 Z.
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The proof, which will be given in Section 3.4, will rest on the vanishing lemma
ker S⇤

a = {0} for Dirichlet boundary conditions (3.12); more general boundary con-
ditions will be addressed in Section 3.6. In Chapter 2 we gave conditions such that
in (3.18) lim sup can be replaced almost surely by lim for all v 2 CN , actually with
the limits being finite for v 6= 0 and with simple Lyapunov spectrum. Moreover, Vc

is the spectral subspace of the self-adjoint matrix L := limn!•(T(n)⇤T(n))1/2n and
of eigenvalues  ec. Finally, in Chapter 2 we shoed that Assumption 3.11 implies
Assumption 3.1.

3.13 Remark. As a complement to (3.20), the edge index Na may also be expressed
in terms of the equation S⇤y� = 0, in which case it is given by the number of
positive Lyapunov exponents. In fact, introducing j�

n = B⇤
ny�

n that equation is
j�

n�1 = T̃n j�
n , where T̃n = T�

n and M� = (M⇤)�1 (using Bn 2 GLN(C), too). Its
spaces are

Ṽc = V?

�c , (3.21)

provided c is not in the Lyapunov spectrum. In particular, c̃i = �cN+1�i. Eq.
(3.21) follows from T̃(n) = T(n)� and L̃ = L�1.

3.14 Remark. The usual scenario of a phase transition is that of a spectral gap
closing on the Fermi level. Theorem 3.12 gives a different scenario, whereby the
Fermi level may not lie in a gap throughout the transition. More precisely, the Lya-
punov spectrum associated to (H � l)y = 0 consists of 2N exponents {gi}

2N
i=1 and

is even under sign flip g 7! �g (counting multiplicity). For l 6= 0 the spectrum
is moreover simple, implying that 0 is not an exponent and thus localization. For
l = 0 however the exponents are those of Sy+ = 0 and their flips, {ci,�ci}

N
i=1.

In particular 0 may, but need not be an exponent. If it isn’t, Theorem 3.12 applies,
but if it becomes one, the localization length diverges at l = 0, signaling the
topological phase transition.

3.3 the spectral gap case

In the case of a spectral gap the analysis simplifies, as was noted in [PS16a] and
discussed in terms of K-theory. We present here an equivalent simplification as a
contrast to the general case, to be proven later. Until the end of this section we forgo
definition (3.2) and allow S to be any operator S : K ! K for which [L, S] is trace
class; this being a generalization since the commutator is of finite rank in the former
case. The spectral gap condition means that Assumptions 3.1 and 3.2 are now replaced
by the stronger condition

0 /2 s(H) . (3.22)

Thus H is Fredholm, and so is S in view of

ker H = ker S � ker S⇤ , im H = im S⇤
� im S .

We first discuss the bulk index:
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Proof of Lemma 3.6. The two kinds of gap (spectral or mobility) naturally affect
the proof of part (b), but not at all that of the other claims. We will thus first
prove (a) and, assuming (b), also (c); at last we will return to (b).

For (a) we just observe that

H =

 
0 S⇤

S 0

!
=

 
0 |S|U⇤

U|S| 0

!
=

 
0 U⇤

U 0

! 
|S| 0
0 U|S|U⇤

!
⌘ S|H|

by uniqueness of the polar decomposition. In turn (a) implies

[L, S] =

 
0 [L, U⇤]

[L, U] 0

!
,

because L descends from K, as well as PS[L, S] = U⇤[L, U] � [L, U]U⇤. In
particular the two parts of (b) are seen to be equivalent by S = P+ � P�, and (3.8)
follows. As for the other part of (c), we have

2N = tr PP+[L, S]� tr PP�[L, S] . (3.23)

The first term is the sum of two equal ones,

tr PP+[L, S] = tr PP+[L, P+]� tr PP+[L, P�] = �2 tr PP+[L, P�] ;

indeed, by P+ = (P+)2, and (3.5) we have

tr PP+[L, P±] = tr PP+[L, P±]P� = ⌥ tr PP+LP� .

Likewise can be said about the last term in (3.23):

tr PP�[L, S] = 2 tr PP�[L, P+] .

We obtain (3.9).
Finally we are left with (b). In the mobility gap case this will be done in Ap-

pendix A.8. In the spectral gap case, [L, U] is trace class using the following
lemma, because [L, S] already is.

3.15 Lemma. Let A : K ! K be Fredholm. If [A, L] is trace class, then so is [A|A|
�1, L].

Proof. Let B : K ! K with [B, L] trace class. The commutator property is inher-
ited under taking adjoints and products; and if B � # > 0 also under taking
inverses, [B�1, L] = �B�1[B, L]B�1. In the latter case the property is also passed
down to B�1/2 because of

B�1/2 = C
Z •

0
l�1/2(B + l)�1 d l
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(C�1 =
R •

0 l�1/2(1+ l)�1 d l). In particular, the property applies to A⇤A = |A|
2

and to |A|
�1, where we used that A is Fredholm through A⇤A � # > 0; finally it

applies to A|A|
�1.

We notice that the index (3.8) is independent of the choice of the switch function,
this being tantamount to the vanishing of the expression when L is replaced by a
function of compact support. Then, in fact, L would already be trace class and the
claim seen by expanding the commutator. In particular we may pick L = 1� ca, ca
being the projection seen in (3.10). We then conclude by ([ASS94], Theorems 6.1, 5.2)
that the bulk index is that of a pair of projections:

N = � tr(U⇤caU � ca)

= ind(ca, U⇤caU) = ind(caUca : im ca ! im ca)

= ind(i⇤aUia) .

We now turn to the edge index and first state a definition: Let

sess(A) = {l 2 C|A � l1 is not Fredholm}

be the essential spectrum of a (not necessarily self-adjoint) closed operator A. It enjoys
stability under compact perturbations K, i.e. sess(A) = sess(A + K), [BB89].

3.16 Lemma. Suppose A : K ! K is such that [A, L] is compact, where L is some (and
hence any) switch function. Then

sess(i
⇤

a Aia) ⇢ sess(A) . (3.24)

In particular, if A is Fredholm, then so is i⇤a Aia.

Proof. We have

A = LAL + (1� L)A(1� L) + K (3.25)

with K = LA(1� L) + (1� L)AL = [L, A](1� L) + (1� L)[A, L] compact.
The injection ia is matched by another one, ĩa, corresponding to the comple-

mentary half-line Z \ Za. For L = ca the first two terms on the RHS of (3.25)
are

ca Aca + (1� ca)A(1� ca) ⇠= i⇤a Aia � ĩ⇤a Aĩa

because of (3.11) and the unitarity of ia � ĩa. Eq. (3.24) follows.

For A = S the lemma yields that Sa is Fredholm by (3.12). Thus im Sa is closed,
ker S⇤

a = coker Sa, and the edge index (3.16) is a Fredholm index,

Na = ind Sa . (3.26)

The proof of the bulk-edge correspondence, N = Na, is concluded by
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3.17 Lemma.

ind i⇤aSia = ind i⇤aUia . (3.27)

Proof. We consider the interpolating family

St = tU + (1 � t)S = U(t1+ (1 � t)|S|) ,

(0  t  1), with S0 = S, S1 = U. The hypothesis of Lemma 3.16 holds true
for t = 0, 1, as remarked before, and thus true for 0  t  1. Moreover, by that
lemma, i⇤aStia is Fredholm if St is. That however is immediate from

S⇤

t St = (t1+ (1 � t)|S|)2
� d ,

for some d > 0. Thus (3.27) holds true by the continuity of the index.

the translation invariant case . We here assume that S : K ! K commutes
with the shift operator, whence S is of Toeplitz form in the position basis (dn)n2Z of
`2(Z),

hdn, Sdn0 i = Sn�n0 ,

where the maps Sm : CN
! CN may themselves be viewed as matrices. For simplicity

we assume that they rapidly decay in m 2 Z.
3.18 Proposition. The sum

S(z) := Â
m2Z

Smz�m

is absolutely convergent for |z| = 1, i.e. for z on the unit circle C. Then the spectral gap
condition (3.22) holds iff det S(z) vanishes nowhere on C. In that case the index (3.8) is
(the negative of) the winding number of C 3 z 7! det S(z) 2 C (Zak number [Zak89]).

3.19 Example. In the translation invariant case, (3.2) reduces to S(z) = Az�1 + B.
The spectral gap condition requires that

T := �A�1B (3.28)

has no eigenvalue of unit modulus, or equivalently that 1 is not among its singular
values. Since z 7! w = z�1 reverses the orientation of C, the index equals the
winding number of w 7! det(Aw+ B) and, by the argument principle, the number
of zeroes in C, i.e. the algebraic number of eigenvalues w of T with |w| < 1;
equivalently it is the number of zeroes of det S(z) with |z| > 1.

Proof of Proposition 3.18. In line with the general assumptions of this section, we
first verify that [L, S] is trace class. This follows from

hdn, [L, S]dn0 i = (L(n)� L(n0))Sn�n0 ,
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and from (A.16) by the reasoning used in the proof of Lemma 3.6 (b). Second, we
discuss the gap condition (3.22): By Bloch decomposition,

S =
Z

�

C

S(z)
d s
2p

(3.29)

with d s = |d z| = �iz�1 d z and w.r.t. K = `2(Z)⌦ CN , `2(Z) ⇠=
R
�

C
C d s/2p.

The isomorphism is given by

y(z) = Â
n2Z

z�nyn

with Parseval identity

Â
n2Z

j⇤

nyn =
Z

C

j(z)⇤y(z)
d s
2p

. (3.30)

Moreover (Sy)(z) = S(z)y(z) is readily verified, proving (3.29). Since S(z) is
smooth we have s(H) =

S
z2C s(H(z)). The claim on the spectral gap property

now follows, and we assume its validity in the sequel.
Next we compute the index (3.8). The fibers U(z) = S(z)/|S(z)| are smooth as

well, whence the sum
U(z) =: Â

m2Z

Umz�m

has rapidly decaying coefficients Um. Thus

N = tr U⇤[L, U] = Â
n2Z

trhUdn, [L, U]dni

= Â
n,m

tr |Um�n|
2(L(m)� L(n)) = Â

n,k
tr |Uk|

2(L(n + k)� L(n))

= Â
k

k tr |Uk|
2 ,

where we used Ân L(n + 1) � L(n) = 1. Using �z∂zU(z) = Âm mUmz�m and
(3.30) we obtain

N =
i

2p

Z

C

d z tr U(z)⇤∂zU(z)

=
i

2p

Z

C

d z
d
d z det U(z)

det U(z)
=

i
2p

Z

C

d det S(z)
det S(z)

,

because det |S(z)| > 0 has no winding.

3.4 generalized states of zero energy

Zero energy edge states will be extended to bulk states which are however not `2 on
the other side of the edge, which we refer to as generalized states. For that purpose, let
us consider the (bulk) equation Sy+ = 0 as a finite difference equation for y+ : Z !
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CN . The edge index can be characterized in terms of their behavior at �•. In fact we
have:

3.20 Lemma.

Na = dim V , V := {y+ : Z ! CN
|Sy+ = 0 and y+

n is `2 at n ! �•} .
(3.31)

In particular Na is seen to be independent of a, independently of Theorem 3.4. Moreover
every y 2 V is uniquely determined by its restriction to Za for any a.

Proof. By (3.16) we are led to determine the null spaces of Sa and S⇤
a separately.

The two operators act by (3.2, 3.3) with n  a; (3.2) comes without boundary
conditions, whereas (3.3) is supplemented by y�

a+1 = 0. By Bn 2 GLN(C) the dif-
ference equation Sy+ = 0 can be solved recursively to the right (y+

n�1 determines
y+

n ) whereas S⇤y� = 0 can be solved recursively to the left. Hence ker Sa = V,
whereas the Dirichlet boundary condition implies ker S⇤

a = {0}.

We next show that the edge index may be computed using a finite-box truncation.

a ! +•0

supp La

Figure 3.3: The finite box used in order to approximate the edge index.

3.21 Lemma. The common value of Na, (a 2 Z) is

N
] = lim

a!+•
tr(PLaP0,a) . (3.32)

Here we denoted by La the switch function L when viewed as a multiplication
operator on `2(Za) and its descendant spaces. We have

iaLa = Lia , Lai⇤a = i⇤aL . (3.33)

The switch La roughly restricts states to n � 0 within n  a, thereby singling out
a finite box growing with a (see Figure 3.3). The lemma asserts that edge states are
unaffected by this restriction for a ! +•, because they are concentrated near the
edge n = a. Consequently the task is to show k(1� La)P0,ak ! 0, (a ! +•).

Proof of Lemma 3.21. Let V be the linear space of solutions y = (y+, 0) seen in
(3.31). By

dim V  N < • (3.34)
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all norms on V are equivalent, and we pick one, k · kV . For any b 2 Z, let
Rb : V ! Hb be defined by restriction. That map is injective by the conclusion
of the previous lemma. Therefore and by (3.34) we have

kRbyk � cbkyk (3.35)

for some cb > 0. Elements y 2 V can not be `2 at n ! +• as well, unless
y = 0, since that would imply a solution of Hy = 0, which is ruled out by
Assumption 3.2. We thus have

kRbyk ! • , (b ! +•) . (3.36)

For b < a we denote by iab : `2(Zb) ,! `2(Za) the injection (extension by
zero); correspondingly i⇤ab : `2(Za) ! `2(Zb) is the restriction operator. These
operators are analogous to those seen in (3.10); in fact ib = iaiab. For b large
enough we have (1� L)(1 � cb) = 0 by disjointness of support. Using (3.33) we
get 1� L = (1� L)ibi⇤b = ib(1� Lb)i⇤b and thus, by multiplication with i⇤a and
ia from left and right,

1� La = iab(1� Lb)i
⇤

ab (3.37)

(b large, a > b).
Next we note that P0,a : Ha ! Ha induces a natural map P0,a : Ha ! V,

because for any ya 2 Ha the image P0,aya is the left tail of a solution in V which
it fully determines. It satisfies

RbP0,a = i⇤abP0,a . (3.38)

We next claim for any b

kRbP0,ak ! 0, (a ! +•) . (3.39)

We have to show that kRbP0,ayak ! 0 for every sequence ya 2 Ha with kyak = 1.
Clearly the sequence at hand is at least bounded in a (as well as in b > a) and
so is kP0,ayak because of (3.38) and (3.35). By compactness (dim V < •) we have
P0,aya ! ŷ, (a ! +•) upon passing to a subsequence. Hence RbP0,aya has a
limit Rbŷ as a ! +•, which inherits the boundedness in b. This contradicts
(3.36) unless ŷ = 0, thus proving (3.39).

That in turn implies, by taking b large and using (3.37, 3.38),

k(1� La)P0,ak ! 0 , (a ! +•) .

The same then holds in trace class norm k · k1 because of Claim A.28 and rank P0,a =
dim V. Finally (3.32) follows by taking a (redundant) limit of (3.15).
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Proof of Theorem 3.12. By (3.19) and the definition of ci, as well as by Assump-
tion 3.11, the RHS of (3.20) equals dim Vc = dim V0 for some c < 0. We also re-
call (3.17) and Definition (3.31). We have the inclusions Vc ✓ V for any c < 0 and
V ✓ V0, since `2

✓ `• at �•. The conclusion now follows from Lemma 3.20.

3.5 proof of the bulk-edge correspondence

3.22 Lemma. As a ! +•,

iaP±,ai⇤a � P±
s

�! 0 , (3.40)

[iaP±,ai⇤a � P±, L]
t

�! 0 . (3.41)

where s, t denote strong and trace norm convergence respectively, and P±,a := c(0,•)(±Ha).

We postpone the proof of this lemma to Appendix A.8 and proceed to that of the main
result.

Proof of Theorem 3.4. The operator La introduced in (3.33) is of finite rank. The
basic identity is

tr(PLa) = 0 , (3.42)

which follows by evaluating the trace in the position basis and by using trC2N P =
0. We insert 1 = P0,a + P+,a + P�,a with P±, a ⌘ c(0, •)(±Ha) and obtain

tr(PLa) = tr(PLaP0,a) + tr(PLaP+,a) + tr(PLaP�,a) . (3.43)

The first term tends to N
] as a ! +• by (3.32). The second one is

tr(PLaP+,a) = tr(PP�,aLaP+,a) = tr(PP�,a[La, P+,a])

= tr(iaPP�,a[La, P+,a]i
⇤

a) = tr(PiaP�,ai⇤a [L, iaP+,ai⇤a ]) ,

where we used PP�,a = P+,aPP�,a (see (3.4, 3.14)), trHa A = trH(ia Ai⇤a) for any
operator A on Ha, as well as (3.10, 3.33). We next use (3.40, 3.41) together with
the implication

Xa
s

�! X, Ya
t

�! Y =) XaYa
t

�! XY , (3.44)

(see Claim A.32) to conclude

lim
a!+•

tr(PLaP+,a) = tr(PP�[L, P+]) .
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We likewise have for the third term in (3.43)

lim
a!+•

tr(PLaP�,a) = tr(PP+[L, P�])

and thus find from (3.9, 3.42) that

0 = N
]
�N .

In comparing the proofs of the cases of spectral and mobility gaps the following
may be noted: While in the spectral gap case bulk and edge may be related at any
finite a, in the mobility gap case the relation emerges at a ! +•, and this is made
possible by Lemma 3.21.

3.6 more general boundary conditions

In this section we generalize Theorem 3.4 to (largely) arbitrary boundary conditions.
In the case of a spectral gap (see Section 3.3) we implement them by relaxing (3.12) to

Sa := i⇤aSia + SBC , (3.45)

where SBC is any compact operator. Since the Fredholm index is invariant under com-
pact perturbations, the change does not affect the edge index (3.26) and Theorem 3.4
remains true.

In the mobility gap regime and in the context of the model with nearest neighbor
hopping Eqs. (3.1–3.3) more general boundary conditions are obtained by allowing
SBC to affect only sites a and a � 1; we thus allow the hopping matrices An, Bn of the
boundary n = a to become singular, whereas they remain regular for n  a � 1. The
edge Hamiltonian (3.13) remains defined with Sa as in (3.12). Thus Sa acts as in (3.2)
for n  a; likewise does S⇤

a as in (3.3), except for n = a where (S⇤
a y�)a = B⇤

a y�
a .

3.23 Example. The case of regular Aa, Ba corresponds to the edge Hamiltonian
discussed so far. In relation to Figure 3.1 it amounts to breaking the thin bond
between dimers a and a + 1. To set Aa = 0 amounts to further remove one more
dimer; to set instead Ba = 0 to break the thick bond of the last dimer.

3.24 Proposition. The edge index Na is the same for all boundary matrices (Aa, Ba). In
particular it is the same as in (3.31).

Proof. By (3.16) we have Na = dim W+
� dim W� with

W± = {y± : Z ! CN
|y± is `2 at n ! �• and

satisfies (3.46), resp. (3.47, 3.48)} ,
An+1y+

n + Bn+1y+
n+1 = 0 , (n  a � 1) (3.46)

A⇤

n+1y�

n+1 + B⇤

ny�

n = 0 , (n  a � 1) (3.47)
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B⇤

a y�

a = 0 . (3.48)

(The first equation is (Sy+)n = 0 for n  a after shifting the index by one.)
Introducing j�

n = B⇤
ny�

n , the eqs. (3.46, 3.47) are solved iteratively to the left
for n  a � 2 by

y+
n = Tn+1y+

n+1 , j�

n = T�

n+1j�

n+1

with Tn = �A�1
n Bn and M� = (M⇤)�1. In particular,

hy+
n , j�

n i = hTn+1y+
n+1, T�

n+1j�

n+1i = hy+
n+1, j�

n+1i ,

which means that the LHS is constant in n  a � 1. Actually we have

hy+
n , j�

n i = 0 , (n  a � 1) (3.49)

because of the `2-condition, and not by resorting to (3.48). To sum up: Since
An, Bn 2 GLN(C) , (n  a � 1) the solutions of (3.46, 3.47) with n  a � 2 are
bijectively determined by y+

a�1, j�

a�1 2 CN ; among them, those that are `2 cor-
respond to subspaces V± (independent of Aa, Ba) that are not only orthogonal,
as seen from (3.49), but actually complementary. This follows from (3.21) with
c = 0.

It remains to impose Eqs. (3.46–3.48) for n = a � 1. The claim now follows
by applying the following lemma by identifying Aa = A, Ba = B, y+

a�1 = y+,
y+

a = ỹ+, B⇤

a�1y�

a�1 = y�, y�
a = ỹ�.

3.25 Lemma. Let an orthogonal decomposition CN = V+
� V� and matrices A, B 2

MatN(C) be given. We consider the set of equations

Ay+ + Bỹ+ = 0 , (3.50)
A⇤ỹ� + y� = 0 , B⇤ỹ� = 0 (3.51)

in the the unknowns y±
2 V±, ỹ±

2 CN. Then

dim{(y+, ỹ+)|(3.50)}� dim{(y�, ỹ�)|(3.51)} = dim V+ . (3.52)

Proof. Let P be the orthogonal projection onto V+, whence dim im P = dim V+.
Then the dimensions on the LHS of (3.52) are unaffected upon supplement-
ing (3.50, 3.51) with Py+ = y+ and Py� = 0 respectively, while solving for
(y±, ỹ±) 2 CN

� CN = C2N . We are then left computing

I := dim ker T+ � dim ker T�



76 the bulk-edge correspondence for disordered chiral chains

with T+ : C2N
! C2N , T� : C2N

! C3N given by

T+ =

 
1� P 0

A B

!
, T� =

0

BB@

P 0
1 A⇤

0 B⇤

1

CCA .

Using that

T⇤

� =

 
P 1 0
0 A B

!
,

 
P 1� P 0
0 A B

!

have the same range, we have

dim im T⇤

� = dim V+ + dim im T+ ;

using also that dim ker T� = 2N � dim im T⇤
� we find

I = dim ker T+ + dim im T+ � 2N + dim V+ = dim V+ .
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4.1 introduction

After having studied the one dimensional AIII cell of Table 1.1 in the mobility gap
regime, we embark on a journey outside of this table, and into Floquet topological
systems, as described in Section 1.2. As noted above, they were originally designed to
induce topological properties on a trivial sample through the periodic driving [OA09],
and have recently become a topic of intense study when it was realized that this
driving also allowed to engineer new topological phases of matter that have no static
counterpart [Rud+13]; some proposals for experimental observation of these phases
in cold atoms were recently suggested [Nat+17; Que+17].

So far the main prerequisite to define topological indices in Floquet systems has
been the presence of a gap in the spectrum of the unitary Floquet propagator (1.5),
describing time evolution in the bulk after one period of driving. In this context Princi-
ple 1.8 was first established in clean systems and then extended to weakly disordered
samples, for various dimensions and symmetries [Car+15; Fru16; FM16; GT18; RH17;
Rud+13; SS17]. By analogy with static systems, the effect of disorder is to progres-
sively fill the spectral gap of the propagator by localized states [HJS09; Tit+16], and
all the previous results work only as long as the spectral gap remains open.

This chapter deals with two-dimensional systems with no particular symmetry
(class A of [AZ97]). We address the problem of strong disorder, when the gap is
completely filled by localized states (see Figure 4.1). This is the mobility gap regime
Definition 1.28 adapted to localized unitary operators, and we adopt this (determin-
istic) approach here as well. The fractional moment condition has been already es-
tablished for unitary random operators [AM10; HJS09], as well as some numerical
evidence of localization in Floquet topological models [Tit+16]. We note in passing
that [PS16b] also studied strongly-disordered unitary topological systems in the bulk,
however, they used a covariant probabilistic framework.

The zeroth order step here is to verify that the so-called relative construction (1.7),
developed in the spectral gap case in dimension two [GT18; Rud+13; SS17], can be
extended to the mobility gap regime. This construction reduces the physical unitary
evolution to a time periodic propagator in the bulk, which has a well-defined index.
This requires a logarithm of the Floquet propagator, that we prove to be well-defined
with a branch-cut in the mobility gap. Thanks to the estimates coming from localiza-
tion, the logarithm is weakly-local Definition A.7–its matrix elements in the position
basis have rapid off-diagonal decay, and possible diagonal blowup. With this we can
adapt the proof in [GT18] of the bulk-edge correspondence from the spectral gap case,
in which the Combes-Thomas estimate was used instead of localization.

The physical implementation of this relative construction is however not straight-
forward, and one can look for situations where it may be circumvented. For clean

77
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samples, a Floquet system is actually an insulator only when the Floquet propagator
is exactly the identity operator 1, for which the relative construction is not required. In
the spectral and mobility gap cases the system is not insulating anymore and the rela-
tive constructions somehow subtracts the other transport contributions from the topo-
logical one [Tau18]. In the strongly disordered case the analogue of 1 is to consider
a Floquet propagator that is completely localized, namely that its entire spectrum is
a mobility gap (see Figure 4.1(b) and (b’)). It was shown in [Tit+16] that in contrast
to the static case [EGS05], such systems may still have edge modes and topological
properties. Moreover the indices can be computed without the relative construction
and have a nice physical interpretation in terms of quantized orbital magnetization
in the bulk [Nat+17] and quantized pumping at the edge [Tit+16]. The first result of
this chapter is a rigorous definition of these indices and a proof of their respective
bulk-edge correspondence, i. e. Principle 1.8.

Our second result is to show that any mobility gap situation can actually be reduced
to a fully localized case, for which the previous indices can be used and circumventing
again the relative construction. This reduction is done through the smooth functional
calculus with a particular function that stretches the mobility gap onto the entire circle
(as in [SS17] who however used this construction only for the edge, in the spectral gap
regime).

We finally show that the indices defined in this approach coincide with the ones of
the relative construction (which are also defined in this case). To that end we show
the continuity of the bulk relative index along a specific path of deformation. We
believe this continuity result in the mobility gap regime is important because it joins
an extremely short list of results: the deterministic constancy of the quantum Hall
conductivity w.r.t. the Fermi energy proven in [EGS05]. Thus Theorem 4.16 opens
interesting perspectives in the investigation of the topology of deterministic mobility
gapped systems, of which very little is known.

We note in passing that quantum walks, namely finite sequences of unitary opera-
tors, can also be seen as discrete-time Floquet systems, for which topological indices
have been already defined in clean and weakly disordered models [ABJ17; TD15]. In
some cases the Floquet formalism can be applied to quantum walks [DFT17; SS17],
so that our result should in principle cover the strongly disordered version of these
quantum walks.

The chapter is organized as follows. After describing the setting and stating the
results mentioned above in Section 4.2, we detail their respective proofs in Sections 4.3
to 4.5. Appendix A.2 is of particular importance to us, and in particular Corollary A.20,
since it is the reason why our invariants are well-defined at all.

4.2 setting and main results

We re-describe the setting of Section 1.2 in somewhat more detail now, and finally
specify to the mobility gap regime.

Let a time-dependent periodic Hamiltonian H : S1
! B(H) be given where H :=

`2(Zd) ⌦ CN is the (bulk) Hilbert space and N, d 2 N�1 are the (fixed) number



4.2 setting and main results 79

⇤⇤⇤⇤⇤⇤⇤⇤⇤⇤

⇤⇤⇤⇤⇤⇤⇤⇤⇤⇤⇤⇤

(a)

D ⇤⇤
⇤⇤
⇤⇤
⇤⇤
⇤⇤⇤

⇤⇤⇤⇤
⇤⇤⇤⇤⇤⇤⇤⇤⇤⇤⇤⇤⇤⇤⇤⇤⇤⇤⇤⇤⇤⇤⇤⇤⇤⇤⇤⇤⇤⇤⇤⇤⇤⇤⇤⇤⇤⇤⇤⇤⇤⇤⇤⇤
⇤⇤⇤
⇤⇤
⇤⇤
⇤⇤
⇤⇤
⇤⇤

(b)

⇤⇤
⇤⇤
⇤⇤
⇤⇤⇤

⇤⇤⇤⇤
⇤⇤⇤⇤⇤⇤⇤

⇤⇤⇤⇤⇤⇤⇤⇤⇤⇤⇤⇤⇤⇤⇤⇤⇤
⇤⇤⇤

⇤⇤
⇤⇤
⇤

(b’)

Figure 4.1: Examples of spectrum for the Floquet propagator U(1). (a) Typical situation
with a mobility gap D (possibly several), represented by red crosses. The re-
maining part of the spectrum, in blue, can be arbitrary. For completely localized
operators, the mobility gap is the entire circle (b) or possibly with spectral gaps
(special case of a mobility gap) (b’). The relative construction applies to all cases,
but can be avoided in (b) and (b’) through magnetization and pumping indices.
The stretch function construction maps situation (a) to (b) by stretching D onto
S1

\ {1} and mapping the remainder of the spectrum to 1.

of degrees of freedom per lattice site and the space dimension. Here we use S1 ⇠=
[0, 1]/{0 ⇠ 1}. We assume the following conditions about H throughout:

4.1 Assumption. (Continuity) t 7! H(t) is strongly-continuous except for a finite
number of jump discontinuities.

Similarly to Definition 1.1, we also assume locality Definition A.2 for this time-dependent
Hamiltonian:

4.2 Assumption. (Locality) There are some constants C, µ > 0 such that for any t 2 S1

we have

kH(t)xyk < C e�µkx�yk (x, y 2 Zd) . (4.1)

As detailed in Section 1.2, to deal with Floquet systems we consider the unitary
propagator U : [0, 1] ! B(H) generated by H, that is, the unique solution to i U̇ = HU
with initial condition U(0) = 1 (it is a fact that even though H is periodic, U need
not be and so its domain is a-priori [0, 1]). A well-defined topological phase exists
depending on spectral or dynamical properties that U(1) may or may not satisfy. Such
a phase was established (see e.g. [GT18; Rud+13; SS17]) in the presence of a spectral
gap:

4.3 Definition (Spectral gap). U(1) has a spectral gap iff its spectrum is not the
entire circle:

s(U(1)) 6= S1 . (4.2)

Since s(U(1)) is a closed subset of S1, the existence of a point outside it implies
the existence of a whole open arc outside of it, which is called a spectral gap. In
contrast to the parametrization of the domain of H, here we rather use S1 ⇠= {z 2

C | |z| = 1}.
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The main point of the this chapter is to relax the assumption for the analysis of
topological properties of these systems from spectral gap to the following definition,
which is essentially Definition 1.28 for localized unitaries.

4.4 Definition (Mobility gap). The arc D ✓ S1 is a mobility gap for U(1) iff (1)
there is some constant µ > 0 such that for any # > 0 there is some constant
0  C# < • such that we have

sup
g2B1(D)

kg(U(1))x,y)k  C# e�µkx�yk+#kxk (x, y 2 Zd) (4.3)

where B1(D) is the space of all Borel maps g : S1
! C which are constant outside

of D and obey |g(z)|  1 for all z 2 S1; and (2) all eigenvalues of U(1) within D
are of finite degeneracy.

This definition implies also Definition A.7 of weakly-local operators.

4.5 Remark. The supremum over g implies dynamical localization within D by
considering the family of functions S1

3 l 7! lncD(l) indexed by n. Conse-
quently U(1) has pure point spectrum within D, due to a RAGE theorem analogue
for unitaries [EV83; HJS09]. This is detailed in Appendix A.9.

the edge sample . Following Section 1.3 but with slightly different notation, in
the edge picture the Hilbert space is HE = `2(N ⇥ Zd�1)⌦ CN describing indepen-
dent electrons on a half-space. The canonical embedding i : HE ,! H and truncation
i⇤ : H⇣ HE satisfy |i|2 = 1 on HE and |i⇤|2 = cN(X1). For A acting on H we denote
the corresponding truncated operator on HE by bA := adi(A). In particular the edge
Hamiltonian is

HE(t) := [H(t) (4.4)

corresponding to Dirichlet boundary condition, although other conditions could be
implemented in principle. HE inherits some properties of H, in particular it satisfies
(4.1), and generates a unitary propagator UE on HE through i U̇E = HEUE and UE(0) =
1. All these properties rely only on the fact that H is local by (4.1) and not on the
existence of (any) gap of U(1), so they remain true in the mobility gap regime.

4.2.1 The relative construction

Here we finally specify to the case d = 2 and no symmetry. For this case, the bulk-
edge correspondence is established in [GT18] first when U(1) = 1 (so S1

\ {1} is
a "special" spectral gap) and then when U(1) has a general spectral gap. The latter
case was reduced to the first one by constructing a relative evolution, generated by
an effective Hamiltonian. It turns out that the same procedure can be followed in the
mobility gap regime. The effective Hamiltonian is defined through a logarithm of the
one-period propagator

Hl := i logl(U(1)) (4.5)
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where l 2 D is chosen inside the mobility gap and used as a branch cut for the
(principal) logarithm. We show in Corollary 4.20 that Hl is weakly-local as a weaker
property of being local (i.e. satisfying (4.1)). Note that in the spectral gap case the
discontinuity of the logarithm, which is otherwise analytic, maybe ignored since it
occurs out of the spectrum of U(1); since analytic functions of local operators are
local [AG98, Appendix D], the logarithm is local too. For us, however, Hl is merely
weakly-local via localization. This is enough to define the indices, as we shall see.

For two operators A, B : [0, 1] ! B(H), not necessarily periodic, we define the
concatenation in time A#B : [0, 1] ! B(H) by (1.6). The two operators occur consec-
utively in time, the second backwards. The relative bulk Hamiltonian is then defined
by Hrel := 2(H#Hl). The effective Hamiltonian being time-independent, its unitary
propagator is Ul(t) = e� i tHl and satisfies Ul(1) = U(1) by construction. It follows
that the relative evolution generated by Hrel, Urel = U#Ul, satisfies Urel(1) = 1. Sim-
ilarly, the relative edge Hamiltonian is defined by Hrel

E := 2( bH#cHl) = dHrel, which
generates Urel

E . Note that cHl is the truncation of Hl and not the logarithm of UE(1)
for which we do not assume a mobility gap to exists. In particular UE(1) 6= e� i cHl so
that Urel

E is not given by their concatenation.
Finally recall the non-commutative three-dimensional winding W defined for a uni-

tary loop U : S1
! B(H) is given by the formula

W(U) ⌘ �
1
2

Z 1

0
tr U̇U⇤[U,1U

⇤,U,2U
⇤] . (4.6)

Here we use the shorthand notation A,a ⌘ ∂a A with ∂a the non-commutative deriva-
tive as in Definition 1.25. This is the disordered version of (1.8), since now we do
not assume the translation invariance of the unitary U and so it is an operator on
`2(Zd) ⌦ CN rather than a map Td

! MatN(C). (4.6) is equivalent to a pairing be-
tween the K1 class defined by U and a three-dimensional Chern character, as detailed
[PS16b]. The normalization is chosen such that W takes values in Z.

Then the zeroth step in our analysis is:

4.6 Theorem. Under Assumptions 4.1 and 4.2 and additionally assuming Definition 4.4
holds for U(1): (1) the bulk index I ⌘ W(Urel) is finite, integer-valued, and independent
of the choices of switch functions and branch cut l 2 D; (2) the edge index

IE ⌘ i tr Urel
E (1)⇤∂2Urel

E (1) (4.7)

is finite, integer-valued and independent of the choice of switch function; (3) the bulk-edge
correspondence holds

I = IE . (4.8)

If Hl were local, then so would be Ul, Urel and Urel
E and this theorem would be

already covered by [GT18, Theorem 3.8]. Here instead we need to adapt the proof
to weakly-local operators Definition A.7. In particular we need to show that ∂j A also
have a so-called confining property when A is weakly-local, so that expressions in-
volved in (4.6) and (4.7) are trace-class. Apart from that point, the other properties of
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I and IE as well as the bulk-edge correspondence follow the same route as in [GT18].
The proof of Theorem 4.6 is detailed in Section 4.3.2.

In conclusion, in contrast to the integer quantum Hall effect (IQHE henceforth)
where the mobility gap bulk-edge correspondence is quite different in the spectral
and mobility gap regime (cf. [EG02] vs. [EGS05]), the relative construction works
similarly for both cases in Floquet topological insulators, once one generalizes from
local to weakly-local operators and shows the desired properties of the discontinuous
logarithm, Corollary 4.20.

4.7 Remark. A possible objection to the relative construction is the following. In
defining IE, the truncated generator of the bulk relative propagator, Hrel

E (which
depends on the logarithm of the bulk evolution), and not just the truncated bulk
Hamiltonian, HE, has been used, so that Theorem 4.6 actually connects between I

and an edge index which contains significant information from the bulk. It is thus
legitimate to ask for a more independent formulation where bulk and edge indices
are strictly separated already at the level of the Hamiltonians, without intertwin-
ing their evolutions. The conclusion is however that the relative construction is
perfectly valid since the stretch function construction coincides with it in the end,
as we show in Theorem 4.16.

4.8 Remark. Even if the system has a gap, it is of interest to probe the system
when placing the branch cut of the logarithm within the localized spectrum, in
analogy with the explanation of the plateaus of the IQHE. Thus, if one day we
could experimentally determine the position of the branch cut, our results would
explain the corresponding plateaus which will be measured in I .

4.2.2 Completely localized systems

As preparation for Section 4.2.3, and also of independent interest, we discuss one
possible scenario in which the relative construction may be avoided when defining
the topological indices.

Interestingly, the formula (4.6) is finite also for unitary maps which are not periodic
(whose domain is [0, 1] rather than S1), but is an integer (and hence possibly an index)
only when the map is periodic [GT18, Proposition 3.3], e.g. for the relative evolution
Urel which by construction has Urel(1) = Urel(0) = 1. In this section we propose an
alternative definition of the bulk index when the physical evolution is not periodic,
U(1) 6= 1, avoiding the relative construction.

4.9 Definition. (Completely localized unitaries) We call a unitary U 2 U (H) com-
pletely localized iff its whole spectrum is one mobility gap in the sense of Defini-
tion 4.4, except possibly for one point of S1.

Namely the mobility gap arc D for U as in Definition 4.4 is D = S1 or D = S1
\ {z0} for

some z0 2 S1. In particular U has only pure point spectrum. We denote by E ⇢ S1 its
(countable) set of eigenvalues and by Pz ⌘ c{z}(U) the associated spectral projection
onto an eigenvalue z 2 E . By Definition 4.4 all z’s have dim im Pz < • except possibly
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for Pz0 . The latter appears in the approach of Section 4.2.3 below, but never carries any
topology (Chern number) by construction. In principle we could extend Definition 4.9
to a finite number of infinite degenerate eigenvalues, but we would then have to
require that each of them has a trivial topology. This is the so-called anomalous phase
[Rud+13; Tit+16]. Here we stick to a single z0 to avoid extra-technical hypothesis and
streamline the presentation.

Inspired by [Nat+17], we define the orbital magnetization corresponding to evolu-
tions U whose endpoints U(1) are completely localized:

4.10 Definition. (Magnetization) For the evolution U : [0, 1] ! B(H) (which need
not be periodic), define the magnetization operator

m(U) := �

Z 1

0
I (U⇤L1HL2U) , (4.9)

where I A ⌘
1
2i (A � A⇤) is the imaginary part of A, Lj the switch function

Definition 1.24, and the total orbital magnetization (a number) as

M(U) := Â
z2E

tr Pzm(U)Pz . (4.10)

where Pz are the spectral projections onto the eigenvalues of U(1), and E is the
corresponding set, as above. That this sum is finite is the subject of the next theo-
rem.

Note that the integrand in m(U) can be rewritten

� I (U⇤L1HL2U) =
1
2
�
U⇤L1U∂t(U⇤L2U)� 1 $ 2

�
. (4.11)

Pretending Li ⇠ Xi, the position operator, the latter expression is the third component
of (1/2)X(t)⇥ Ẋ(t), which (in natural units) corresponds to the orbital magnetization.
The physical aspects of m and M, including a proposal for an experimental realization
in cold atoms, were studied in detail in [Nat+17].

4.11 Theorem. If U(1) is completely localized in the sense of Definition 4.9, the total
magnetization M(U) is finite, integer-valued and independent of the choice of switch
functions. Moreover M(U) = I . If U(1) = 1 then M(U) = W(U) and if H is time-
independent then M(U) = 0.

Thus for completely localized systems U(1) the computation of the index M(U)
does not require the relative construction, but the price to pay is that operator m(U)
is not trace-class anymore. However it is summable in the eigenbasis of U(1), with
sum M(U). We emphasize that a mobility gap also applies when s(U(1)) 6= S1; i.e.
for a spectrally gapped system obeying Definition 4.9 the relative construction can
also be circumvented using magnetization.

The strategy of the proof is to use the relative construction by choosing an effective
Hamiltonian Hl for an arbitrary l 2 D. As detailed in Section 4.4 we get

I = M(U)� M(Ul) . (4.12)
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The effective Hamiltonian being time-independent, its corresponding magnetizations
simplifies to

M(Ul) = � Â
z2E

tr
�

Pz I (L1HlL2) Pz
�

(4.13)

and the task is to show that this expression is well-defined and vanishes. Note that a
similar expression already appeared in the context of the IQHE as an extra term re-
quired to establish the bulk-edge correspondence of Hall conductivity in the mobility
gap regime [EGS05]. An interpretation in terms of magnetization was also proposed
there for time-independent Hamiltonians. However in that case the magnetization is
not vanishing because the mobility gap is not the entire spectrum.

For completely localized systems, it is also possible to define an edge index with-
out the relative construction, also related to the previous one through the bulk-edge
correspondence.

4.12 Theorem. Let U : [0, 1] ! U (H) be a bulk evolution whose endpoint U(1) is
completely localized as in Definition 4.9, and UE : [0, 1] ! U (HE) be any edge evolution
(e.g. UE) such that supt2[0,1] k∂2(UE(t)� bU(t))k1 < •.

The time-averaged charge pumping

PE(UE(1)) := lim
n!•

lim
r!•

1
n

i tr
⇣
((UE(1))⇤)n∂2UE(1)nL?

1,r

⌘
. (4.14)

where L?

1,r = cr(X1), exists, is finite, integer valued, and independent of the choice of
switch function. Moreover the bulk-edge correspondence holds

PE(UE(1)) = M(U) . (4.15)

The physical interpretation of PE is a quantized pumping of charges, counted through
((UE(1))⇤)nL2UE(1)n

� L2, that is confined at the edge [GT18; Tit+16]: if the corre-
sponding U(1) = 1, the pumping is quantized within a single cycle, whereas for
completely localized U(1), the quantization is true on average over time only, and
coincides with magnetization.

4.2.3 The stretch function construction

The previous section extends the definition of bulk and edge indices beyond U(1) = 1

without using the relative construction. However it only works for completely local-
ized systems. Here we finally give a recipe for reducing the general situation (D 6= S1)
to the one described by Definition 4.9, which completes the story and results in a new
approach to define the topology (in both spectrally and mobility gapped cases).
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4.13 Definition. (Stretch function) Let W be an arc in S1
✓ C. A stretch function

FW : S1
! S1 is a smooth function with FW(z) = 1 for z 2 S1

\ W, which winds
once:

1
2p i

Z

S1
FW(z)�1 d FW(z) = 1 . (4.16)

The role of F is to stretch the arc W onto the entire circle except the point at 1,
which is the image of S1

\ W. In particular if W = S1
\ {1} then the identity FW(z) = z

is an appropriate stretch function. We think of FW as a function which selects the
appropriate (mobility or spectral) gap, analogous to (a smooth deformation of) the
function c(�•,EF) with EF 2 R the Fermi energy, for the IQHE. For a given arc W we
define

V(t) := FW(U(t)), VE(t) := FW(UE(t)) (t 2 [0, 1]) (4.17)

via the functional calculus. V and VE are two unitary evolutions on H and HE respec-
tively, that satisfy V(0) = VE(0) = 1.

4.14 Lemma. If W = D is a mobility gap of U(1) then V(1) is completely localized in
the sense of Definition 4.9, with mobility gap S1

\ {1}.

This is just a consequence of Definition 4.4 and Definition 4.13, in particular

B1(S
1) � FD0 ✓ B1(D) (4.18)

for any D0 ( D which is a proper sub-arc. Thus the supremum in (4.3) over the LHS
set is bounded by the supremum over the RHS set. Moreover {1} is the image of
S1

\ D by FD so it is not a finite degenerate eigenvalue of V(1) in general. As noticed
above, this particular point can be present in completely localized systems and is not
problematic for the definition of magnetization and pumping indices.

4.15 Corollary. If D is a mobility gap of U(1) and FD is a stretch function, V(1) is
completely localized so that

I
0 := M(V), I

0

E := PE(VE(1)) (4.19)

are well-defined indices according to Theorem 4.11 and Theorem 4.12. In particular the
bulk-edge correspondence holds: I 0 = I

0

E.

Thus the composition of stretch function and magnetization or quantized pumping
provides indices for any U(1) with mobility gap D and circumvent the relative con-
struction. Note that if D is a spectral gap then V(1) = 1 so that I 0 = W(V) and I

0

E
coincides with the edge index definition of [SS17] where a particular stretch function
was used.

The proof of Corollary 4.15 is not straightforward as one has to check that the
underlying assumptions of Theorem 4.11 and Theorem 4.12 are satisfied for V and VE,
namely that all the properties of U and UE are correctly transfered through the stretch
function construction. This is done in Section 4.5.1.
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It is finally legitimate to ask if the two constructions coincide since the relative
indices, I and IE, and the ones defined through stretch functions, I 0 and I

0

E, are both
defined in a general mobility gap situation.

4.16 Theorem. If U(1) has a mobility gap D and FD is a stretch function, then

I
0 = I . (4.20)

In particular I 0 is independent of the choice of stretch function. Moreover by the respective
bulk-edge correspondences one infers I 0

E = IE.

The poof is somewhat delicate. By Corollary 4.15 we know that I 0 coincides with
the relative construction applied to V, namely M(V) = W(Vrel). But in order to show
that W(Vrel) = W(Urel) ⌘ I we use a smooth deformation of the stretch function
from FD to the identity. Then we have to show that W stays continuous under this
deformation. The only other deterministic proof of continuity for indices in the mobility
gap regime so far was in [EGS05] for the deformation corresponding to tuning the
Fermi energy EF within the mobility gap. Thus the proof of Theorem 4.16 provides
another continuity proof for the index W along a different path and paves the way for
further development of locally constant indices at strong disorder.

4.17 Remark. It is worth pointing out that it is Theorem 4.16 which implies that I
is independent of the choice of branch cut l 2 D (part of item (a) of Theorem 4.6),
since I

0 is manifestly independent of l.

summary To conclude, the objection at the end of Section 4.2.1 was that the index
IE from the relative construction is calculated using Urel

E = UE# e� i · bHl that contains a
truncation of the effective bulk Hamiltonian (Figure 4.2(a)). Instead the stretch function
approach removes this intertwining since the index I

0

E is calculated using VE = FD(UE)
(Figure 4.2(b)). The only knowledge here from the bulk is the position of the gap
D ⇢ S1. The latter approach is then more natural for the bulk-edge correspondence,
although the two are equivalent by Theorem 4.16.

(a)
H U Hl

HE UE bHl

(b)
H U V

HE UE VE

Figure 4.2: Operator content in the relative construction (a) and stretch function approach
(b).

4.3 bulk-edge correspondence for the relative evolution

The bulk-edge correspondence was established in [GT18] in the case where U(1) has
a spectral gap. In that case all the operators involved are local in the sense of As-
sumption 4.2. In particular U, HE and UE are local, uniformly in t 2 [0, 1] (see [GT18,
Proposition 4.7]). These properties are independent of the existence of (any) gap of U(1)
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since they probe the dynamics only in a compact time interval, and hence, at a finite
distance from the spectrum, so they remain true also in our setting.

Furthermore when the branch cut of the logarithm is taken inside a spectral gap, Hl

(and thus Ul) are also local. This is not the case anymore in the mobility gap regime.
However the logarithm still has some off-diagonal decay properties that suffice to
generalize the proof of the bulk-edge correspondence in the relative construction, as
we shall now show.

4.18 Remark. Definition 4.4 entails that the functional calculus of U(1) is weakly-
local (in the sense of Definition A.7) uniformly as functions vary in B1(D). Hence
the algebraic properties of Appendix A.2 apply.

4.3.1 The logarithm is weakly-local

In this section we indeed make the mobility gap assumption, that is, we assume that
there is some non-empty arc D ✓ S1 which is a mobility-gap for U(1) in the sense of
Definition 4.4. We further assume that l 2 D, where l is the position of the branch
cut used in the definition of Hl from (4.5).

4.19 Lemma. f (U(1)) is also weakly-local for all bounded f : S1
! C which are smooth

outside of D and piecewise smooth with a finite number of jump discontinuities within D.

Proof. Assume that f has one jump discontinuity at some l0 2 D and is oth-
erwise smooth. Since D is an arc, pick some other l1 2 D \ {l0}. For each
W 2 {(l0, l1), S1

\ (l0, l1)} =: S, the restriction f |W : W ! C is smooth and
so has a smooth extension f s

W : S1
! C (that is f |W = f s

W|W). Hence cW f = cW f s
W

and f = ÂW2S f cW = ÂW2S f s
WcW. Any smooth function of a local unitary oper-

ator is also weakly-local by Corollary A.26. On the other hand, cW 2 B1(D), so
the corresponding operator is weakly-local by the assumption entailed in Defini-
tion 4.4. Thus Lemma A.11 allows us to conclude about the whole of f .

4.20 Corollary. Both Hl and Ul are weakly-local.

Proof. Since l 2 D, we get that logl is analytic except for a jump discontinuity
within D as f of Lemma 4.19. Now Ul(t) = (e� i t ·

� i logl)(U(1)), e� i t · is ana-
lytic, so that for fixed t, the composition e� i t ·

� i logl is again analytic apart from
one jump discontinuity within D, which is covered by Lemma 4.19.

4.3.2 The bulk-edge correspondence in the relative construction

The central ingredient of the bulk-edge correspondence is the relation between trun-
cated bulk and edge propagator. For H local, the difference D = UE � bU is local and
confined in direction 1, uniformly in t 2 [0, 1]. This result is also independent of the
existence of (any) gap of U(1) (see [GT18, Proposition 4.10]), and is generalized from
local to weakly-local operators below.
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4.21 Lemma. Let H : S1
! B(H) be some weakly-local Floquet Hamiltonian, with its

associated HE, U and UE as in Section 4.2. Then D := UE � bU is weakly local and confined
in direction 1, uniformly in t 2 [0, 1].

Proof. To deal with D we recall that bU ⌘ i⇤Ui. Since UE is weakly-local, by
Lemma A.11 it suffices to deal with 1� i⇤U(t)iUE(t)⇤ =

R t
s=0 ∂s(i⇤U(s)iUE(s)⇤)d s.

Since all estimates about the weak-locality of the involved operators are uniform
in time (the time interval being compact), the weak-locality and confined prop-
erty of the integrand implies that of the integral. With the shorthand notation ∂
for derivative w.r.t. time and using the defining property i ∂U = HU and the ad-
joint of this equation, and finally the fact that a Hamiltonian and the semi-group
which it generates commute, we have,

∂(i⇤Ui(UE)
⇤) = i⇤(∂U)i(UE)

⇤ + i⇤Ui∂(UE)
⇤

= i⇤(� iHU)i(UE)
⇤ + i⇤Ui(+ i(UE)

⇤i⇤Hi)

= � i i⇤UHi(UE)
⇤ + i i⇤Uii⇤Hi(UE)

⇤

= i i⇤U(ii⇤ � 1)Hi(UE)
⇤ .

We note that ii⇤ � 1 = �(|i⇤|2)? = Q(X1)? where Q is the step-function–a valid
choice of switch function. In fact all that matters now is that we found a factor
L?

1 Hi, and then, using L?

1 i = 0, this factor equals [L?

1 ,H]i = � i(∂1H)i. But H is
weakly-local and we now invoke Corollary A.19 to assert ∂1H is confined.

In particular this Lemma applies to H = Hl and H = Hrel.

Proof of Theorem 4.6. The first step is to show that the indices are well-defined
and have the claimed properties. This has been the focus of most of the results
in this section, and we may now finally put them to use.

By Lemma 4.21 applied to Hrel we deduce that Urel
E (1) = 1 + Drel(1), and

consequently [L2, Urel
E (1)] = i ∂2Drel(1) which is trace class by Corollary A.20, so

that IE is well defined. The invariance under the choice of switch function is a
simple computation, and the facts it is integer valued is achieved by choosing
L2 = Q(X2) and identifying IE with an index of a pair of projections. Then
by Lemma A.15, Corollary A.19 and Lemma A.17, [Li, Urel](Urel)⇤[Lj, Urel] =
�∂i(Urel)(Urel)⇤∂jUrel is trace-class for all t 2 [0, 1] and i 6= j so that I = W(Urel)
is finite. Similarly, the switch-function independence and the integer value follow,
with proofs similar to those of [GT18, Proposition 3.3].

The second step is the proof of the bulk-edge correspondence. This is an al-
gebraic computation that involves trace class operators. We comment on how to
generalize to our case [GT18, Theorem 3.4] (the bulk-edge duality for the case
of local unitary evolutions where the bulk is periodic). Passing from local to
weakly-local operators does not modify the trace class of the expression, because
the switch functions cure the non-uniform off-diagonal decay characteristic of
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weakly-local operators, as we have already seen in Lemma 4.21. We first rewrite
IE = i limr!• tr(Urel

E (1)⇤∂2Urel
E (1)L?

1,r) where L?

1,r = Q(r � X1) is a cut-off in di-
rection 1 on HE for r 2 N. At finite r the previous expression becomes trace-class
for every t 2 [0, 1] so we rewrite it as the integral of its derivative. After some
algebra we end up with

i tr(Urel
E (1)⇤∂2Urel

E (1)L?

1,r) = Wr(Urel) + o(r) (4.21)

where Wr is given by (4.6) for L1 = 1� L?

1,r. Since this quantity is independent
of the choice of switch function we conclude Wr(Urel) = W(Urel) so that IE = I

in the r ! • limit. Equality (4.21) only uses HE = bH, Lemma 4.21 and some
updated version of it, [GT18, Lemma 5.5], namely that

[L2, Urel
E (t)]Urel

E (t)⇤ � i⇤ [L2, Urel(t)]Urel(t)⇤ i (4.22)

is trace class for t 2 [0, 1]. All the rest follows by algebraic manipulations and
Claim A.32.

We note that, surprisingly, identity (4.21) remains true when applied to U and UE
instead of the relative evolutions, even if U(1) 6= 1. One still has Wr(U) = W(U) but
this quantity is not quantized anymore. Yet the left hand side of (4.21) converges to it
in the r ! • limit but does not coincide with any edge index because the ∂2UE(1) is
not anymore trace-class. Although not relevant here, this identity will be used below.

4.4 the completely localized case

This section is dedicated to the proof of Theorem 4.11 and Theorem 4.12. We start
by studying the bulk part M. Let us assume that U is completely localized in the
sense of Definition 4.9, and l 2 S1

\ {1} ✓ D. According to Theorem 4.6, the bulk
index I = W(Urel) is well defined. By (1.6) and (4.6), W is manifestly additive under
concatenation, so we deduce

I = W(U)� W(Ul)

where Ul ⌘ e� i ·Hl . Here we have extended W to non-periodic families with the same
formula (4.6). Indeed, since both U and Ul are weakly-local, W(U) and W(Ul) are
finite, although they are not separately integers. Before we proceed with U let us
rewrite the expression for W, for any weakly-local U : [0, 1] ! U (H) and its generator
H := i U̇U⇤

W(U) =
1
2 i

Z 1

0
tr #abH(∂aU)∂bU

⇤

where we have used ∂aU
⇤ = �U

⇤(∂aU)U⇤ and the #ab anti-symmetric tensor with
#12 = 1 (summation over a, b 2 1, 2 is understood when indices appear twice). Since
tr ∂a(HU∂bU

⇤) = 0 and #abHU∂a∂bU
⇤ = 0 (as the non-commutative derivatives com-

mute) we deduce

W(U) =
i
2

Z 1

0
tr #ab(∂aH)U∂bU

⇤ .
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Defining dUa := U
⇤∂aU (the logarithmic derivative of U in direction a) and noticing that

ḋUa =
1
i
U
⇤(∂aH)U (4.23)

we deduce

W(U) =
1
2

Z 1

0
tr #abḋUa dUb . (4.24)

Consequently for Urel we find,

I =
1
2

tr
Z 1

0
#ab

�
ḋadb � ḋl

a dl
b

�

where we use the shorthand notation da (resp. dl
a ) for dU

a (resp. dUl
a ). Note that there

is no problem to exchange trace and integral here since both #abḋadb and #abḋl
a dl

b are
trace class for all t 2 [0, 1]. Finally
Z 1

0
#ab

�
ḋadb � ḋl

a dl
b

�
= � i

Z 1

0
#ab

�
ḋaU⇤LbU � ḋl

a U⇤

lLbUl

�
+ i

Z 1

0
#ab

�
ḋa � ḋl

a

�
Lb .

The last term vanishes because it is a total derivative, and by the fact that da(0) =
dl

a (0) = 0 and da(1) = dl
a (1) since U(1) = Ul(1) (note however that da(1) 6= 0 in

general). Hence, by (4.23) and (4.9),

I = tr(m(U)� m(Ul)) .

This relation is general and does not require U(1) to be completely localized. How-
ever it is equivalent to (4.12) only in the latter case. Indeed m(U) and m(Ul) are not
separately trace-class, only their difference is. When U(1) is completely localized, the
trace of this difference can be computed through its eigenbasis:

I = Â
z2E

tr Pz
�
m(U)� m(Ul)

�
Pz

with Pz ⌘ c{z}(U(1)) the projection onto the eigenvalue z. What remains to be shown
is that the sum can actually be split into two parts, leading to (4.12).

4.22 Proposition. If U(1) is completely localized in the sense of Definition 4.9, then the
effective evolution magnetization

M(Ul) = � Â
z2E

tr Pz

Z 1

0
I (U⇤

lL1HlL2Ul)Pz

is absolutely convergent and vanishes.

Thus we are left with I = M(U), so that M(U) is well defined and shares all the
properties of I . This proves the main statement of Theorem 4.11. In the particular case
where U(1) = 1, we have Hl = 0 and da(1) = 0, so that M(U) is trace-class by the
previous computation, and I = W(U) = tr(m(U)) = M(U). Finally the case where
H is time-independent is a direct consequence of the latter proposition.



4.4 the completely localized case 91

Proof of Proposition 4.22. Since Ul ⌘ e� i ·Hl and Ul(1) = U(1) is completely lo-
calized, then so are Hl and Ul(t) for t 2 [0, 1] with the same eigenbasis as U(1).
Thus for a fixed z 2 S1 one has by replacing Ul(t)Pz = zt and PzUl(t)⇤ = z�t for
all t 2 [0, 1]:

Pz

Z 1

0
I (U⇤

lL1HlL2Ul)Pz = Pz I (L1HlL2)Pz. (4.25)

By construction Hl is bounded with a real spectrum that unwinds the circular
one of U(1) with respect to the branch cut l. For each eigenvalue of U(1), z 2 S1,
r := i logl(z) 2 R is an eigenvalue of Hl with same eigenprojection Pz. For
x 2 R we define the Fermi projection up to x by P<x := c(�•,x)(Hl), so that
P<x = 0 for x < inf s(Hl) and P<x = 1 for x � sup s(Hl). We use the following
representation of Hl

Hl = C �

Z

s(Hl)
P<x d x (4.26)

where C = sup(s(Hl)) 2 R. This representation comes from the following func-
tional equality

Z

W
c(�•,x)(y)d x =

Z

W
c(y,•)(x)d x = sup(W)� y (4.27)

for some arc W and y 2 W. Inserting (4.26) into (4.25) we get

Pz I (L1HlL2)Pz =
i
2

Z

s(Hl)
#abPzLaP<xLbPz d x .

Consider z 2 E and x 2 s(H) fixed, and define P?
<x = 1 � P<x. Then either

i logl(z) > x, in which case PzP<x = 0 and PzP?
<x = Pz, or i logl(z)  x, in which

case PzP<x = Pz and PzP?
<x = 0. Therefore

i
2

#abPzLaP<xLbPz =
i
2

Pz#abP?

<xLaP<xLbP?

<xPz� (4.28)

�
i
2

Pz#abP<xLaP?

<xLbP<xPz

=:
1
2

PzT(x)Pz . (4.29)

Moreover, T(x) is trace-class for every x 2 s(Hl). Indeed, after some algebra

T(x) = � i P?

<x
⇥
∂1P?

<x, ∂2P?

<x
⇤
+ i P<x

⇥
∂1P<x, ∂2P<x

⇤
(4.30)

and each term is separately trace-class by Corollary A.20. Indeed,

P<x = c(l,e� i x)(U(1))
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is weakly-local according to Definition 4.4 since U(1) is completely localized
(even if the single point of infinite degeneracy z0 has z0 2 (l, e� i x) then P<x =
1� P?

<x is weakly local from the fact that P?
<x is). Thus for every z 2 E , PzT(x)Pz

is trace-class (even if z is infinitely degenerate) and moreover

1
2 Â

z2E
tr PzT(x)Pz =

1
2

tr(T(x)) =
1

4p
(Chern(P<x)� Chern(P?

<x) =
1

2p
Chern(P<x) .

with the sum on the left hand-side that is absolutely convergent due to the trace-
class property. The quantity on the right hand side is the Chern number [EGS05]
defined by

Chern(P) ⌘ 2p i tr P[∂1P, ∂2P] = �Chern(P?)

that is well defined and integer-valued for any weakly-local projection P. Since
Hl is bounded we have

1
2

Z

s(Hl)
Â
z2E

| tr PzT(x)Pz|d x 
1
2

Z

s(Hl)
kT(x)k1 d x


1
2
|s(Hl)| sup

x2s(Hl)

kT(x)k1

< • (4.31)

due to the fact that s(Hl) is compact and x 7! kT(x)k1 is bounded. Indeed, this
last fact is a non-trivial consequence of the fact that the estimate of complete lo-
calization in the mobility gap, (4.3), includes a supremum over all Borel bounded
functions | f |  1 (which are constant outside of the mobility gap, but since here
the entire circle except one point is a mobility gap, this constraint is vacuously
true). One could then include in this supremum the spectral projections P<x with
supremum over x since the functions (c(l,ei x))x2s(Hl) are definitely part of this
set of functions. Thus P<x has weakly-local estimates which are uniform in x,
which in turn implies via Remark A.21 that x 7! kT(x)k1 is bounded. (one may
be worried about the point of infinite degeneracy in the spectrum of U(1) which
is allowed in Definition 4.9, throughout which the estimate (4.3) might fail to
hold uniformly, but this is not a problem since we could always just remove this
point in the integral before (4.31)).

Hence by Fubini’s theorem we may exchange Âz and
R

x. Putting everything
together, we deduce that M(Ul) is defined by an absolutely convergent sum.
Moreover

M(Ul) = �

Z

s(Hl)
Chern(P<x)d x .

It was shown in [EGS05, Prop. 2] that Chern(cW(H)) = 0 for any arc W inside
the mobility gap of H that contains only finite-multiplicity eigenvalues. Here
the entire spectrum of Hl is a mobility gap, but it might contain one infinite



4.4 the completely localized case 93

degenerated eigenvalue corresponding to z0. However if z0 2 (l, e� i x) then
Chern(P<x) = �Chern(P?

<x) = 0 as the latter projection only contains finite
degenerated eigenvalues. Thus M(Ul) = 0.

Proof of Theorem 4.12. Let n be a fixed integer. From (4.21) in the proof of Theo-
rem 4.6 and the fact that UE(1)n = UE(n), we have the following identity:

lim
r!•

i tr
⇣
(UE(1)⇤)n∂2UE(1)nL?

1,r

⌘
= �

1
2

Z n

0
tr U̇U⇤[(∂1U)U⇤, (∂2U)U⇤] .

On the left-hand-side, the expression is trace class for every finite r because of
the cut-off L?

1,r and confinement in direction 2 through L2. The right-hand-side
is expression (4.6) of W but on a time interval [0, n] instead of [0, 1]. In partirular
it is independent of switch-function L1, which is why the limit r ! • is finite.
If U(n) = 1, W would be quantized and define the bulk index, and the limit
on the right would be equal to edge index. Nevertheless the previous equation
is true for any pair of bulk and edge operators U and UE, as long as they are
weakly-local and related by Lemma 4.21, although it is not integer-valued. From
now we assume U(1) completely localized. Rewriting W as in (4.24)

�
1
2

Z n

0
tr U̇U⇤[(∂1U)U⇤, (∂2U)U⇤]

=
1
2

Z n

0
tr #abḋadb

=
1
2 Â

z2E
tr(Pz

Z n

0
#abḋaU⇤LbUPz)�

1
2 Â

z2E
tr(Pz

Z n

0
#abḋaLbPz) (4.32)

where da = U⇤LaU � La. Since ḋadb is trace class, we permute trace and time
integral, and then compute this trace in the eigenbasis of U(1). What remains to
be shown is that the two terms in the last formula obtained by splitting db are
separately finite, and then study their n ! • limit. Note that the eigenbasis of
U(1) and U(n) are the same since U(n) = U(1)n, although the eigenvalues are
different. The first term in (4.32) is close to magnetization

1
2 Â

z2E
tr(Pz

Z n

0
#abḋaU⇤LbUPz) = � Â

z2E
tr(Pz

Z n

0
I (U⇤L1HL2U)Pz)

=: Mn(U) .

Then we use the facts that U(t) = U(t � k)U(1)k for k  t < k + 1 and k 2

{0, . . . , n� 1} and U(1)kPz = zkPz for z 2 E ⇢ S1. Similarly U⇤(t) = (U(1)⇤)kU⇤(t�
k) and (U(1)⇤)kPz = z�kPz. Moreover H(t + k) = H(t). Applying these relations
to the previous time integral that we cut into n parts, we get, up to a change of
variable

Mn(U) = nM(U)
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so that Mn(U) is finite and shares all the properties of M(U) from Theorem 4.11.
Moreover n�1Mn(U) ! M(U) trivially when n ! •.

The second term of (4.32) is a total derivative and can be simplified to

1
2 Â

z2E
tr(Pz

Z n

0
#abḋaLbPz) =

1
2 Â

z2E
tr(Pz#abU(n)⇤LaU(n)LbPz) (4.33)

since db(0) = 0 and #abLaLb = 0. Note that U(n) = U(1)n = e� i nHl for Hl

defined in (4.5) and any l 2 S1 = D. Then we use the following functional
equality for a continuously differentiable f : [a, b] ! C:

f (y) = f (b)�
Z b

a
f 0(x)c(a,x)(y)d x

for y 2 [a, b], which is a generalization of (4.27), see also [EGS05]. Consequently

U(n) = e� i nHl = e� i nb 1+ i n
Z

s(Hl)
e� i nx P<x d x (4.34)

where P<x = c(�•,x)(Hl) and b = sup(s(Hl)). When inserting this expression
for U(n) in (4.33), the first term vanishes by antisymmetry. In order to show that
the second one is finite, we claim that

i n
2

Z

s(Hl)
Â
z2E

ei nx tr(Pz#abU(n)⇤LaP<xLbPz)d x

is absolutely convergent for any fixed n. Indeed since U(n)⇤ commutes with Pz
one has

Pz i #abU(n)⇤LaP<xLbPz = PzU(n)⇤T(x)Pz

where T(x) is defined in (4.28). Moreover T(x) is trace class as pointed out in
(4.30) so the previous sum over z is absolutely convergent for every x 2 s(Hl).
The integral is then also absolutely convergent for the same reasons as in (4.31).

Consequently, (4.33) can be rewritten as

1
2 Â

z2E
tr(Pz#abU(n)⇤LaU(n)LbPz) =

=
n
2 Â

z2E
zn

Z

s(Hl)
ei nx tr(PzT(x)Pz)d x

with absolute convergence. We finally claim that

lim
n!• Â

z2E
zn

Z

s(Hl)
ei nx tr(PzT(x)Pz)d x = 0 . (4.35)
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First for z 2 E denote gz(x) := tr(PzT(x)Pz) that is `1 on s(Hl) by (4.31). Then
Z

s(Hl)
ei nx tr(PzT(x)Pz)d x = 2p(F�1(gz))(n) �!n!•

0

where F is the Fourier series defined in (1.14). As such it indeed vanishes in
the limit n ! • by the Riemann-Lebesgue lemma. Finally zn2p(F�1(gz))(n) is
summable in z and vanishes when n ! • for fixed z. Moreover

|zn2p(F�1(gz))(n)| 
Z

s(Hl)
| tr(PzT(x)Pz)|d x ,

the RHS is summable in z since T(x) is trace-class, so that we may use it as a
dominating function (in z) on the sequence (zn2p(F�1(gz))(n))n when applying
the dominated-convergence lemma to exchange limn and Âz. This leads to Âz 0 =
0 which gives (4.35), concluding the proof.

4.5 the stretch function construction

4.5.1 Proof of Corollary 4.15

Corollary 4.15 is a consequence of Theorems 4.11 and 4.12, that both rely on Theo-
rem 4.6, applied to V ⌘ FD(U) and VE ⌘ FD(UE) for a given stretch function FD. By
Definition 4.4, V(1) is completely localized since FD 2 B1(D), but in order to replace U
and UE by V and VE in the previous theorems we need to show that they satisfy all the
required properties concerning locality and confinement. We note that Lemmata 4.23
and 4.24 below are true regardless of the existence of (any) gap of U(1) and moreover
all the operators involved are (polynomially) local since H is (exponentially) local by
Assumption 4.2, see Corollary A.26.

The existence of the gap only become relevant when we use localization to assert
the (weak) locality of the logarithm, which is when we apply Corollary 4.20 to V(1).
When we do that, we actually get expressions like logl �FD applied to U(1), which, as
in Lemma 4.19, gets decomposed to sums of functions such as g � FD with g smooth,
which is a smooth function, or c[l,l0] � FD which is in B1(D) and so Definition 4.4
applies. The conclusion is that the logarithm of V(1) is also weakly-local so that the
relative construction could just as well be applied to V.

4.23 Lemma. V and VE are (polynomially) local if U and UE are (exponentially) local.
Moreover the maps t 7! V(t) and t 7! VE(t) are strongly differentiable and their respec-
tive generators HV = i V̇V⇤ and HVE = i V̇EV⇤

E are weakly-local.
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Proof. The first fact is a direct consequence of Corollary A.26, FD being smooth.
For the derivatives we compute for t, s 2 [0, 1], using Lemma A.25 and the resol-
vent identity,

V(s)� V(t) =
1

2p i

Z
d z d z̄(∂z̄ F̃D(z))RU(s)(z)(U(s)� U(t))RU(t)(z)

where F̃D is a quasi-analytic extension of FD and RU(s)(z) = (U(s)� z)�1, that is
norm-continuous in s. Hence

∂tV(t) = s � lim
s!t

V(s)� V(t)
s � t

=
1

2p i

Z
d z d z̄(∂z̄ F̃D(z))RU(t)(z)(∂tU)(t)RU(t)(z) .

Since kRU(t)(z)k  C||z| � 1|�1 and |∂z̄ F̃|  C||z| � 1|N for some N � 2 the
integral is convergent. Moreover H and U are local thus so are ∂tU = � i HU
and RU(t), the latter by the Combes-Thomas estimate. Since F̃D is compactly sup-
ported we deduce that ∂tV is (polynomially) local, and so is HV by Lemma A.11.
We proceed similarly for VE.

4.24 Lemma. The differences VE � i⇤Vi and HVE � i⇤HV i are weakly-local and confined
in direction 1, uniformly in t 2 [0, 1].

Proof. This looks like a consequence of Lemma 4.21 (see also [GT18, Prop. 4.10]).
However since i⇤Ui is not a unitary, it is not obvious how to directly implement
functional calculus on it. Instead we should first reformulate this result in the
bulk picture. In what follows D denotes an operator that is local and confined in
direction 1. We claim that

U = iUEi⇤ + jU� j⇤ + D (4.36)

where j : H� ,! H and j⇤ : H ⇣ H� with H� = `2((Z \ N)⇥ Z)⌦ CN is the
left half space. Note that jj⇤ = 1� P1, j⇤ j = 1, and j⇤i = i⇤ j = 0. Finally U� is
generated by H� := j⇤Hj, so that both are local like HE and UE are. The proof of
(4.36) is completely analogue to Lemma 4.21 and relies on the fact that [P1, H] is
local and confined in direction 1.

Then we consider the unitary Ud := iUEi⇤ + jU� j⇤, that satisfies RUd(z) =
iRUE(z)i

⇤ + jRU�
(z)j⇤ where RU(z) = (U � z)�1. By (4.36) and the resolvent

identity we deduce

RU(z)� RUd(z) = �RU(z)DRUd(z) (4.37)
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We compute FD(U) and FD(Ud) through quasi-analytic functional calculus, see
Lemma A.25, leading to

FD(U)� FD(Ud) =
1

2p i

Z
d z d z̄(∂z̄ F̃D)RU(z)DRUd(z) .

On the right hand side the integral is convergent because of the decaying behav-
ior of ∂z̄ F̃D around S1, similarly to the previous proof. Moreover both resolvents
are local by Combes-Thomas estimate so that the integral is weakly-local and con-
fined in direction 1 by Corollary A.26. On the left hand side we have FD(Ud) =
iF(UE)i⇤ + jF(U�)j⇤, so that the difference i⇤(FD(U)� FD(Ud))i = i⇤Vi � VE has
the expected property.

It is then easy to show that ∂tVE � i⇤∂tVi is also weakly-local and confined
in direction 1, by using quasi-analytic functional calculus of Lemma 4.23 and
the fact that both ∂tUE � i⇤∂tUi and RUE(z)� i⇤RU(z)i are local and 1-confined,
respectively coming from Lemma 4.21 and (4.37). We deduce that HVE � i⇤HV i
has the expected property.

4.5.2 Stretch function invariance

l Fs1(z)

Fs2(z)

(a)

l Fs1(z)

Fs2(z)

(b)

Figure 4.3: In the proof, situation (a) happens as a rule and situation (b) never occurs by
choice of F.

Proof of Theorem 4.16. We assume that F : C ! C is a stretch function and have
V ⌘ F � U. As mentioned we assume F is smooth. Above we have shown that
I
0 = W(Vrel), so that our task now is to show that W(Vrel) = W(Urel). Let [0, 1] 3

s 7! Fs(·) be a homotopy that interpolates smoothly between the identity map
C 3 z 7! z at s = 0 and F at s = 1. Since F itself is a "stretching" of the mobility
gap D ✓ S1 onto the entire circle, we pick this interpolation such that it stretches
about the branch cut l 2 D. This point is crucial and will be used later on, in
that it means no eigenvalue of Fs(U(1)) crosses l as s changes. The gist of the
argument is as follows. All maps involved are continuous (even smooth) except
one, logl. While this map indeed has a jump discontinuity, the particular form
of deformation which we choose doesn’t ever cross this point of discontinuity–in
other words, l is a fixed point of the deformation (see Figure 4.3).
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The smoothness assumption means that, in particular, for fixed z, s 7! Fs(z) is
differentiable, for all s, z 7! Fs(z) is smooth (so Fs(U(t)) is local for all t and it
makes sense to take the derivative of t 7! Fs(U(t))) and for fixed z, s 7! F

0
s(z)

is differentiable. In addition, because s 7! Fs interpolates between 1 and F, the
mobility gap never closes (it only gets stretched from D ! S1

\ { 1 }) for all s, l
is within the mobility gap of Fs(U(1)) so that logl(Fs(U(1))) is weakly-local for
all s.

Hence W(Fs(U)rel) is well-defined and integer valued for all s, so it suffices
to prove that |W(Fs1(U)rel)� W(Fs2(U)rel)| < 1 for any s1, s2 2 [0, 1] with |s1 �

s2| sufficiently small. Recall that W(V rel) = W(V) � W(Vl) so that by the tri-
angle inequality we can work separately with |W(Fs1(U)) � W(Fs2(U))| and
|W(Fs1(U)l) � W(Fs2(U)l)|, though each part is not separately an integer. To
probe the smallness of these expressions we use Lemma 4.25.

We will use Claim A.32. This is boosted, using the weakly-local properties,
to Lemma A.23 and Lemma A.24. Note that in order to use these lemmas, one
must have uniform exponents µ and n which is certainly not part of the context
in Appendix A.2.1. However, this is actually not a problem since the form of
weak-locality that is produced by Corollary A.26 gives us the ability to choose
the minimal exponents µ once and for all. The exponent n is actually not even
necessary here since the deformation is always applied on U(1) which is honestly
local and not just weakly-local, but even if that weren’t the case, one can just
choose a universal n which makes Âx(1 + kxk)�n finite.

Since s 7! Fs(z) is differentiable,

s-lim
#!0

1
#
(Fs+#(U(t))� Fs(U(t))) = ∂sFs(U(t)),

so that 1
# T(Fs+#(U(t)) � Fs(U(t))) ! T∂sFs(U(t)) in trace-class norm for any

trace-class T. Similarly we handle also ∂tFs(U(t))) = F
0
s(U(t)))U̇(t) which is also

differentiable as a function of s. Since Fs(U(t))) is weakly-local for any value of s,
we also have similar convergence for the spatial derivatives: 1

# Ta∂b(Fs+#(U(t))�
Fs(U(t))) ! Ta∂b∂sFs(U(t)) in trace-class norm for any Ta which is weakly-local
and confined in the a direction. We conclude that |W(Fs1(U))� W(Fs2(U))| can
be made arbitrarily small as s2 ! s1.

When dealing with |W(Fs1(U))l)� W(Fs2(U)l)|, it might appear that we are
stuck, since (Fs1(U))l(t) ⌘ exp(t logl(Fs1(U(1)))) and logl is not continuous.
Furthermore, algebraic laws like log( z1

z2
) = log(z1) � log(z2) only hold mod

2p i in general, which could introduce jump discontinuities. Since Fs1(U(1)) and
Fs2(U(1)) are functions of the same operator U(1), they commute and hence
have the same diagonalization. Indeed, let P be the projection-valued spectral
measure of U(1). Then

logl(Fs1(U(1)))� logl(Fs2(U(1))) =
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=
Z

z2S1
logl(Fs1(z))d P(z)�

Z

z2S1
logl(Fs2(z))d P(z)

=
Z

z2S1
(logl(Fs1(z))� logl(Fs2(z)))d P(z) .

Now, since l is a fixed point of the deformation in s and since the deformation is
continuous in s, Fs1(z) and Fs2(z) (for sufficiently small |s1 � s2|) are sufficiently
close on the circle and on the same "side" of the cut so that the algebraic rule of
the logarithm holds without the mod 2p i. Hence

logl(Fs1(U(1)))� logl(Fs2(U(1))) =

=
Z

z2S1
logl(Fs1(z)(Fs2(z))

�1)d P(z)

= logl(Fs1(U(1))(Fs2(U(1)))�1) .

This gives

Fs1(U))l(t)� Fs2(U))l(t) ⌘
⌘ exp(t logl(Fs1(U(1))))� exp(t logl(Fs2(U(1))))

= Fs1(U))l(t)(1� et logl(1+(Fs2 (U(1))(Fs1 (U(1)))�1
�1)) .

We thus find that

s-lim
#!0

1
#
((Fs+#(U))l(t)� (Fs(U))l(t)) = t(Fs(U))l(t)(∂sFs)(U(1))(Fs(U(1)))�1 ,

which is weakly-local, as l always falls within the mobility gap of Fs(U(1))). For
the time derivative we get similar formulas and following the same argument
as above, we find that |W(Fs1(U))l)� W(Fs2(U)l)| can also be made arbitrarily
small.

4.25 Lemma. For any two unitary maps A, B : [0, 1] ! U (H) which are differentiable,
whose derivatives are bounded too, and which are weakly-local, we have

|W(A)� W(B)|  sup
[0,1]

kT1(A � B)k1 + kT2(Ȧ � Ḃ)k1+

+ sup
a,b

(kT3a(A � B),bk1 + k(A � B)⇤,aT4bk1+ (4.38)

+ k(A � B)⇤,a(A � B),bk1)

where T1, T2 are some (time-dependent) trace class operators depending on A, B their
derivatives w.r.t. time and their spatial derivatives, the supremum over a, b is over the
two possibilities where a 6= b. Then T3a, T4b is a weakly-local operator confined in the
a, b direction.
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Proof. We start from (4.6) which says

W(A) = �
1
2

Z 1

0
tr #ab ȦA⇤A,a A⇤A,b A⇤

to get

|W(A)� W(B)| 
1
2

sup
[0,1]

k#ab(ȦA⇤A,a A⇤A,b A⇤
� ḂB⇤B,aB⇤B,bB⇤)k1


1
2

sup
a,b,[0,1]

kȦA⇤A,a A⇤A,b A⇤
� ḂB⇤B,aB⇤B,bB⇤

k1


1
2

sup
a,b,[0,1]

(kȦA⇤(A,a A⇤A,b A⇤
� B,aB⇤B,bB⇤)k1+

+ k(ȦA⇤
� ḂB⇤)B,aB⇤B,bB⇤

k1)


1
2

sup
a,b,[0,1]

(kȦkkA,a A⇤A,b A⇤
� B,aB⇤B,bB⇤

k1+

+ kȦkk(A � B)B,aB⇤B,bB⇤
k1 + k(Ȧ � Ḃ)B⇤B,aB⇤B,bk1) .

The supremum is over all times in [0, 1] and all a, b equal to 1, 2 (without a = b).
We concentrate on the term kA,a A⇤A,b A⇤

� B,aB⇤B,bB⇤
k1 since the two other

terms are in their final desired form. Because A, B are unitary we have A,a A⇤ =
�AA⇤

,a so that

A,a A⇤A,b A⇤
� B,aB⇤B,bB⇤ = �AA⇤

,a A,b A⇤ + BB⇤

,aB,bB⇤

= (B � A)A⇤

,a A,b A⇤
�

� B(A⇤

,a A,b � B⇤

,aB,b)A⇤+

+ BB⇤

,aB,b(B � A)⇤ .

Only the middle line is not in the form we want, so that we write,

A⇤

,a A,b � B⇤

,aB,b = A⇤

,a(A � B),b + (A � B)⇤,a Ab � (A � B)⇤,a(A � B),b .
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At the end of this journey we conclude with a few comments about prospects for
future research.

topological insulators While the IQHE has been studied extensively, topo-
logical insulators have existed in science for less than two decades. There are still
many things we do not know. One of the biggest questions is the experimental valid-
ity of the bottom eight rows of Table 1.1, i. e. the real class. While some experimental
findings seem to support the case for class AII materials in two-dimensions [Kön+07]
and three-dimensions [Che+09], other experiments have shown that even with mag-
netic fields the topological effects persist and perhaps what is more important is reflec-
tion symmetry [Du+15], see also discussion in [ZZS14]. In class DIII, an experimental
study on topological superconductors [Sas+11] found evidence for three-dimensional
non-trivial topology, and [Lev+13] presents another study. In class D in one dimen-
sion, the Kitaev chain [Kit01] is a Real example of a non-trivial cell of Table 1.1 with a
Z2 invariant. According to [Fra13] it is still unclear whether there is sufficiently strong
experimental evidence for its existence.

As was noted in Section 1.3, while [BKR17; Kub17] contain a rather full classification
of Table 1.1 culminating in a proof of Principle 1.8, it is limited to the spectral gap
regime. [GS16] extends to the mobility gap regime. On the bulk side this has been
done for covariant operators in [BvS94], but for our deterministic mobility gap regime,
one would like a proper definition of H,H] and most importantly Open(H), Open(H]).
In fact, besides the proof that N is continuous with respect to the Fermi energy in the
IQHE, [EGS05, Prop. 2], there isn’t even a (deterministic) proof of its local constancy
in general, something we hope to mend in the near future. Proving this would involve
extending Fredholm theory by dropping the constraint of essential gap and instead
employing a constraint of the form Definition 1.27.

It is also the case that various descriptions of the invariants and their inter-relations
have not yet been fully explored. For instance, it is not clear why the Fu-Kane-Mele Z2
invariant [FK07] is related to the Q-odd Fredholm index of (1.2). It is also unclear how
the IQHE is a "chiral-anomaly" in the sense of the Fujikawa description in effective
field theory (as described e. g. in [PS95, pp. 664]), and how this relationship can be
made quantitative.

Furthermore, is it possible to make a quantitative connection (at least in one di-
mension) between the Lyapunov spectrum at zero energy and other symmetry classes
of Table 1.1? This has been explored also in [LSS13], and references therein. Since in
one dimension one could argue that all edge invariants are defined by some signed
number of zero modes, which is what the Lyapunov spectrum counts, this seems like
a reasonable conjecture. Can there be such a connection also in higher dimensions?
Would it ever be possible to explore the topological phase transition and finally exhibit
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a localization-delocalization-localization process as we let some parameter of the sys-
tem very such that its Chern number passes from 1 to 0 being undefined somewhere
in between?

And then there is the question of interactions. The FQHE, which has been studied
thoroughly with great success [FS93; Lau83; MR91], but our topological understanding
of it is lacking, in the sense that going from a microscopic many-body Hamiltonian to
Principle 1.8 seems out of reach at the moment. Preliminary studies from the perspec-
tive of edge states [FK11] show that in one-dimension for class BDI systems, one has
for instance G ⇠= Z8.

random schrödinger operators While the theory of localization has been
with us for many more decades, some famous long standing conjectures still defy
a solution. Perhaps the biggest one is the extended states conjecture, which could be
phrased in various different ways (some implying others) for the Anderson model
(1.15):

• Show D(E) 2 (0, •) for such E for which Definition 1.21 does not hold.

• By (1.19) this is equivalent to the same statement about sij(E).

• Show that sac(H) 6= ? for sufficiently small l 6= 0.

• Show that for some E and l 6= 0 sufficiently small one has

lim inf
h!0+

E[kG(x, x; E + i h)k2] < • .

Some early progress has been made on the Bethe lattice instead of Zd [Kle98], and
since then this question lay somewhat dormant. Recently a preprint appeared [Ueb16]
which seems to suggest that in the special case of Dirac potentials one could say
something.

Even more daunting seems to be the problem of complete localization in two-
dimensions, since the nature of the localized dynamics could probably only be ex-
hibited in the limit of infinite time. The lattice Bernoulli Anderson model localization
remains unsolved, though [Imb17] seems to be getting rather close via the MSA (cf.
[BK05]).

What is particularly interesting is the possibility of answering some of these above
questions by the usage of topology. For instance, [GKS07] proves that for the random
Landau Hamiltonian there is at least one point where the localization length diverges,
which should coincide with the (unperturbed) Landau level. In [FGW00] the authors
prove sac(H) 6= ? for the edge sample in the IQHE via Mourre theory, guided by
the heuristic fact that the IQHE edge supports current along its edge. See also [BP].
It would be interesting to extend that result to the mobility gap regime for lattice
Hamiltonians, in the setting of [EGS05].



A
A P P E N D I X

a.1 almost-sure bounds

In this section we want to prove Proposition 1.26, or rather a slightly more general
version of it.

A.1 Proposition. Let Ai : W ! B(`2(Zd) ⌦ CN) be a family of random operators
indexed by i 2 I for some set I. If

E[sup
i2I

khdx, Aidyik]  C e�µ|x�y| (x, y 2 Zd) (A.1)

for some constants C < •, µ > 0, then almost-surely, for some (random) constant C0 > 0,
and any deterministic µ0

2 (0, µ), a 2 `1(Zd) we have

sup
i2I

khdx, Aidyik  C0
1

|a(x)|
e�µ0

kx�yk

Proof. By Fatou’s lemma we can bound

E Â
x,y2Zd

sup
i2I

khdx, Aidyik e+µ0
kx�yk

|a(x)|

by
lim inf
L!Zd

Â
x,y2L

E sup
i2I

khdx, Aidyik e+µ0
kx�yk

|a(x)| .

We now use our hypothesis (A.1) to get that this expression is estimated by

lim inf
L!Zd

Â
x,y2L

C e�(µ�µ0)|x�y|
|a(x)| .

If we interpret kxk for x 2 Zd as the 1-norm, i. e. kxk ⌘ Âd
j=1 |xj|, and use

the formula Âj2Z e�n|j| = coth( n
2 ), we find that this last expression is equal to

C(coth( µ�µ0

2 ))d
kak1 < •.

Hence E Âx,y2Zd supi2I khdx, Aidyik e+µ0
kx�yk

|a(x)| is finite. But an integrable
non-negative function must be be finite almost-everywhere, that is, there is some
(random) constant C0 < • such that almost-surely,

Â
x,y2Zd

sup
i2I

khdx, Aidyik e+µ0
kx�yk

|a(x)| < C0 .
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But then,

sup
i2I

khdx, Aidyi e+µ0
kx�yk

|a(x)|  Â
x0,y02Zd

sup
i2I

khdx0 , Aidy0 i e+µ0
kx0�y0k

|a(x0)|

 C0 .

a.2 locality

We define various notions of locality for operators which encode the structure of space
(otherwise, all separable Hilbert spaces are isomorphic to `2(N)) and the associated
dynamics.

Let d, L 2 N�1 be given. Define the Hilbert space Hd,L := `2(Z)d
⌦ CL; the position

basis of `2(Zd) is denoted by (dx)x2Zd . Given an operator A 2 B(Hd,L) and two points
x, y 2 Zd we define the linear map Axy := hdx, Adyi : CL

! CL between the internal
spaces. The norm k · k on such maps is chosen as the matrix trace norm and the norm
on Zd may be taken as the 1-norm on Rd: kxk1 ⌘ Âd

j=1 |xj|.

A.2 Definition (Locality). An operator A 2 B(Hd,L) is said to be (exponentially)
local iff there are some constants C < •, µ > 0 such that

kAxyk  C e�µkx�yk (x, y 2 Zd) . (A.2)

A is said to be polynomially-local iff for any a 2 N sufficiently large, there are some
constants Ca < •, µa > 0 such that

kAxyk  Ca(1 + µakx � yk)�a (x, y 2 Zd) . (A.3)

A.3 Example (Finite-hopping). If A 2 B(Hd,L) obeys the constraint that Axy = 0
for all kx � yk > R for some given R 2 N then A is called a finite-hopping operator
of range R. Finite hopping operators are of course local.

This is a precise way to formulate the expected locality of Hamiltonians in Def-
inition 1.1. Indeed, most concrete models for Hamiltonians that one encounters in
physics are of finite hopping. This requirement embodies the principle that physi-
cal laws are local in real space. A generic lattice Hamiltonian may be written using
multi-index notation as follows. Let Rj be the right-shift operator on the jth axis:
(Rjy)x ⌘ yx�ej with (ej)d

j=1 the standard basis of Rd. Given a multi-index a 2 Nd
�0,

we define Ra := ’d
j=1 Raj

j , which is unambiguous since [Rj, Rk] = 0 for all j, k. Next,
we pick for each multi-index a a sequence a(a) : Zd

! MatL(C) which induces a
multiplication operator A(a) on Hd,L. Then

H = Â
a

A(a)Ra + (Ra)⇤(A(a))⇤ .
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If this sum is finite then H is of finite range, and otherwise, in order to obey (A.2), we
must have a(a) decay in |a| ⌘ Âd

j=1 aj.
To calibrate these statements, consider the following. Iff H is translation invariant,

all sequences a(a) are constant, iff A(a) commute with all shift operators, in which
case the decay in |a| is a statement about the smoothness in quasi-momentum of the
function associated to the multiplication operator FHF

�1, with F as in (1.14).
It is not clear (to us) what kind of physics lies behind the distinction between ex-

ponential locality and polynomial locality, and mathematically they seem to imply
the same results (w.r.t. topological insulators), with the former easier to handle alge-
braically.

In accordance with the theory of localization for random (local) operators and its
almost sure consequence Proposition A.1, we define the notion of weak-locality which
is meant for certain Borel bounded functions of a local, localized operator.

A.4 Definition (Weak-locality). An operator A 2 B(Hd,L) is called (exponentially)
weakly-local iff there is a constant µ > 0, an element a 2 `1(Zd) and a constant
Ca < • such that

kAxyk  Ca
1

|a(x)|
e�µkx�yk (x, y 2 Zd) . (A.4)

A is said to be polynomially-weakly-local iff there is an element a 2 `1(Zd) such that
for any a 2 N sufficiently large there are constants Ca,a < •, µa > 0, such that

kAxyk  Ca,a
1

|a(x)|
(1 + µakx � yk)�a (x, y 2 Zd) . (A.5)

The point about the qualifier "weakly" is that while there is (exponential or poly-
nomial) decay in the off-diagonal direction (i. e. in kx � yk), the estimate allows for
explosion in the diagonal direction (i. e. in kxk). In the language of [Rio+96], if H is
SUDL then exp(� i ·H) is weakly-local. This was introduced first in the context of
deterministic strongly disordered topological insulators in [EGS05].

A.5 Example. In applications, one usually takes a#(x) := e�#kxk for some # > 0 or
an(x) := (1 + kxk)�n for n � d + 1.

A.6 Remark. Clearly locality implies weak-locality, and exponential decay implies
polynomial decay.

In this language, (deterministic) localization of an operator in an interval (a, b) is the
statement that locality of an operator implies weak-locality of its spectral projections
associated with (a, b) as well as with (�•, c) for all c 2 (a, b). Contrast this with the
consequence of a spectral gap in (a, b), which says: Locality of an operator implies
locality of its spectral projections associated with (a, b) as well as with (�•, c) for all
c 2 (a, b), which is Proposition 2.35. This is true also for the holomorphic functional
calculus, which is associated with probing the system at finite distances from the real
axis, that is, probing the dynamics at finite time intervals.
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The Helffer-Sjöstrand formula Corollary A.26 implies that the smooth functional
calculus of an (exponentially) local operator is polynomially local. This is associated
with probing the dynamics for infinite time, but (morally) in a much less direct and
more gentle way than with the Borel bounded functional calculus, which requires the
full strength of localization to control.

Sometimes, for example, in Lemma 4.19, we want to get estimates on functions
which are piecewise-smooth, where the discontinuities happen in localized regions of
the spectrum. When that happens, we get the "worst" of both worlds: we must add
the "weakly" qualifier due to (deterministic) localization and also the (polynomial)
qualifier due to using the Helffer-Sjöstrand formula.

For topological invariants, we shall now work towards showing that the notion of
polynomial weak locality is sufficient to have the invariants well-defined.

a.2.1 The weakly-local star-algebra

Here we specify (since this is all what we need) to a being polynomial and hence
get the following definition (for brevity we drop the polynomial qualifier, and also
somewhat simplify (A.5) but in an equivalent way):

A.7 Definition. (Weakly-local operators) The operator A is said to be weakly-local
iff there is some n � 0 such that for any µ > 0 sufficiently large there is some
constant Cµ < • with

kAxyk  Cµ(1 + kx � yk)�µ(1 + kxk)n (x, y 2 Zd) . (A.6)

In our application, the sufficiently large value of µ will usually be 2 (Corollary A.26)
and fixed throughout for all operators. However, to discuss the algebraic properties
we allow this value to be arbitrary.

A.8 Remark. In the above definition, when n = 0, the operator is polynomially
local.

A.9 Remark. One could choose various other ways to encode the off-diagonal
decay of an operator. Compare with [EGS05, Section 3.3], which illustrates how to
encode (exponential) decay either with bounds on matrix elements or by estimates
on the operator norm of a space-weighted version of the operator. Here we refrain
from reformulating (A.6) in different ways.

A.10 Lemma. The transpose of a weakly-local operator is again weakly-local.

Proof. Assume A obeys Definition A.7. Then picking µ > n,

kAxyk  Cµ(1 + kx � yk)�µ(1 + kxk)n

 Cµ(1 + kx � yk)�(µ�n)(1 + kyk)n(1 + kyk)�n(1 + kx � yk)�n(1 + kxk)n .
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But now, 1+kxk
(1+kyk)(1+kx�yk) 

1+kxk
1+kyk+kx�yk and using the reverse triangle inequality,

kx � yk � kxk � kyk so that this fraction is smaller than or equal to one. So is its
nth power.

We find that kAxyk  Cµ+n(1 + ky � xk)µ(1 + kyk)n for all µ sufficiently large;
in other words, AT is weakly-local (though with different constants).

A.11 Lemma. The weakly-local operators form a star-algebra.

Proof. Due to Lemma A.10 the linearity of taking matrix elements and the trian-
gle inequality of the matrix norm, we only verify the product property. Let A, B
be two given weakly-local operators with constants CA

µ , CB
µ respectively. Then for

any µ > 0 sufficiently large (for both A and B) and n := max({nA, nB}) we have,

k(AB)xyk  Â
z
kAxzkkBzyk

 Â
z

CA
µ (1 + kx � zk)�µ(1 + kxk)nCB

µ (1 + kz � yk)�µ(1 + kzk)n

(A.7)

 CA
µ CB

µ (1 + kxk)n Â
z
(1 + kx � zk)�µ(1 + kz � yk)�µ(1 + kzk)n .

Now note that (1 + kx � zk)(1 + kz � yk) � 1 + kx � zk+ kz � yk � 1 + kx � yk
so that

k(AB)xyk  CA
µ CB

µ (1 + kxk)n(1 + kx � yk)�µ/2

⇥ Â
z
(1 + kx � zk)�µ/2(1 + kz � yk)�µ/2(1 + kzk)n .

Assume further that µ > 2n has been chosen. Then (1+ kx� zk)�µ/2(1+ kzk)n


( 1+kzk
1+kx�zk )

n
 (1+ kxk)n by (1+ kxk)(1+ kx� zk) � 1+ kxk+ kx� zk � 1+ kzk.

We conclude that

k(AB)xyk  CA
µ CB

µ (1 + kxk)2n(1 + kx � yk)�µ/2 Â
z
(1 + kz � yk)�µ/2

 CA
µ CB

µ

�
Â

z2Zd

(1 + kzk)�µ/2�(1 + kx � yk)�µ/2(1 + kxk)2n .

If now we also pick µ large enough so that the sum in the first parenthesis is
finite (e.g. µ > 2(d + 1)) then we find our result.

a.2.2 The weakly-local-and-confined two-sided ideal
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A.12 Definition. (Weakly-Local-and-Confined Operators) The operator A 2 B(H) is
said to be weakly-local-and-confined in direction i for i = 1, . . . , d iff there is some
n > 0 such that for any µ > 0 sufficiently large there is some constant Cµ < •
with

kAxyk  Cµ(1 + kx � yk)�µ(1 + |xi|)
�µ(1 + kxk)n (x, y 2 Zd) (A.8)

We see that adding the "confined" condition guarantees that the operator has also
diagonal decay at least in one direction.

A.13 Lemma. If A is weakly-local and confined in direction i then so is AT.

Proof. Since kxk � |xi|, we have (1 + kxk)�µ
 (1 + |xi|)�µ, and hence,

kAxyk  Cµ(1 + kx � yk)�µ/2(1 + |xi � yi|)
�µ/2(1 + |xi|)

�µ(1 + kxk)n

 Cµ(1 + kx � yk)�µ/2((1 + |xi � yi|)(1 + |xi|))
�µ/2(1 + kxk)n

Now, (1 + |xi � yi|)(1 + |xi|) � 1 + |xi � yi|+ |xi| � 1 + |yi|, so that

kAxyk  Cµ(1 + kx � yk)�µ/2(1 + |yi|)
�µ/2(1 + kxk)n

Now we can follow the same procedure as in Lemma A.10 to replace the (1 +
kxk)n factor with a (1 + kyk)n (by worsening the constants).

A.14 Lemma. If A is weakly-local-and-confined in direction i, then for all µ sufficiently
large and n as in Definition A.12 we have k(1 + kXk)�n(1 + |Xi|)µ Ak < •.

Proof. We use Holmgren’s bound and the assumed bound in Definition A.12 to
get

k(1 + kXk)�n(1 + |Xi|)
µ Ak  max

x$y
sup

y
Â
x
k((1 + kXk)�n(1 + |Xi|)

µ A)xyk

 max
x$y

sup
y

Â
x
(1 + kxk)�n(1 + |xi|)

µ
kAxyk

 max
x$y

sup
y

Â
x
(1 + kxk)�n(1 + |xi|)

µ
⇥

⇥ Cµ(1 + kx � yk)�µ(1 + |xi|)
�µ(1 + kxk)n

= Cµ Â
x2Zd

(1 + kxk)�µ < • ,

assuming µ is chosen sufficiently large so that this last sum is finite.
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A.15 Lemma. The space of weakly-local-and-confined in direction i operators forms a
star-closed two-sided ideal within the star-algebra of weakly-local operators.

Proof. The additive subgroup property follows by the linearity of taking matrix
elements as well as the triangle inequality of the matrix norm associated to CN .
The star-closure follows due to Lemma A.13.

Let now A be weakly-local and confined in direction i and B be merely weakly-
local. Then pick µ > 0 sufficiently large for both A and B and denote
n := max({nA, nB}), to get

k(AB)xyk  Â
z
kAxzkkBzyk

 Â
z

CA
µ (1 + kx � zk)�µ(1 + |xi|)

�µ(1 + kxk)nA⇥

⇥ CB
µ (1 + kz � yk)�µ(1 + kzk)nB

= CA
µ CB

µ (1 + |xi|)
�µ

⇥

⇥ Â
z
(1 + kx � zk)�µ(1 + kxk)n(1 + kz � yk)�µ(1 + kzk)n .

Everything after (1+ |xi|)�µ is identical to (A.7) (after which we showed that the
remainder expression is estimated as weakly-local), so that we find AB is also
weakly-local and confined in direction i.

Since BA = (A⇤B⇤)⇤, A⇤ is weakly-local and confined in direction i, B⇤ is
weakly-local, so that by the previous paragraph, A⇤B⇤ belongs to this ideal as
well, and hence by the star-closure, BA as well.

A.16 Lemma. If A, B are weakly-local-and-confined in direction i, j respectively, then AB
is weakly-local and confined in directions i and j simultaneously.

Proof. Due to Lemma A.13 we may interchange which of the indices of the matrix
element we want to represent the confinement. Thus we are allowed to write, for
µ > 0 sufficiently large for both A and B, again with
n := max({nA, nB})

k(AB)xyk

 Â
z
kAxzkkBzyk

 Â
z

CA
µ (1 + kx � zk)�µ(1 + |xi|)

�µ(1 + kxk)n
⇥

⇥ CB
µ (1 + kz � yk)�µ(1 + |yj|)

�µ(1 + kzk)n

 CA
µ CB

µ (1 + |xi|)
�µ(1 + |yj|)

�µ
⇥

⇥ Â
z
(1 + kx � zk)�µ(1 + kxk)n(1 + kz � yk)�µ(1 + kzk)n .
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Now, by Lemma A.11 we know that the expression from Âz and after is estimated
by something which is weakly-local. Then we may again use Lemma A.13 to
replace the (1 + |yj|)�µ factor with (1 + |xj|)�µ.

As in [EGS05], multiplying d weakly-local-and-confined operators (each in a distinct
direction of all possible directions in Zd) gives trace class operators. Here our notion of
confined is however weaker because we have merely polynomial decay, which changes
very little. We denote the trace norm by k · k1.

Since we only use d = 1, 2 in this work, that’s the scope of the lemmas below, whose
generalization to arbitrary d is straight-forward.

A.17 Lemma. If A, B are both weakly-local, A also confined in direction 1 and B in
direction 2, then kABk1 < •.

Proof. Assume µ > 0 is sufficiently large for both A and B (with
n := max({nA, nB})). Using the freedom that Lemma A.13 affords, we may es-
timate via (A.16) that

kABk1

 Â
xyz

kAxzkkBzyk

 Â
xyz

CA
µ (1 + kx � zk)�µ(1 + |z1|)

�µ(1 + kzk)n
⇥

⇥ CB
µ (1 + kz � yk)�µ(1 + |z2|)

�µ(1 + kzk)n .

Now, (1 + |z1|)(1 + |z2|) � 1 + |z1|+ |z2| ⌘ 1 + kzk so that we find, by summing
first over z and then using translation invariance for the x and y sums,

kABk1  (Â
x
(1 + kxk)�µ)(Â

y
(1 + kyk)�µ)(Â

z
(1 + kzk)�(µ�2n)) .

If we pick µ > 0 sufficiently large so that all three sums are finite (e.g. µ �

2n + d + 1) then AB is indeed trace-class.

A.18 Lemma. For any switch function Definition 1.24 we have the estimate: for any µ >
0 we have some CLµ < • such that |L(n)� L(n0)|  CLµ(1+ |n � n0

|)+µ(1+ |n|)�µ

for all n, n0
2 Z.

Proof. For large |n| we have L(n0) = L(n) unless |n � n0
| > |n| /2. For such n

we have

��L(n)� L(n0)
�� (1 + |n � n0

|)�µ
 2kLk•(1 +

1
2
|n|)�µ
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which implies |L(n)� L(n0)|  C(1 + |n � n0
|)+µ(1 + |n|)�µ for some C < •,

for all but finitely many n. For the finitely many remaining n we have
��L(n)� L(n0)

��  2kLk•  C(1 + |n|)�µ

by adjusting the constant C, and thus the same estimate as the previous one as
well.

A.19 Corollary. If A is weakly-local then ∂i A is weakly-local and confined in direction i.

Proof. We have by the previous estimate on L, for any µ0 > 0 and µ > 0 suffi-
ciently large for A,

k(∂i A)xyk = |L(xi)� L(yi)|kAxyk

 CLµ0(1 + |xi � yi|)
+µ0

(1 + |xi|)
�µ0

CAµ(1 + kx � yk)�µ(1 + kxk)n

 CLµ0CAµ(1 + kx � yk)�(µ�µ0)(1 + |xi|)
�µ0

(1 + kxk)n .

We always take the worst rate of decay to find the form of (A.8) and hence the
result.

A.20 Corollary. For d = 1: If A is weakly-local then k∂Ak1 < •. For d = 2: if A is
weakly-local then k(∂1 A)∂2Ak1 < •. Moreover if A is also confined in direction i then
k∂j Ak1 < • for j 6= i.

A.21 Remark. If (An)n2N is a family of weakly-local operators with a uniform
estimate (i.e. the constants C, µ and n in (A.6) do not depend on n) then

(k(∂1An)∂2Ank1)n2N

is a bounded sequence.

Proof. One goes through the entire procedure that leads to Corollary A.20 and
verifies that since there is a uniform bound on the xy matrix elements k(An)xyk

(which doesn’t depend on n), all estimates are uniform in n, including the final
one.

a.2.3 Convergence properties of weakly-local operators

A.22 Lemma. If An ! A strongly within the star-algebra of weakly-local operators (so
A is also assumed to be weakly-local) then ∂j An ! ∂j A strongly within the ideal of
weakly-local-and-confined in direction j operators.
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Proof. We already know that ∂j An (for all n) and ∂j A are weakly-local-and-confined
in direction j by the results of Appendix A.2.2. Now let y 2 H be given. We have

k∂j Any � ∂j Ayk  kLj(An � A)y � (An � A)Ljyk

 k(An � A)yk+ k(An � A)Ljyk

! 0 .

A.23 Lemma. If An ! A strongly within the ideal of weakly-local-and-confined in direc-
tion 1 operators, all having a uniform both n and sufficiently large µ as in Definition A.12,
and T is weakly-local-and-confined in direction 2, then TAn ! TA in trace-class norm.

Proof. We have TAn = T(1+ |X1|)�µ(1+ kXk)n(1+ kXk)�n(1+ |X1|)µ An. WLOG,
we also pick µ such that T(1 + |X1|)�µ(1 + kXk)n is trace-class, and note that
(1 + kXk)�n(1 + |X1|)µ An ! (1 + kXk)�n(1 + |X1|)µ A strongly. We verify these
two statements:

kT(1 + |X1|)
�µ(1 + kXk)n

k1  Â
xy

kTxyk(1 + |y1|)
�µ(1 + kyk)n

 Â
xy

CT
µ (1 + kx � yk)�µ(1 + |y2|)

�µ

(1 + kyk)n(1 + |y1|)
�µ(1 + kyk)n

< • .

For the second statement, let Cn := An � A . Then

k(1 + kXk)�n(1 + |X1|)
+µCnyk2

⌘ h(1 + kXk)�n(1 + |X1|)
+µCny, (1 + kXk)�n(1 + |X1|)

+µCnyi

= h(1 + kXk)�2n(1 + |X1|)
+2µCny, Cnyi

 k(1 + kXk)�2n(1 + |X1|)
+2µCnykkCnyk

 k(1 + kXk)�2n(1 + |X1|)
+2µCnkkCnyk .

The first norm is finite (for each n) by Lemma A.14 and the second goes to zero
because Cn ! 0 strongly.

Then we use the result that if S is trace-class and Bn ! B strongly then
SBn ! SB in trace-class norm with S := T(1 + |X1|)�µ(1 + kXk)n and Bn :=
(1 + kXk)�n(1 + |X1|)µ An.

A.24 Lemma. If An ! A, Bn ! B strongly within the ideals of weakly-local-and-
confined in direction 1 and 2 respectively, all having a uniform both n and sufficiently
large µ as in Definition A.12, then AnBn ! AB in trace-class norm.
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Proof. We again write the factorization

AnBn = An(1 + |X1|)
µ(1 + kXk)�n

·

· (1 + |X1|)
�µ(1 + kXk)2n(1 + |X2|)

�µ
·

· (1 + kXk)�n(1 + |X2|)
µBn

= An(1 + |X1|)
µ(1 + kxk)�n

· (1 + |X1|)
�µ/2(1 + kXk)n(1 + |X2|)

�µ/2
·

· (1 + |X1|)
�µ/2(1 + kXk)n(1 + |X2|)

�µ/2
· (1 + kXk)�n(1 + |X2|)

µBn .

Now if µ is chosen sufficiently large, then the last expression is the product of
four factors. The first one converges strongly as shown in the lemma above. The
second and third are trace class and the fourth also converges strongly. Thus
we conclude the statement based on the properties of products of limits and the
previous lemma.

a.2.4 Helffer-Sjöstrand formula for unitary operators

The Helffer-Sjöstrand formula, which first appeared in [Dyn75], extends holomorphic
functional calculus to smooth functions. It was developed for Hermitian operators
but can be easily adapted to unitaries, with the simplification that the latter are al-
ways bounded. A formula was already proposed in [Mba15] for functions on S1

\ {1}
and based on Cayley transformation. Here we provide another proof for any smooth
function on S1 using a conformal mapping.

A.25 Lemma. Let f : S1
! C be a smooth function. There exists a quasi-analytic

extension f̃ : C ! C, i.e. f̃ |S1 = f and ∂z̄ f̃ |S1 = 0, such that for any unitary operator U

f (U) =
1

2p i

Z

C
(∂z̄ f̃ (z))(z � U)�1 d z d z̄ (A.9)

Moreover f̃ is compactly supported around S1 and satisfies |∂z̄ f̃ |  C||z|� 1|N for any
N � 2.

Proof. Any function f : S1
! C can be equivalently described by a periodic

function g : R ! C, through the conformal mapping w 7! z = ei w by g(w) =
f (ei w), satisfying g(w + 2p) = g(w) by construction. This bijective mapping
extends to the the annulus Ar where e�r < |z| < er corresponding to the strip
�r < I (w) < r. In both cases the smoothness of f and g are the same. Let
c : R ! C be a smooth function supported in (�r, r) and with c(x) = 1 near 0.
On the real line, we know from Ref. [HS00] that for N � 2

g̃(q, t) =
N�1

Â
k=0

g(k)(q)
(i t)k

k!
c(t) (A.10)
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is a quasi-analytic extension of g on the strip, namely g̃(q, 0) = g(q) and ∂w̄g|t=0 =
0, for w = q + i t and ∂w̄ = 1/2(∂q + i ∂t). Moreover, |∂w̄g|  C|t|N . We claim
that f̃ (z = ei(q+i t)) := g̃(q, t) is a quasi-analytic extension of f on the annulus.
Indeed f̃ coincides with f on S1 and

∂w̄ g̃ = ∂w̄(ei w)∂z̄ f̃ = � i z̄∂z̄ f̃ (A.11)

so that ∂z̄ f̃ |t=0 = 0. Moreover on the annulus one has e�r < | � i z̄| < er and
| ln x|  er

|x � 1| for x 2 (e�r, er) applied to x = |z| = e�t we infer |t| 

C||z|� 1| so that

|∂z̄ f̃ |  C||z|� 1|N (A.12)

with a different constant C. With the fact that k(z � U)�1
k  ||z| � 1|�1 for a

unitary U we deduce that the integral in (A.9) is absolutely convergent in norm.
Then we claim that for z0 2 S1

f (z0) =
1

2p

Z

C
(∂z̄ f̃ (z))(z � z0)

�1 d z d z̄ (A.13)

The integral is reduced to the annulus Ar since f̃ is supported inside it and has
to be understood as an improper integral on Ar \ A# when e ! 0. The equality
follows by [Mba15, Cor. 2.3], and (A.9) follows by the functional calculus.

A.26 Corollary. The smooth functional calculus of an exponentially local unitary is poly-
nomially local.

Proof. This is a direct consequence of the Helffer-Sjöstrand formula (A.9), the fact
that f̃ is smooth and compactly supported, and Combes-Thomas estimate [CT73]
(Proposition 2.35, [HJS09] in the context of unitaries): if U is local then it exists
0 < C < • such that

|RU(z)|x,y 
C

||z|� 1|
e�µ(z)kx�yk (A.14)

for µ > 0 small enough. For example one can take µ(z) = c||z|� 1| as in [EG02].
According to Lemma A.25 the quasi-analytic extension of f satisfies |∂z̄ f̃ (z)| 
C||z|� 1|N for N � 2 so that

| f (U)|x,y 
1

2p

Z
d z d z̄|∂z̄ f̃ (z)||RU(z)|x,y  CN(1 + ckx � yk)�N (A.15)
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a.3 functional analysis

A.27 Lemma. We have for T operating on `2(Zd)

kTk1  Â
n, n0

��T(n, n0)
�� . (A.16)

The bound is passed down to `2(Zd)⌦ CN provided | · | is interpreted as the trace norm
of operators on the second factor.

Proof. Let H be a Hilbert space and {jn}n an orthonormal basis. Then

kTk1 ⌘ Â
n0

hjn0 , |T| jn0 i  Â
n0

k |T| jn0 k = Â
n0

kTjn0 k  Â
n,n0

|hjn, Tjn0 i| ,

where we used kyk  Ân |hjn, yi| in the last step.

A.28 Claim. If F is of finite rank, then

kFk1  kFkdim (im (F))

Proof. Indeed, as F is of finite rank, we can generically write

F =
m

Â
j=1

ajuj
⌦
vj, ·

↵

for some m 2 N�0,
�

aj
 

j ✓ C (WLOG aj 6= 0 for all j) and two orthonormal bases
�

uj
 

j and
�

vj
 

for H. Then using the triangle inequality for k · k1, homogeneity,
and fact that kuj

⌦
vj, ·

↵
k1 = 1 we can estimate

kFk1  m
��ajmax

��

where jmax has the obvious meaning. But kFk =
��ajmax

�� so that we obtain the
result.

The following result may be found e. g. in [EG02, Eq. (56)].

A.29 Claim. Let H be any separable Hilbert space and { An }n2N a sequence that con-
verges strongly to some Ã 2 B(H). If B 2 J1 (H) then { AnB }n2N converges in
trace-class norm to ÃB.

We first solve the finite-rank problem:
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A.30 Claim. If F 2 B(H) is of finite rank then { AnF }n2N converges in trace-class
norm to ÃF, i.e. we have

k
�

An � Ã
�

Fk1
n!•
�! 0

Proof. Without loss of generality we may write F = Âm
j=1 ajuj

⌦
vj, ·

↵
for some

m 2 N�0,
�

aj
 

j ✓ C (WLOG aj 6= 0 for all j) and two orthonormal bases
�

uj
 

j
and

�
vj
 

. Then

k
�

An � Ã
�

Fk1 = k
�

An � Ã
� m

Â
j=1

ajuj
⌦
vj, ·

↵
k1



m

Â
j=1

��aj
�� k

�
An � Ã

�
uj
⌦
vj, ·

↵
k1

But observe that kj hy, ·i k1 = kjkkyk = 1, so that

k
�

An � Ã
�

Fk1 

m

Â
j=1

��aj
�� kvjk|{z}

=1

k
�

An � Ã
�

ujk

=
m

Â
j=1

��aj
�� k

�
An � Ã

�
ujk

But An ! Ã strongly, which means in particular that k
�

An � Ã
�

ujk
n!•
�! 0.

That is, 8# > 0 there is some N
�
#, uj

�
2 N such that if n 2 N

�N(#, uj) then

k
�

An � Ã
�

ujk < #. Now let # > 0 be given. Thus if n 2 N is such that

n � max

 (
N

 
#

m
��aj

�� , uj

! ����� j 2 Jm

)!

we have

k
�

An � Ã
�

Fk1 <
m

Â
j=1

��aj
�� #

m
��aj

�� = # .

Next, we obtain a uniform bound on kAn � Ãk:
A.31 Claim. We have for some P < •,

sup
�� �� An � Ãk|n 2 N

 �
 P .

Proof. For brevity define Cn := An � Ã. Then we have Cn ! 0 strongly and want
to show that

sup ({kCnk|n 2 N}) < •
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Assume the claim is false. Let M > 0. Then there is some m (M) 2 N such that

kCm(M)k > M

Now,

kCnk ⌘ sup ({ k Cnyk|y 2 H : kyk = 1 })

so that by the approximation property for the supremum we have 8d > 0 some
yn

d 2 H with kyn
d k = 1 and

kCnk < kCnyn
d k+ d

and since kCm(M)k > M we have (now applying the approximation property of
the supremum at n = m (M)):

M < kCm(M)y
m(M)
d k+ d

and if we pick d := 1
2 M we get

1
2

M < kCm(M)y
m(M)
1
2 M

k

In particular we obtain that the (double) sequence { k Cnyk }n, y is not bounded.
But the sequence { k Cnyk }n, y converges pointwise to 0 (for any y), and is

bounded in y (for any n) as Cn 2 B (H), hence we obtain a contradiction.

And finally we are ready for the

Proof of Claim A.29. We know that the finite-rank operators are dense in the trace-
class operators with respect to the trace-class norm, so that for all # > 0 there is
some finite rank operator F# such that

kF# � Bk1 < #

and in addition from the above claim we know that there is some M (#, F) 2 N

such that if n 2 N�M(#, F) then

k
�

An � Ã
�

Fk1 < #

for some finite rank operator F.
So that if n 2 N is such that

n � M
⇣ #

2
, F#

2 P

⌘
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then

kAnB � ÃBk1 = k
�

An � Ã
� ⇣

B � F#
2 P

⌘
+
�

An � Ã
�

F#
2 Pk1

 k
�

An � Ã
� ⇣

B � F#
2 P

⌘
k1 + k

�
An � Ã

�
F#

2 Pk1
| {z }

< #
2

 kAn � ÃkkB � F#
2 Pk1 +

#

2
 sup

��
kAn � Ãk|n 2 N

 �
kB � F#

2 Pk1 +
#

2
< P kB � F#

2 Pk1
| {z }

< #
2 P

+
#

2

< #

A.32 Claim. Let H be a separable Hilbert space where { An }n2N ✓ B (H) is a sequence
converging strongly to some Ã 2 B (H) and { Bn }n2N ✓ J1 (H) is a sequence converg-
ing in trace-class norm to some B̃ 2 J1 (H). Then { AnBn }n2N ✓ J1 (H) is a sequence
converging in trace-class norm to ÃB̃ 2 J1 (H).

Proof. We use the same notation as in the proof of A.29:

kAnBn � ÃB̃k1 = kAnkkBn � B̃k1 + k
�

An � Ã
�

B̃k1


�
kAn � Ãk+ kÃk

�
kBn � B̃k1 + k

�
An � Ã

�
B̃k1


�
sup

�� �� An � Ãk|n 2 N
 �

+ kÃk
�
kBn � B̃k1 + k

�
An � Ã

�
B̃k1


�

P + kÃk
�
kBn � B̃k1 + k

�
An � Ã

�
B̃k1

�! 0

where the last line follows by our hypothesis on { Bn }n2N and by A.29.

a.4 probability

A.33 Proposition. We have
vuutE[(

n

Â
j=1

log(kAjk))4]  n2
q

E[log(kA1k)4]

where {Aj}j are independent variables.
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Proof. Using the multinomial theorem we find

E[(
n

Â
j=1

log(kAjk))
4] = E[ Â

k1+···+kn=4

 
4

k1, . . . , kn

!
n

’
j=1

log(kAjk)
kj ]

= Â
k1+···+kn=4

 
4

k1, . . . , kn

!
E[

n

’
j=1

log(kAjk)
kj ]

(Independent Variables)

= Â
k1+···+kn=4

 
4

k1, . . . , kn

!
n

’
j=1

E[log(kAjk)
kj ]

(Independent Variables)

= Â
k1+···+kn=4

 
4

k1, . . . , kn

!
n

’
j=1

E[log(kA1k)
kj ]

(Jensen)

= n4E[log(kA1k)
4] .

A.34 Proposition. Consider the subset of the complex plane

Dc,t := {z 2 C||
z

z2 � c2 | > t}

for c 2 C and t > 0 and the line R 3 l 7! z := al+ b (a, b 2 C, |a| = 1) parametrized
by arclength. Then its intersection with Dc,t is bounded in Lebesgue measure as

|{l 2 R|z 2 Dc,t}| 
4
t

.

Proof. Since the statement is invariant w.r.t. rotations of c, a, b about the origin,
we may assume c � 0. We then estimate the measure when Dc,t is replaced by its
intersection with the right half-plane {z 2 C|R {z} � 0} (and likewise for the
left one). Then

|
z

z2 � c2 | =
1

|z � c|
|

z
z + c

| 
1

|z � c|

because R {z} + c � R {z} there, which implies Dc,t \ {z|R {z} � 0} ✓

{z||z � c| < t�1
}. The intersection of that disk with any line is of length 2t�1

at most.
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a.5 linear algebra

A.35 Proposition. ([BL85] Lemma III.5.4) If M 2 MatL⇥L(C) has |det(M)| = 1 then
for any j 2 {1, . . . , L} and v 2 ^

jCL we have

| log(k ^j Mk)|  j(L � 1) log(kMk)

and

| log(
k ^

j Mvk
kvk

)|  j(L � 1) log(kMk) .

Proof. First note that k ^j Mk is the product of the first j singular values:

k ^
j Mk = s1(M) . . . sj(M)

so that

k ^
j Mk  kMk

j .

Conversely,

k ^
j Mk

�1
 k(^j M)�1

k = k ^
j M�1

k  kM�1
k

j .

For any invertible matrix we have

kM�1
k 

kMk
L�1

|det(M)|
,

so that in our case

k ^
j Mk

�1
 kMk

j(L�1) .

We find using the fact that log is monotone increasing,

log(k ^j Mk)  j log(kMk)  j(L � 1) log(kMk)

and

� log(k ^j Mk) = log(k ^j Mk
�1)  j(L � 1) log(kMk) .

Next, we have

k ^
j Mvk
kvk

 k ^
j Mk ,
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whereas kvk = k(^j M)�1(^j M)vk  k(^j M)�1
kk ^

j Mvk so that

(
k ^

j Mvk
kvk

)�1
 k(^j M)�1

k

which gives the second inequality of the prop.
Finally, note that these inequalities indeed make sense: 1  kMkkM�1

k 

kMkkMk
L�1 = kMk

L so that log(kMk) � 0 always when |det(M)| = 1.

a.5.1 The Hermitian symplectic group

The Hermitian symplectic group, which was mentioned previously in the literature
in e. g. [Har00; RS09] is defined as follows:

A.36 Definition. The (Hermitian) symplectic group Sp⇤2N(C) is defined as

Sp⇤2N(C) ⌘ {M 2 Mat2N⇥2N(C)|M⇤ JM = J}

with J ⌘

 
0 �1N

1N 0

!
the standard symplectic form. Here we abbreviate G :=

Sp⇤2N(C). In this section we write M in N-block form as M =

 
A B
C D

!
, where A,

B, C, and D are unrelatd to their meanings outside of this section.

A.37 Proposition. G is a group under matrix multiplication.

Proof. Taking the determinant of

M⇤ JM = J

shows that |det(M)| = 1 so that M is invertible if it is in G. From the defining
relation we have

M = (M⇤ J)�1 J = M�1A⇤�1 J

so that using the commutativity of adjoint and inverse, we get:

M�1 = J�1M⇤ J = J�1((M�1)�1)⇤ J = J�1((M�1)⇤)�1 J = ((M�1)⇤ J)�1 J ,

so that

(M�1)⇤ JM�1 = J (A.17)
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and we find that M�1
2 G as well. Hence the inverse map restricted to G lands

in G. If

M⇤

i JMi = J

for i 2 {1, 2} then

M⇤

2 M⇤

1 JM1M2 = M⇤

2 JM2 = J .

Hence matrix multiplication map restricted to G2 lands in G.
Associativity is inherited by the associativity of general matrix multiplication.

Finally, the identity matrix is of course conjugate symplectic.

A.38 Remark. Note that G is unitarily equivalent to

U(N, N) ⌘ { M 2 Mat2N(C) | M⇤(1N � (�1N))M = 1N � (�1N) } ,

the indefinite unitary group. G may also be understood in terms of Krein spaces,
as detailed in [GLR05].

A.39 Proposition. G is closed under adjoint.

Proof. Let M 2 G be given. Then M⇤ JM = J. We want to show that MJM⇤ = J.
Taking the inverse of (A.17) we find

((M�1)⇤ JM�1)�1 = J�1 .

Use the fact that J�1 = �J and again the commutativity of adjoint and inverse
maps to find:

MJM⇤ = J ,

so that M⇤
2 G as desired.

A.40 Proposition. G may be described as

G =

8
>><

>>:

 
A B
C D

!
2 Mat2N(C)

�����

(A, B, C, D) 2 MatN(C)4 :
A⇤C and B⇤D are S.A.
and A⇤D � C⇤B = 1N

9
>>=

>>;
. (A.18)

Proof. Starting from M⇤ JM !
= J we have

 
A B
C D

!⇤ 
0 �1N

1N 0

! 
A B
C D

!
=

 
A⇤ C⇤

B⇤ D⇤

! 
0 �1N

1N 0

! 
A B
C D

!
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=

 
A⇤ C⇤

B⇤ D⇤

! 
�C �D
A B

!

=

 
�A⇤C + C⇤A �A⇤D + C⇤B
�B⇤C + D⇤A �B⇤D + D⇤B

!

!
=

 
0 �1N

1N 0

!
.

A.41 Remark. By the last equation in (A.18), if D 2 GLN(C), then M is specified
by only three block entries B, C and D and A may be solved for to satisfy the
sympletic constraint.

A.42 Proposition. If M 2 G its eigenvalues are symmetric about S1 so that its singular
values are symmetric about one.

Proof. We have det(J) = 1 so that |det(M)| = 1. So define q 2 S1 via eiq :=
det(M⇤)�1. We have M = �JM� J from the definition so that if pM(l) ⌘ det(M�

l12N) is the characteristic polynomial of M, we find

pM(l) = det(�JM� J � l12N)

(det(J) = 1)
= det(M� J � lJ)

(e�iq det(M⇤) = 1)

= e�iq det(J � lM⇤ J)
(det(�J) = 1)

= e�iq det(�12N + lM⇤) = e�iqdet(�12N + lM)

= e�iql
2N det(�12Nl

�1
+ M) = e�iql2N pM(l

�1
) .

Since |M|
2 is also symplectic, this relation holds true also for p|M|2 , hence for the

singular values.

A.43 Corollary. For any M 2 G, kMk = kM�1
k.

Proof. kMk is the largest singular value, kM�1
k
�1 is the smallest singular value,

but the singular values are symmetric about one.
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a.6 miscellanea

A.44 Proposition. If s 2 (0, 1), n 2 N�1 and {ai}
n
i=1 ✓ R�0 then (Ân

i=1 ai)s


Ân
i=1 as

i

Proof. If Ân
i=1 ai = 0 then the statement holds trivially. Otherwise, define q :=

(Ân
i=1 ai)�1. Then using the fact that (·)s is homogeneous, that Ân

i=1 qai = 1, and
that qai  (qai)s (as qai  1) we find

(
n

Â
i=1

ai)
s =

1
qs

n

Â
i=1

qai 
1
qs

n

Â
i=1

(qai)
s =

n

Â
i=1

as
i .

The following lemma has also been investigated in [ASS83; KG15].

A.45 Lemma. Let X be a path-connected, simply-connected Hausdorff topological space.
Then the space of homotopy classes of maps T2

! X is isomorphic to p2(X).

Proof. Writing T2 ⇠= S1
⇥ S1, we follow the strategy of [Gra16]. Since T2 is a

CW-complex, it has a cell-structure, in which there is a 0-cell which is just a
point, and S1

_ S1
⌘ S1

t S1/{? ⇠ ⇤} where ?, ⇤ are the distinguished points
in the two circles respectively, is a one-dimensional sub-complex within the CW-
structure of T2 (it is the figure-eight space). [Bre93, Theorem VII.1.4] implies that
the inclusion map S1

_ S1 ,! T2 is a cofibration (in the sense of [Bre93, Def.
VII.1.2]). The attaching map a : S1

! S1
_ S1 which gives the 2-cell structure

results in the following coexact sequence

S1 a
! S1

_ S1 ,! T2 . (A.19)

We note that the attaching map a : S1
! S1

_ S1 gives an element in [a] 2
p1(S1

_ S1), which is the free group on two generators a and b. The element
corresponding to the attaching map is [a] = aba�1b�1.

Anyway, the sequence (A.19) can be extended coexactly by suspension (by
[Bre93, Cor. VII.5.5]) to give

S1 a
! S1

_ S1 ,! T2
! S2 S(a)

! S2
_ S2

! . . . (A.20)

where the last map S(a) is the suspension of the attaching map. The suspension
induces a group morphism [S] : p1(S1

_ S1) ! p2(S2
! S2). Since it is a group

morphism we find [S(a)] = [S](a)[S](b)([S](a))�1([S](b))�1. Now using the fact
that the higher homotopy groups are always Abelian, we obtain that [S(a)] is the
identity element.
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The co-exactness of (A.20) means that the following sequence of (sets) of pointed
homotopy classes is exact, for any space X:

· · · ! [S2
_ S2; X] ! [S2; X] ! [T2; X] ! [S1

_ S1; X] ! [S1; X] .

Since S(a) = 1, the first map here [S2
_ S2; X] ! [S2; X] is the zero map. Using

the assumption that p1(X) = 0, writing already [S2; X] ⌘ p2(X), and using the
fact that _ is a co-product so that the functor [�; X] respects it (so [S1

_ S1; X] =
p1(X)⇥ p1(X)):

· · · ! 0 ! p2(X) ! [T2; X] ! 0 ! 0 .

By exactness this implies that [T2; X] ⇠= p2(X). Since X is path-connected, we
may replace [�; X] (the set of pointed homotopy classes) with the non-pointed
one.

a.6.1 An explicit calculation with the Bott map

The goal here is to write out explicitly the demonstration that K1 (X) ⇠= K0 (SX) and
make sure that the respective isomorphisms to Z agree (assuming X is s.t. both K-
groups are isomorphic to Z via the 1D winding number and the 2D Chern number
respectively).

Thus let N 2 N�1 and U : S1
! U (N) be given. Our goal is to build out of this

input a two-dimensional projection whose Chern number is equal to the winding of U.

• By Whitehead’s lemma [Rør00, p. 2.1.5], we know that that there is a continuous
map z : [0, 1] ! U (2N) from 12N to U⇤

�U (both end-points of z have winding
number zero). In fact here is an explicit description of z:

– We know that s1 is homotopic to 12 within the unitaries as follows:

[0, 1] 3 t 7! P1,+ + P1,�eipt
2 U (2)

where P1,± ⌘
1
2 (12 ± s1) is the projection onto the plus or minus eigenspace

of s1.

– By tensoring with the identity we get a map h : [0, 1] ! U (2N) interpolat-

ing between 12N and s1 ⌦ 1N =

"
0 1N

1N 0

#
.

– Then note that

U⇤
� U = U⇤

� 1N

"
0 1N

1N 0

#
U � 1N

"
0 1N

1N 0

#

so that

z (t) := U⇤
� 1Nh (t)U � 1Nh (t)

fits the bill.
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– However, we will not use z explicitly, except for its defining property.

A.46 Definition. Define a continuous map P : S1
⇥ [0, 1] ! Mat2N (C) by

P (k1, k2) = z (k2) Q
⇥
z (k2)

⇤
⇤

where k1 is to be plugged into the slot of U, with Q := 1N � 0N .

A.47 Claim. P is actually a loop also in its second variable, and maps to the self-adjoint
idempotents.

Proof. Since zk1 (0) ⌘ 1 we have

P (k1, 0) = Q

whereas zk1 (1) = U (k1)
⇤
� U (k1) gives

P (k1, 1) = U (k1)
⇤
� U (k1) Q

�
U (k1)

⇤
� U (k1)

�⇤

= U (k1)
⇤
� U (k1) QU (k1)� U (k1)

⇤

= U (k1)
⇤ U (k1)� 0N

= 1N � 0N

⌘ Q

hence P (k1, 0) = P (k1, 1) so that P (k1, ·) is indeed a loop. It is point-wise self-
adjoint by construction, and is idempotent, since Q is, too:

P2 = zQ z⇤z|{z}
=1

Qz⇤ = zQQz⇤ = zQz⇤ ⌘ P .

A.48 Corollary. Thus P is now a 2D representative of a class in K0
�
T2� constructed out

of the 1D input U which is a representative of a class in K1
�
S1�. Note that K0

�
T2� = Z2

whereas K1
�
S1� = Z so that the two groups are not isomorphic, but the other Z factor

in K0
�
T2� = Z ⇥ Z corresponds to the rank of a projection, which is a zero-dimensional

invariant (the first one being the top invariant, the 2D Chern number).

A.49 Claim. We have Chern (P) = Wind (U).

Proof. From [Sha16, p. 8.4.14] e. g., we know that the Chern number of some
projection R : T2

! P (M) can be expressed using the winding of the sewing
matrix: We know that R has constant rank, say, n. We were able to show that if
we cut the torus into a cylinder S1

⇥ [0, 1], then we can find a global section on
the frame bundle over the torus, call it

�
yR

i
 n

i=1 : S1
⇥ [0, 1] ! Grn

�
CM�. Then
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there is a unitary sewing matrix that sews the phases of yR
i (k1, 0) with those of

yR
i (k1, 1):

yR
i (k1, 0) =

n

Â
j=1

yR
j (k1, 1)

h
TR

1 (k1)
i

ji

Then

Chern (R) = Wind
⇣

TR
1

⌘

⌘ Wind
⇣

S1
! U (n)

⌘

⌘ Wind
⇣

S1
! S1; k1 7! det

⇣
TR

1 (k1)
⌘⌘

For our constant projection Q, note that n = N and the sewing matrix is TQ
1 (k1) =

1N .

1. The sewing matrix of a unitary conjugation is given by the relation

TvRv⇤
1 (k1) = v (k1, 1)⇤

��
im(R) TR

1 (k1) v (k1, 0)|im(R)

Indeed, we know how the frame
�

yR
i
 n

i=1 : S1
⇥ [0, 1] ! Grn

�
CM� trans-

forms: exactly via v:

yvRv⇤
i (k) = v (k)yR

i (k)

We can express v (k)|im(R) in the basis
�

yR
i
 n

i=1 as
n
[v (k)]ji

on

j, i=1
so that

this becomes:

yvRv⇤
i (k) =

n

Â
j=1

yR
j (k) [v (k)]ji

We then find

yvRv⇤
i (k1, 0) =

n

Â
j=1

yR
j (k1, 0) [v (k1, 0)]ji

=
n

Â
j=1

n

Â
l=1

yR
l (k1, 1)

h
TR

1 (k1)
i

l j
[v (k1, 0)]ji

=
n

Â
j=1

n

Â
l=1

yR
l (k1, 1) v (k1, 1) v (k1, 1)⇤| {z }

=1

h
TR

1 (k1)
i

l j
[v (k1, 0)]ji

⇣
Again in the basis

n
yR

i

on

i=1

⌘
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=
n

Â
j=1

n

Â
l=1

n

Â
s=1

n

Â
r=1

yR
r (k1, 1) [v (k1, 1)]rs

| {z }
=yvRv⇤

s (k1, 1)

⇥
v (k1, 1)⇤

⇤
sl

h
TR

1 (k1)
i

l j
⇥

⇥ [v (k1, 0)]ji

=
n

Â
j=1

n

Â
l=1

n

Â
s=1

yvRv⇤
s (k1, 1)

⇥
v (k1, 1)⇤

⇤
sl

h
TR

1 (k1)
i

l j
[v (k1, 0)]ji

2. By its definition,P is a k-dependent rotation of Q by the unitary z. As a
result, we find

Chern (P) =

= Wind

0

BB@S1
! S1; k1 7! det

0

BB@ z (k1, 1)⇤
��
im(Q)| {z }

U(k1)

TQ
1 (k1)| {z }
=1

z (k1, 0)|im(Q)| {z }
=1

1

CCA

1

CCA

= Wind (U)

a.7 proofs of lemmas from Chapter 2

We give the proof of Proposition 2.28 here explicitly for the reader’s convenience
because in the reference [KLS90, Prop. 2.7] it is merely outlined.

We define the additive co-cycle z on L̄j�1 ⇥ L̄j, which is an Sp⇤2N(C)-space, via the
formula

z(g, [y], [x]) := log(
k ^

j�1 gyk
kyk

kxk
k ^j gxk

) 8 (g, [y], [x]) 2 Sp⇤2N(C)⇥ L̄j�1 ⇥ L̄j .

Indeed, we have

z(gh, [y], [x]) = z(g, h[y], h[x]) + z(h, [y], [x]) .

Now, we have

lim
n!•

1
n

E[z(Bn(z), [y], [x])] = lim
n!•

1
n

E[log(
k ^

j�1 gyk
kyk

kxk
k ^j gxk

)]

= lim
n!•

1
n

E[log(
k ^

j�1 gyk
kyk

)]� lim
n!•

1
n

E[log(
k ^

j gxk
kxk

)] ,

and then by Proposition 2.27 1
n E[z(Bn(z), [y], [x])]

n!•
�! �gj(z) uniformly in z 2 K,

([x], [y]) 2 L̄j ⇥ L̄j�1. As a result, for any # > 0 there is some nK(#) such that 8n 2

N�nK(#) we have

|
1
n

E[z(Bn(z), [y], [x])] + gj(z)| < #
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#

E[z(Bn(z), [y], [x])] < n(�gj(z) + #)

#

E[z(Bn(z), [y], [x])] < n(�Gj(K) + #) ,

so if we pick n � nK(
1
2 Gj(K)), we find E[z(Bn(z), [y], [x])] < �

1
2 nGj(K), with Gj(K) :=

infz2K gj(z) > 0 by hypothesis.
We need the intermediate result give the following intermediate

A.50 Proposition. There is some n0(K) and some sK 2 (0, 1) such that

E[exp(sKz(Bn0(K)(z), [y
0], [x0]))] < 1 � #K (A.21)

for all y0, x0 and z 2 K, for some #K 2 (0, 1).

Proof. This is the strip-analog of [CKM87, Lemma 5.1]. First note that for all
a 2 R we have ea

 1 + a + a2e|a| so that

exp(sz(Bn(z), [y0], [x0]))

 1 + sz(Bn(z), [y0], [x0]) + s2z(Bn(z), [y0], [x0])2e|sz(Bn(z),[y0],[x0])| .

Next,

|z(Bn(z), [y0], [x0])| ⌘ | log(
k ^

j�1 Bn(z)y0k
ky0k

kx0k
k ^j Bn(z)x0k

)|

 | log(
k ^

j�1 Bn(z)y0k
ky0k

)|+ | log(
k ^

j Bn(z)x0k
kx0k

)| ,

and via Proposition A.35 we have

|z(Bn(z), [y0], [x0])|  (j � 1)(2N � 1) log(kBn(z)k) + j(2N � 1) log(kBn(z)k)
 4jN log(kBn(z)k)

 4jN
n

Â
k=1

log(kAk(z)k) .

Hence by Hölder’s inequality and Proposition A.33 we have:

E[exp(sz(Bn(z), [y0], [x0]))] 

 1 + sE[z(Bn(z), [y0], [x0])] + s2(E[z(Bn(z), [y0], [x0])4])
1
2 ⇥

⇥ (E[e2|sz(Bn(z),[y0],[x0])|])
1
2

(Independence of the variables)
 1 + sE[z(Bn(z), [y0], [x0])]+

+ s216j2N2n2(E[log(kA1(z)k)4])
1
2 E[kA1(z)k8sjN ]

n
2 .
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We note that kA1(z)k8sjN is integrable by the proof of Proposition 2.13 and As-
sumption 2.3 if we pick s 2 (0, 1) sufficiently small.

Now with some choice of constants
C1(K) := 16j2N2 supz2K

p
E[log(kA1(z)k4)] < • and

C2(K) := supz2K

p
E[kA1(z)k8sjN ] we find

E[exp(sz(Bn(z), [y0], [x0]))]  1 + sE[z(Bn(z), [y0], [x0])] + s2n2C1(K)C2(K)n .

From the above we know that

E[exp(sz(BnK(
1
2 Gj(K))(z), [y

0], [x0]))]  1 � s
1
2

nK(
1
2

Gj(K))Gj(K)+

+ s2nK(
1
2

Gj(K))2C1(K)C2(K)nK(
1
2 Gj(K)) .

Hence there is some s 2 (0, 1) (which depends on K) so that

#K :=
1
2

nK(
1
2

Gj(K))Gj(K)� snK(
1
2

Gj(K))2C1(K)C2(K)nK(
1
2 Gj(K)) .

is positive.

With this setup, we can finally start the

Proof of Proposition 2.28. We note that the object whose expectation we’re actually
trying to bound is

exp(sz(Bn(z), [y], [x])) ⌘ exp(s log(
k ^

j�1 gyk
kyk

kxk
k ^j gxk

))

= (
k ^

j�1 gyk
kyk

kxk
k ^j gxk

)s ,

and that

exp(sz(Bn+m(z), [y], [x])) ⌘ exp(sz(An+m(z) . . . A1+m(z)Bm(z), [y], [x]))
(cocycle property)

= exp(s(z(An+m(z) . . . A1+m(z), Bm(z)[y], Bm(z)[x])+
+ z(Bm(z), [y], [x])))

= exp(sz(An+m(z) . . . A1+m(z), Bm(z)[y], Bm(z)[x]))⇥
⇥ exp(sz(Bm(z), [y], [x])) .

Hence due to the fact that {An(z)}n2Z are independent, we can integrate first
only over {An+m(z), . . . , A1+m(z)}, so that in that integration Bm(z)y and Bm(z)x
are fixed. Then via (A.21) we find

E[exp(sKz(Bn0(K)+m(z), [y], [x]))]  (1 � #K)E[exp(sKz(Bm(z), [y], [x]))] .
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So if n 2 N�n0(K) is given, we write it as n = qnn0(K)+ rn with rn 2 {0, . . . , n0(K)�
1}. We then have using Hölder’s inequality

E[exp(
1
2

sKz(Bn(z), [y], [x]))]

 E exp(
1
2

sKz(Aqnn0(K)+rn(z) . . . Aqnn0(K)+1(z), Bqnn0(K)(z)[y], Bqnn0(K)(z)[x]))⇥

⇥ exp(
1
2

sKz(Bqnn0(K)(z), [y], [x]))

 E[exp(sKz(Aqnn0(K)+rn(z) . . . Aqnn0(K)+1(z), Bqnn0(K)(z)[y], Bqnn0(K)(z)[x]))]
1/2

⇥

⇥ E[exp(sKz(Bqnn0(K)(z), [y], [x]))]
1/2

 E[(k ^j�1 Aqnn0(K)+rn(z) . . . Aqnn0(K)+1(z)k⇥

⇥ k(^j Aqnn0(K)+rn(z) . . . Aqnn0(K)+1(z))�1
k)sK ]1/2(1 � #K)

qn
2 ,

and using the proof of Proposition A.35 and the independence condition (as-
suming again that sK has to be redefined so that kA1k

(j�1)sK+(2N�1)jsK is also
integrable (via Assumption 2.3)) we find

E[exp(
1
2

sKz(Bn(z), [y], [x]))]  E[kA1(z)k(j�1)sK+(2N�1)jsK ]
rn
2 (1 � #K)

qn
2

 (sup
z2K

E[kA1(z)k(j�1)sK+(2N�1)jsK ]n0(K))(1 � #K)
qn
2 ,

which implies the bound in the claim.
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a.8 proofs of lemmas from Chapter 3

Proof of Lemma 3.6 Item (b) in the mobility gap regime. The operator T = [L, P] has
kTk1 < • because Assumption 3.1 implies P is weakly-local in the sense of
Definition A.7 so that we may use Corollary A.20.

Proof of Lemma 3.22. We first prove (3.40) and claim

ia f (Ha)i
⇤

a = f (iaHai⇤a) + f (0) (1� iai⇤a)

for any (Borel) function f . In fact, let us decompose `2(Z) = `2(Za) � `2(Z̃a),
where Z̃a = Z \Za, as well as any descendant space such as H. The isometries ia
and ĩa (similarly defined) provide a partition of unity, 1 = iai⇤a + ĩa ĩ⇤a , and a block
decomposition of

iaHai⇤a = iaHai⇤a + ĩa0ĩ⇤a ⌘ Ha � 0 .

Thus, by the functional calculus,

f (iaHai⇤a) = ia f (Ha)i
⇤

a + ĩa f (0)ĩ⇤a , (A.22)

as claimed.
For uniformly bounded operators, like iaHai⇤a and H, strong resolvent con-

vergence is equivalent to strong convergence (see [RS80], Problem VIII.28). The
latter,

iaHai⇤a � H s
�! 0, (a ! +•)

is evident, because the LHS vanishes for large but finite a, when applied to any
state y 2 H from the dense subspace {supp y ✓ Z is bounded}. Finally we
specialize to f = c(�•,0). By ([RS80], Theorem VIII.24 (b)) and Assumption 3.2
the strong resolvent convergence implies f (iaHai⇤a)� f (H)

s
! 0, (a ! +•). The

limit (3.40) now follows from (A.22) by f (0) = 0.

Proof of (3.41). We write Da := iaP�,ai⇤a � P� for brevity. As shown in ([EGS05],
Eq. (3.20)), Assumption 3.1 implies

ke�µne�#|n|P�eµn
k  C#, (# > 0) ,

where g(n) denotes the multiplication operator by the namesake function. The
same holds true by the same assumption for iaP�,ai⇤a instead of P�, and thus for
Da as well. The same estimate holds for µ replaced by �µ.
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We pick a switch function L with compactly supported variation and denote
by Lb(n) = L(n � b) its translate by b 2 N. We note that L � Lb is of finite rank
and that for fixed # 2 (0, µ) we have

k(1� L)eµne#|n|
k  C ,

ke�µnLb
k1  Ce�µb .

The LHS of (3.41) is

[Da, L] = (1� L) DaL � LDa (1� L) (A.23)

and we claim that in the limit a ! +• each term vanishes separately in trace
norm. Indeed,

(1� L)DaL = (1� L)DaLb + (1� L)Da(L � Lb) ,

(1� L)DaLb = (1� L)eµne#|n|
· e�µne�#|n|Daeµn

· e�µnLb

Thus k(1 � L)DaLb
k1 can be made arbitrarily small, uniformly in a, by first

picking b large. Then k(1� L)Da(L � Lb)k1 will be small for large a by (3.40)
(see (3.44)). The other term on the RHS of (A.23) is dealt with similarly.

a.9 unitary rage theorem

In this section we prove that our deterministic dynamical localization assumption
implies pure point spectrum (so that it’s not necessary to also have the latter as an
assumption). This entails importing the analysis of the RAGE theorem to the unitary
Floquet case. Most of this was already done in [HJS09] but since there it is written for
a probabilistic model and we insist in this paper rather on deterministic assumptions
and statements (compare our deterministic (A.24) with their probabilistic [HJS09], eq-
n (3.1)), and also in order to setup the notation for our important Lemma A.56, we
included the proof here as succinctly as possible.

Within this section, let a unitary U 2 B(`2(Zd) ⌦ CN) be given such that it is
localized. For our purposes it is enough to make the following

A.51 Definition. U is deterministically dynamically localized in the interval I ✓ S1

iff there is some µ > 0 such that for any # > 0 there is a 0 < C# < • such that the
following holds

sup
n2N

Â
x, y2Zd

k
⌦
dx, UncI(U)dy

↵
keµkx�yk�#kxk = C# (A.24)

A.52 Lemma. (Discrete Wiener) Let µ be a complex measure on S1. For m 2 N, we
define its mth complex moment as µm :=

R
z2S1 zm d µ(z). Then limn!•

1
n Ân

m=1 |µm|
2 =

Âz2S1 |µ({ z })|2 that is, the RHS gives the pure point part of
��µ(S1)

��2.
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Proof. We have

1
n

n

Â
m=1

|µm|
2
⌘

1
n

n

Â
m=1

Z

z2S1
zm d µ(z)

Z

w2S1
wm d µ(w)

=
1
n

n

Â
m=1

Z

w2S1

Z

z2S1
(zw)m d µ(z)d µ(w)

=
Z

w2S1

Z

z2S1

1
n

n

Â
m=1

(zw)m d µ(z)d µ(w)

Note that the sequence of functions
(

S1
3 z 7!

1
n

n

Â
m=1

zm

)

n2N

is uniformly bounded by 1 and converges pointwise to d(·� 1). We may thus use
the dominated convergence theorem to find

lim
n!•

1
n

n

Â
m=1

|µm|
2 =

Z

w2S1

Z

z2S1
d(zw � 1)d µ(z)d µ(w)

=
Z

z2S1
d µ(z)µ({ z })

= Â
z2S1

|µ({ z })|2 .

A.53 Lemma. Let U be unitary and K compact. Then

lim
n!•

1
n

n

Â
m=1

kKUmyk2 = 0

for all y 2 H
c, the continuous part of the Hilbert space for U.

Proof. This is [AW15, Lemma 2.7] in our setting of discrete rather than continuous
time. Assume for the moment that K is finite rank, that is, K = r ⌦ j⇤. Then

kKUnyk2 = hKUny, KUnyi = hr hj, Unyi , r hj, Unyii = krk2
|hj, Unyi|2 .

Let µj,y be the complex spectral measure corresponding to the triplet (U, j, y).
Then hj, Unyi =

R
z2S1 zn d µj, y(z) ⌘ (µj, y)n, the nth moment as defined in

Lemma A.52. Hence by Lemma A.52,

lim
n!•

1
n

n

Â
m=1

kKUmyk2 = krk2 Â
z2S1

��µj, y({ z })
��2 .
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By assumption, y is in the continuous part of U, so that µj, y({ z }) = 0 for any
z (i.e. µj, y has no pure point part).

Since compact operators are norm limits of finite rank operators, for general
K this same argument goes through via an approximation with a finite sum of
finite rank operators.

A.54 Theorem. (Unitary RAGE) Let U be unitary and { AL }L be a sequence of compact
operators strongly converging to 1. Then

H
c =

(
y 2 H

����� lim
L!•

lim
n!•

1
n

n

Â
m=1

kALUnyk2 = 0

)
,

and

H
p =

(
y 2 H

����� lim
L!•

sup
n2N

k(1� AL)Unyk = 0

)
.

Proof. This is [AW15, Theorem 2.6] in our setting of discrete rather than contin-
uous time, but the same proof goes through with very slight modifications. Let
us temporarily denote the right hand sides of the above equations H

c0 and H
p0

respectively.
Start with H

c
✓ H

c0 . Let y 2 H
c be given. Then by Lemma A.53, for any L we

have limn!•
1
n Ân

m=1 kALUnyk2 = 0 and hence also for the (redundant) limit. We
find H

c
✓ H

c0 .
For Hp

✓ H
p0 , let y 2 H

p be given. Then either y is in the closure of the set of
eigenvectors of U, that is, for any # > 0 we have some y# 2 H which is an honest
eigenvector of U (say with eigenvalue z#) and ky � y#k < #. Then

k(1� AL)Unyk = k(1� AL)Un(y# + y � y#)k

 k(1� AL)Uny#k+ k(1� AL)kkUn
k#

 k(1� AL)y#k+ #(1 + kALk) .

By the uniform boundedness principle, supL kALk < • since supL kAL jk =
kjk < •. Additionally, k(1� AL)y#k ! 0 as L ! • because AL ! 1 strongly.
Hence limL!• supn2N k(1� AL)Unyk  limL!• k(1� AL)y#k+ #(1+ kALk) 
C# for some C > 0. Since # > 0 was arbitrary we find that y 2 H

p0 .
Next, we shall show that Hp0

? H
c0 : Let j 2 H

p0 and y 2 H
c0 be given. We

want hj, yi = 0. We have

|hj, yi|2 = (
1
n

n

Â
m=1

) |hj, yi|2

(By unitarity)
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=
1
n

n

Â
m=1

|hUm j, Umyi|2


1
n

n

Â
m=1

|hUm j, (1� AL)Umyi|2 + |hA⇤

LUm j, Umyi|2

(Cauchy-Schwarz)


1
n

n

Â
m=1

kUm jk2
k(1� AL)Umyk2 + kA⇤

LUm jk2
kUmyk2

(Unitarity)

 kjk2 1
n

n

Â
m=1

k(1� AL)Umyk2 + kyk2 1
n

n

Â
m=1

kA⇤

LUm jk2

 kjk2 sup
m0

k(1� AL)Um0

yk2 + kyk2 1
n

n

Â
m=1

kA⇤

LUm jk2

Hence taking the (redundant on the LHS and partly redundant for the first term
on the RHS) limit limL!• limn!• we get|hj, yi|2  0. But since H = H

p
�H

c

the result now follows.

The following theorem and the remark after it are the reason for this section.

A.55 Theorem. (Deterministic dynamical localization implies spectral localization) If U
is deterministically dynamically localized in the interval I then it has pure point spectrum
within that interval, that is,

s(U) \ I = spp(U) \ I

Proof. Since { dx }x2Zd is an ONB for H, and we want to show that cI(U)H ✓ H
p,

let y 2 Zd be given. We claim that cI(U)dy 2 H
p. Let AL be the projection

onto a box of total volume (2L + 1)d centered about the origin of Zd. Using
Theorem A.54 it suffices to show

lim
L!•

sup
n2N

kA?

L UncI(U)dyk = 0 .

By (A.24) we have for any n 2 N,

Â
x, y2Zd

k
⌦
dx, UncI(U)dy

↵
keµkx�yk�#kxk

 C# .

This in turn implies that

k
⌦
dx, UncI(U)dy

↵
keµkx�yk�#kxk

 Â
x0,y0

k
⌦
dx0 , UncI(U)dy0

↵
keµkx0�y0k�#kx0k

 C#
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since all terms are positive. Hence, k
⌦
dx, UncI(U)dy

↵
k  C#e�µkx�yk+#kxk uni-

formly in n.
Now we have

kA?

L UncI(U)dyk
2 = Â

x2Zd :kxk>L
k
⌦
dx, UncI(U)dy

↵
k

2

(Using k
⌦
dx, UncI(U)dy

↵
k  1)

 Â
x2Zd :kxk>L

k
⌦
dx, UncI(U)dy

↵
k  Â

x2Zd :kxk>L
C#e�µkx�yk+#kxk .

Hence since the square root is monotone increasing and continuous, and using
p

a + b 
p

a +
p

b, we find

kA?

L UncI(U)dyk 

p
C# Â

x2Zd :kxk>L
e�

1
2 µkx�yk+ 1

2 #kxk

for any n 2 N so that taking the supremum on both sides (redundant on the
RHS) and then the limit L ! • we get zero indeed. This follows because (for
# < µ) e� 1

2 µkx�yk+ 1
2 #kxk is summable in x, and hence taking the limit L ! • gives

zero.

A.56 Lemma. (The stretch-construction and pure point spectrum) Let U be such that
s(U) \ I is pure point and s(U) \ Ic is some mixture of pure point and continuous
spectrum. Define

V = cI(U) f (U) + cIc(U) .

where f : S1
! S1 has a range which is the entire circle. Then s(V) = spp(V).

We note that in our application of the stretch-function, strictly-speaking, this lemma
could be avoided since FD 2 B1(D) so that V(1) is actually dynamically-localized as
in Definition 4.4 on S1

\ {1}, and thus one could invoke Theorem A.55 to conclude
s(V(1)) = spp(V(1)). However, the proof below proceeds directly without making
an assumption of dynamical localization on U, but rather, only on its spectral type
within I.

Proof. We have by Theorem A.54, for any y 2 H

k(1� AL)Vnyk = k(1� AL)(cI(U) f (U) + cIc(U))nyk

(By projections being orthogonal)
= k(1� AL)(cI(U) f (U)ny + cIc(U)y)k

 k(1� AL) f (U)ncI(U)yk+ k(1� AL)cIc(U)yk
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Now in general we may write y = y1 + y2 with y1 2 cI(U) and y2 2 cIc(U).
Taking the supremum and limit of both sides, using the fact that the supremum
of a sum is smaller than the sum of supremums, we find

lim
L!•

sup
n2N

k(1� AL)Vnyk  lim
L!•

sup
n2N

k(1� AL) f (U)ny1k+ lim
L!•

k(1� AL)y2k

| {z }
=0

We know y1 2 H
p
U by the assumption on I. That means that either it is an

eigenvector of U with eigenvalue l or it is in the closure of the set of eigenvalues
of U. In the former case we have f (U)y1 = f (l)y1 whence y1 2 H

p
f (U) so that

limL!• supn2N k(1 � AL) f (U)ny1k = 0 by Theorem A.54. Otherwise, for any
# > 0 there is some y# 2 H such that y# is an eigenvector of U (with eigenvalue
l#) and ky1 � y#k < #. Then

k(1� AL) f (U)ny1k  k(1� AL) f (U)ny#k+ k(1� AL) f (U)n(y1 � y#)k .

When taking the supremum and the limit, the first term will tend to zero as was
just remarked. Thus let us concentrate on the second term:

k(1� AL) f (U)n(y1 � y#)k  #(1 + kALk)k f (U)n
k

 #(1 + kALk) sup
z

| f (z)n
|

| {z }
1

 2# .

Since # > 0 was arbitrary we find the result.
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