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#### Abstract

The cut-norm $\|A\|_{C}$ of a real matrix $A=\left(a_{i j}\right)_{i \in R, j \in S}$ is the maximum, over all $I \subset R, J \subset S$ of the quantity $\left|\sum_{i \in I, j \in J} a_{i j}\right|$. This concept plays a major role in the design of efficient approximation algorithms for dense graph and matrix problems. Here we show that the problem of approximating the cut-norm of a given real matrix is MAX SNP hard, and provide an efficient approximation algorithm. This algorithm finds, for a given matrix $A=\left(a_{i j}\right)_{i \in R, j \in S}$, two subsets $I \subset R$ and $J \subset S$, such that $\left|\sum_{i \in I, j \in J} a_{i j}\right| \geq \rho\|A\|_{C}$, where $\rho>0$ is an absolute constant satisfying $\rho>0.56$. The algorithm combines semidefinite programming with a rounding technique based on Grothendieck's Inequality. We present three known proofs of Grothendieck's inequality, with the necessary modifications which emphasize their algorithmic aspects. These proofs contain rounding techniques which go beyond the random hyperplane rounding of Goemans and Williamson [12], allowing us to transfer various algorithms for dense graph and matrix problems to the sparse case.


## 1 Introduction

The cut-norm $\|A\|_{C}$ of a real matrix $A=\left(a_{i j}\right)_{i \in R, j \in S}$ with a set of rows indexed by $R$ and a set of columns indexed by $S$ is the maximum, over all $I \subset R, J \subset S$, of the quantity $\left|\sum_{i \in I, j \in J} a_{i j}\right|$. This concept plays a major role in the work of Frieze and Kannan on efficient approximation algorithms for dense graph and matrix problems, [8] (see also [2] and its references). Although the techniques in [8] enable the authors to approximate efficiently the cut-norm of an $n$ by $m$ matrix with entries in $[-1,1]$ up to an additive error of $\epsilon n m$, there is no known polynomial algorithm that approximates the cut-norm of a general real matrix up to a constant multiplicative factor.

Let CUT NORM denote the computational problem of computing the cut-norm of a given real matrix. Here we first observe that the CUT NORM problem is MAX SNP hard, and then provide an efficient approximation algorithm for the problem. This algorithm finds, for a given matrix

[^0]$A=\left(a_{i j}\right)_{i \in R, j \in S}$, two subsets $I \subset R$ and $J \subset S$, such that $\left|\sum_{i \in I, j \in J} a_{i j}\right| \geq \rho\|A\|_{C}$, where $\rho>0$ is an absolute constant. We first describe a deterministic algorithm that supplies a rather poor value of $\rho$, and then describe a randomized algorithm that provides a solution of expected value greater than 0.56 times the optimum.

The algorithm combines semidefinite programming with a rounding technique based on (the proofs of) Grothendieck's Inequality. This inequality, first proved in [11], is a fundamental tool in Functional Analysis, and has several interesting applications in this area. We will actually use the matrix version of Grothendieck's inequality, formulated in [20]. In order to apply semidefinite programming for studying the cut-norm of an $n$ by $m$ matrix $A=\left(a_{i j}\right)$, it is convenient to first study another norm,

$$
\|A\|_{\infty \mapsto 1}=\max \sum_{i=1}^{n} \sum_{j=1}^{m} a_{i j} x_{i} y_{j}
$$

where the maximum is taken over all $x_{i}, y_{j} \in\{-1,1\}$.
It is not difficult to show (see section 3 ), that for every matrix $A$,

$$
4\|A\|_{C} \geq\|A\|_{\infty \mapsto 1} \geq\|A\|_{C},
$$

and hence a constant approximation of any of these norms provides a constant approximation of the other.

The value of $\|A\|_{\infty \mapsto 1}$ is given by the following quadratic integer program

$$
\begin{gather*}
\text { Maximize } \sum_{i j} a_{i j} x_{i} y_{j}  \tag{1}\\
\text { subject to } x_{i}, y_{j} \in\{-1,1\} \text { for all } i, j .
\end{gather*}
$$

The obvious semidefinite relaxation of this program is

$$
\begin{align*}
\text { Maximize } & \sum_{i j} a_{i j} u_{i} \cdot v_{j}  \tag{2}\\
\text { subject to } & \left\|u_{i}\right\|=\left\|v_{j}\right\|=1,
\end{align*}
$$

where here $u_{i} \cdot v_{j}$ denotes the inner product of $u_{i}$ and $v_{j}$, which are now vectors of (Euclidean) norm 1 that lie in an arbitrary Hilbert space. Clearly we may assume, without loss of generality, that they lie in an $n+m$-dimensional space.

This semidefinite program can be solved, using well known techniques (see [10]) within an additive error of $\epsilon$, in polynomial time (in the length of the input and in the logarithm of $1 / \epsilon$.) The main problem is the task of rounding this solution into an integral one. A first possible attempt is to imitate the technique of Goemans and Williamson in [12], that is, given a solution $u_{i}, v_{j}$ to the above program, pick a random vector $z$ and define $x_{i}=\operatorname{sign}\left(\mathrm{u}_{\mathrm{i}} \cdot \mathrm{z}\right)$ and $y_{j}=\operatorname{sign}\left(\mathrm{v}_{\mathrm{j}} \cdot \mathrm{z}\right)$. It is easy to check that the expected value of $x_{i} y_{j}$ satisfies $E\left(x_{i} y_{j}\right)=\frac{2}{\pi} \arcsin \left(u_{i} \cdot v_{j}\right)$, and as $\arcsin (t)$ and $t$ differ only in constant factors for all $-1 \leq t \leq 1$, one could hope that this will provide an integral solution whose value is at least some absolute constant fraction of the value of the optimal
solution. This reasoning is, unfortunately, incorrect, as some of the entries $a_{i j}$ may be positive and some may be negative, (in fact, the problem is interesting only if this is the case, since otherwise either $x_{i}=y_{j}=1$ or $x_{i}=-y_{j}=1$ for all $i, j$ supplies the required maximum). Therefore, even if each single term $a_{i j} u_{i} \cdot v_{j}$ is approximated well by its integral rounding $a_{i j} x_{i} y_{j}$, there is no reason to expect the sum to be well-approximated, due to cancellations. We thus have to compare the value of the rounded solution to that of the semidefinite program on a global basis. Nesterov [22] obtained a result of this form for the problem of approximating the maximum value of a quadratic form $\sum_{i j} b_{i j} x_{i} x_{j}$, where $x_{i} \in\{-1,1\}$, but only for the special case in which the matrix $B=\left(b_{i j}\right)$ is positive semidefinite. While his estimate is global, his rounding is the same simple rounding technique of [12] described above. As explained before, some new ideas are required in our case in order to get any nontrivial result.

Luckily, there is a well known inequality of Grothendieck, which asserts that the value of the semidefinite program (2) and that of the integer program (1) can differ only by a constant factor. The precise value of this constant, called Grothendieck's constant and denoted by $K_{G}$, is not known, but it is known that its value is at most $\frac{\pi}{2 \ln (1+\sqrt{2})}=1.782 \ldots$ ([18]) and at least $\frac{\pi}{2}=1.570 \ldots$ ([11]). Stated in other words, the integrability gap of the problem is at most $K_{G}$. (Krivine mentions in [18] that he can improve the lower bound, but such an improvement has never been published).

It follows that the value of the semidefinite program (2) provides an approximation of $\|A\|_{\infty \mapsto 1}$ up to a constant factor. This, however, still does not tell us how to round the solution of the semidefinite program into an integral one with a comparable value. Indeed, this task requires more work, and is carried out in the following sections.

We describe three rounding techniques. The first one is a deterministic procedure, which combines Grothendieck's Inequality with some facts about four-wise independent random variables, in a manner that resembles the technique used in [4] to approximate the second frequency moment of a stream of data under severe space constraints. The second rounding method is based on Rietz' proof of Grothendieck's Inequality [24]. This proof supplies a better approximation guarantee for the special case of positive semidefinite matrices $A$, where the integrality gap can be shown to be precisely $\pi / 2$, and implies that Nesterov's analysis for the problem he considers in [22] is tight.

The third technique, which supplies the best approximation guarantee, is based on Krivine's proof of Grothendieck's Inequality. Here we use the vectors $u_{i}, v_{j}$ which form a solution of the semidefinite program (2) to construct some other unit vectors $u_{i}^{\prime}, v_{j}^{\prime}$, which are first shown to exist in an infinite dimensional Hilbert space, and are then found, using another instance of semidefinite programming, in an $n+m$-dimensional space. These vectors can now be rounded to $\{-1,1\}$ in order to provide an integral solution for the original problem (1) in a rather simple way. We note that there are several known techniques for modifying the solution of a semidefinite program before rounding it, see [28], [19], [9]. Here, however, the modification seems more substantial.

We believe that the techniques presented here will have further applications, as they provide a method for handling problems in which there is a possible cancellation between positive and negative terms. It seems that there are additional interesting problems of this type. Moreover, unlike the semidefinite based approximation algorithms for MAX CUT, MAX 2SAT and related
problems, suggested in the seminal paper of [12] and further developed in many subsequent papers, the problem considered here has no known constant approximation algorithm, and the semidefinite programming and its rounding appear to be essential in order to obtain any constant approximation guarantee, and not only in order to improve the constants ensured by appropriate combinatorial algorithms.

The rest of this paper is organized as follows. Section 2 presents some examples which illustrate the relevance of the cut-norm to certain graph and matrix problems, and shows how the results of this paper improve various known algorithms. In Section 3 we present the (relatively simple) proof that the problem of approximating the cut-norm $\|A\|_{C}$, as well as the related problem of approximating $\|A\|_{\infty \mapsto 1}$, are both MAX SNP hard. In Section 4 we describe a deterministic procedure that approximates the cut-norm of a given matrix up to a constant factor. Two other methods, providing better constants, are described in Section 5, where we also consider the special case of positive semidefinite matrices. We conclude with Section 6 , that includes some concluding remarks and open problems.

## 2 Examples and Motivation

In order to explain the motivation for finding approximation algorithms for the cut-norm, in this section we present a few illustrative examples showing how the cut-norm occurs naturally in algorithmic contexts.

Let $G=(V, E)$ be an undirected graph, and let $A, B$ be two disjoint nonempty subsets of $V$. Let $e(A, B)$ denote the number of edges of $G$ with an endpoint in $A$ and an endpoint in $B$, and define the density of edges between $A$ and $B$ by $d(A, B)=\frac{e(A, B)}{|A||B|}$. For $\epsilon>0$, the pair $(A, B)$ is called $\epsilon$-regular if for every $X \subset A$ and $Y \subset B$ satisfying $|X| \geq \epsilon|A|$ and $|Y| \geq \epsilon|B|$, we have

$$
|d(A, B)-d(X, Y)|<\epsilon
$$

The Regularity Lemma of Szemerédi [25] is a fundamental result that asserts that any graph can be partitioned in a certain regular way. An algorithmic version of this lemma appears in [3], together with several algorithmic applications. The main step in [3] is a polynomial time algorithm that, given two disjoint subsets $A, B \subset V$ in a graph $G$, where $|A|=|B|=n$, and given $\epsilon>0$, either decides that the pair $(A, B)$ is $\epsilon$-regular, or finds two subsets $X \subset A$ and $Y \subset B$, each of size at least $\frac{\epsilon^{4}}{16} n$, such that $|d(A, B)-d(X, Y)| \geq \epsilon^{4}$. Given $G=(V, E), \epsilon>0$ and $A, B$ as above, denote $d=d(A, B)$. Let $F=\left(f_{a b}\right)_{a \in A, b \in B}$ be the $n$ by $n$ matrix defined by $f_{a b}=1-d$ if $a b \in E$ and $f_{a b}=-d$ if $a b \notin E$. Note that if $(A, B)$ is not $\epsilon$-regular, then there are $I \subset A, J \subset B$ satisfying $|I| \geq \epsilon n,|J| \geq \epsilon n$ such that

$$
\left|\sum_{a \in I, b \in J} f_{a b}\right| \geq \epsilon|I||J| \geq \epsilon^{3} n^{2},
$$

that is, the cut-norm of $F$ is at least $\epsilon^{3} n^{2}$. Therefore, in this case the algorithm presented in this
paper will find efficiently $X \subset A, Y \subset B$ such that

$$
\left|\sum_{a \in X, b \in Y} f_{a b}\right| \geq 0.56 \epsilon^{3} n^{2}
$$

Obviously this implies, say, that $|X| \geq 0.5 \epsilon^{3} n,|Y| \geq 0.5 \epsilon^{3} n$ and $|d(X, Y)-d(A, B)| \geq 0.5 \epsilon^{3}$.
If the algorithm does not find such sets, it can report that the pair $(A, B)$ is $\epsilon$-regular. This can be used instead of Corollary 3.3 in [3] to obtain efficiently a regular partition of any given graph with less parts than the ones ensured by the algorithm in [3] (but the number will still be huge; a tower of height polynomial in $1 / \epsilon$, the degree of this polynomial will be smaller than the one in [3]. By being a bit careful this height can be shown to be $O\left(1 / \epsilon^{7}\right)$, whereas the height obtained in [3] is $\Theta\left(1 / \epsilon^{20}\right)$.) Moreover, our algorithm actually finds subsets $I \subset A, J \subset B$ maximizing (approximately) the value of $|e(I, J)| A|\cdot| B|-e(A, B)| I|\cdot| J|\mid$, while the algorithm in [3] relies on the fact that this maximum is of order $n^{2}$ (i.e. that the problem is "dense").

The rounding techniques described in Section 4 or in Subsection 5.1 (but not the one described in Subsection 5.3) can be used to find efficiently, for any given square $n$ by $n$ matrix $A=\left(a_{i j}\right)$, a vector $\left(x_{1}, \ldots, x_{n}\right) \in\{-1,1\}$, such that the value of $\left|\sum_{i j} a_{i j} x_{i} x_{j}\right|$ is at least a $\rho$-fraction of the maximum possible value of this quantity (or even the quantity $\left|\sum_{i j} a_{i j} u_{i} \cdot u_{j}\right|$, where $u_{i}, u_{j}$ are unit vectors in a Hilbert space.) Note that here we do not assume that $A$ is positive semidefinite (but we try to maximize the absolute value of the quadratic form, not the quadratic form itself). By applying this approximation algorithm to a matrix defined from a graph $G$ as above, we can find an induced subgraph that approximates the maximum possible deviation of the total number of edges from its expected value among all induced subgraphs of the graph.

In [8] Frieze and Kannan describe an efficient algorithm for finding what they call a cutdecomposition of a given $n$ by $m$ real matrix $A$, and apply it to obtain efficient approximation algorithms for various dense graph and matrix problems.

Consider matrices with a set of rows indexed by $R$ and a set of columns indexed by $S$. For $I \subset R$ and $J \subset S$, and for a real $d$, the cut matrix $D=\operatorname{CUT}(I, J, d)$ is the matrix $\left(d_{i j}\right)_{i \in R, j \in S}$ defined by $d_{i j}=d$ if $i \in I, j \in J$ and $d_{i j}=0$ otherwise. A cut-decomposition of $A$ expresses it in the form

$$
A=D^{(1)}+\ldots+D^{(s)}+W,
$$

where the matrices $D^{(i)}$ are cut matrices, and the matrix $W=\left(w_{k l}\right)$ has a relatively small cut-norm.
The authors of [8] describe an efficient algorithm that produces, for any given $n$ by $m$ matrix $A$ with entries in $[-1,1]$, a cut-decomposition in which the number of cut matrices is $O\left(1 / \epsilon^{2}\right)$, and the cut-norm of the matrix $W$ is at most $\epsilon n m$. This is done as follows. Starting with $W^{(0)}=A$, suppose that the first $i$ cut matrices $D^{(1)}, \ldots, D^{(i)}$ have already been defined, and consider the difference $W^{(i)}=A-\sum_{j=1}^{i} D^{(j)}$. If the cut-norm of this difference is already smaller than $\epsilon n m$, we are done. Otherwise, let $I, J$ be sets of rows and columns such that

$$
\begin{equation*}
\left|\sum_{k \in I, l \in J} w_{k l}^{(i)}\right| \geq \rho \epsilon n m \tag{3}
\end{equation*}
$$

where $\rho>0$ is an absolute positive constant. Let $d$ be the average value of the entries $w_{k l}^{(i)}$ for $k \in I, l \in J$, and define $D^{(i+1)}=C U T(I, J, d), W^{(i+1)}=W^{(i)}-D^{(i+1)}$. A simple computation, described in $[8]$, shows that the sum of squares of the entries of the new matrix $W^{(i+1)}$ is at most the sum of squares of the entries of the matrix $W^{(i)}$ minus $\rho^{2} \epsilon^{2} n m$. Therefore, this process must terminate after at most $\frac{1}{\rho^{2} \epsilon^{2}}$ steps. The main step in the algorithm is clearly that of finding the sets $I, J$ that satisfy (3), and the authors are able to do it efficiently only when the cut-norm is at least a constant fraction of $n m$. Our algorithm here enables us to perform this task efficiently (even if $\epsilon$ is, say, $1 / n^{0.001}$, which is not feasible using the approach of $[8]$, as the running time of their algorithm is exponential in $1 / \epsilon^{2}$ ).

Another possible application of our approximation algorithm appears in Computational Molecular Biology. While trying to identify groups of genes with statistically significant correlated behaviour across diverse experiments, it is desirable to solve a certain biclustering problem, see [27], [26]. The basic computational problem here is to find efficiently, in a given matrix whose entries are the logarithms of certain probabilities, a submtarix of (approximately) maximum total sum. Our algorithm supplies such a procedure in case the sum of entries in every row (or every column) of the given matrix is zero.

## 3 Hardness of approximation

As usual, we say that an approximation algorithm for a maximization problem has performance ratio or performance guarantee $\rho$ for some real $\rho \leq 1$, if it always delivers a solution with objective function value at least $\rho$ times the optimum value. Such an approximation algorithm is then called a $\rho$-approximation algorithm. Similarly, a randomized approximation algorithm is a $\rho$-approximation algorithm if it always produces a solution with expected value at least $\rho$ times the optimum.

In this section we observe that the problem of approximating the cut-norm $\|A\|_{C}$ of a given input matrix is MAX SNP hard, and so is the related problem of approximating $\|A\|_{\infty \mapsto 1}$. This implies, by the results in [23], [6], that there exists some $\rho<1$ such that the existence of a $\rho$ approximation, polynomial-time algorithm for any of these problems would imply that $P=N P$. The proof is by a reduction of the MAX CUT problem to the CUT NORM problem, and to the problem of computing $\|A\|_{\infty \mapsto 1}$. We need the following simple observation.

Lemma 3.1 For any real matrix $A=\left(a_{i j}\right)$,

$$
\|A\|_{C} \leq\|A\|_{\infty \mapsto 1} \leq 4\|A\|_{C} .
$$

Moreover, if the sum of each row and the sum of each column of $A$ is zero, then $\|A\|_{\infty \mapsto 1}=4\|A\|_{C}$.
Proof: For any $x_{i}, y_{j} \in\{-1,1\}$,

$$
\sum_{i, j} a_{i j} x_{i} y_{j}=\sum_{i: x_{i}=1, j: x_{j}=1} a_{i j}-\sum_{i: x_{i}=1, j: x_{j}=-1} a_{i j}-\sum_{i: x_{i}=-1, j: x_{j}=1} a_{i j}+\sum_{i: x_{i}=-1, j: x_{j}=-1} a_{i j} .
$$

The absolute value of each of the four terms in the right hand side is at most $\|A\|_{C}$, implying, by the triangle inequality, that

$$
\begin{equation*}
\|A\|_{\infty \mapsto 1} \leq 4\|A\|_{C} \tag{4}
\end{equation*}
$$

Suppose, now, that $\|A\|_{C}=\sum_{i \in I, j \in J} a_{i j}$ (the computation in case it is $-\sum_{i \in I, j \in J} a_{i j}$ is essentially the same). Define $x_{i}=1$ for $i \in I$ and $x_{i}=-1$ otherwise, and similarly, $y_{j}=1$ if $j \in J$ and $y_{j}=-1$ otherwise. Then

$$
\|A\|_{C}=\sum_{i, j} a_{i j} \frac{1+x_{i}}{2} \frac{1+y_{j}}{2}=\frac{1}{4} \sum_{i, j} a_{i j}+\frac{1}{4} \sum_{i, j} a_{i j} x_{i} \cdot 1+\frac{1}{4} \sum_{i, j} a_{i j} 1 \cdot y_{j}+\frac{1}{4} \sum_{i, j} a_{i j} x_{i} y_{j}
$$

The absolute value of each of the four terms in the right hand side is at most $\|A\|_{\infty \mapsto 1} / 4$, implying that $\|A\|_{\infty \mapsto 1} \geq\|A\|_{C}$. If the sum of each row and the sum of each column of $A$ is zero, then the right hand side is precisely $\frac{1}{4} \sum_{i, j} a_{i j} x_{i} y_{j}$, implying that in this case $\mid A\left\|_{\infty \mapsto 1} \geq 4\right\| A \|_{C}$, which, in view of (4), shows that the above holds as an equality.

Proposition 3.2 Given a (weighted or unweighted) graph $G=(V, E)$, there is an efficient way to construct a real $2|E|$ by $|V|$ matrix $A$, such that

$$
M A X C U T(G)=\|A\|_{C}=\|A\|_{\infty \mapsto 1} / 4
$$

Therefore, the CUT NORM problem and the problem of computing $\|A\|_{\infty \mapsto 1}$ are both MAX SNP hard.

Proof: We describe the construction for the unweighted case. The weighted case is similar. Given $G=(V, E)$, orient it in an arbitrary manner. Let $V=\left\{v_{1}, v_{2}, \ldots, v_{n}\right\}$ and $E=\left\{e_{1}, e_{2}, \ldots, e_{m}\right\}$, and let $A=\left(a_{i j}\right)$ be the $2 m$ by $n$ matrix defined as follows. For each $1 \leq i \leq m$, if $e_{i}$ is oriented from $v_{j}$ to $v_{k}$, then $a_{2 i-1, j}=a_{2 i, k}=1$ and $a_{2 i-1, k}=a_{2 i, j}=-1$. The rest of the entries of $A$ are all 0 . It is not difficult to check that $\operatorname{MAXCUT}(G)=\|A\|_{C}$. In addition, since the sum of entries in each row and in each column of $A$ is zero, it follows by Lemma 3.1 that $\|A\|_{\infty \mapsto 1}=4\|A\|_{C}$. As it is known [23], [14] that the MAX CUT problem is MAX SNP hard, the desired result follows.

Håstad [14] has shown that if $P \neq N P$ then there is no polynomial time approximation algorithm for the MAX CUT problem with approximation ratio exceeding $16 / 17$. Thus, this is an upper bound for the best possible approximation guarantee of a polynomial algorithm for approximating $\|A\|_{C}$ or $\|A\|_{\infty \mapsto 1}$. Similarly, our reduction above can be easily modified to construct, for any given directed graph $D$, a matrix $B$ with vanishing row sums and column sums, so that the value of the maximum directed cut of $D$ is equal to $\|B\|_{C}$. Håstad [14] has shown that if $P \neq N P$ then there is no polynomial time approximation algorithm for the MAX DICUT problem with approximation ratio exceeding $12 / 13$. Thus, this is an upper bound for the best possible approximation guarantee of a polynomial approximation algorithm for $\|B\|_{C}$ or $\|B\|_{\infty \mapsto 1}$.

## 4 Approximating the cut-norm

In this section we describe an efficient, deterministic, $\rho$ - approximation algorithm for the CUT NORM problem, where $\rho>0$ is an absolute constant. We make no attempt here to optimize the value of $\rho$ : this will be done (in a different way) in Section 4. We believe, however, that although the value of $\rho$ obtained in this section is rather poor, the method, which is motivated by the proof of Grothendieck's inequality in [7] (page 15) and in [16] (page 68) is interesting and may lead to similar results for related problems.

Given a real $n$ by $m$ matrix $A=\left(a_{i j}\right)$, our objective is to find $x_{i}, y_{j} \in\{-1,1\}$, such that

$$
\sum_{i, j} a_{i j} x_{i} y_{j} \geq \rho\|A\|_{\infty \mapsto 1},
$$

where $\rho$ is an absolute positive constant. The discussion in Section 1 and the proof of Lemma 3.1 imply that this will yield a similar procedure for finding $I$ and $J$ such that $\left|\sum_{i \in I, j \in J} a_{i j}\right| \geq \rho^{\prime}| | A \mid \|_{C}$.

We start by solving the semidefinite program (2). We can thus compute, for any positive $\delta$, unit vectors $u_{i}, v_{j} \in R^{p}$, where $p=n+m$, such that the sum $\sum_{i, j} a_{i j} u_{i} \cdot v_{j}$ is at least the maximum value of the program (2) (which is clearly at least $\|A\|_{\infty \mapsto 1}$ ) minus $\delta$. Since the value of the above norm of $A$ is at least the maximum absolute value of an entry of $A$, we can make sure that the $\delta$ term is negligible. The main part of the algorithm is the rounding phase, that is, the phase of finding, using the vectors $u_{i}, v_{j}$, reals $x_{i}, y_{j} \in\{-1,1\}$, such that

$$
\sum_{i, j} a_{i j} x_{i} y_{j} \geq \rho \sum_{i, j} a_{i j} u_{i} \cdot v_{j} .
$$

This is done as follows. Let $V$ be an explicit set of $t=O\left(p^{2}\right)$ vectors $\epsilon=\left(\epsilon_{1}, \epsilon_{2}, \ldots, \epsilon_{p}\right) \in$ $\{-1,1\}^{p}$ in which the values $\epsilon_{j}$ are four-wise independent and each of them attains the two values -1 and 1 with equal probability. This means that for every four distinct coordinates $1 \leq i_{1}<$ $\ldots<i_{4} \leq n$ and every choice of $\epsilon_{1}, \ldots, \epsilon_{4} \in\{-1,1\}$, exactly a (1/16)-fraction of the vectors have $\epsilon_{j}$ in their coordinate number $i_{j}$ for $j=1, \ldots, 4$. As described, for example, in [1] or [5] such sets (also known as orthogonal arrays of strength 4) can be constructed efficiently using the parity check matrices of BCH codes.

Let $M>0$ be a fixed real, to be chosen later. Consider $V$ as a sample space in which all $t$ points $\epsilon$ have the same probability. For any unit vector $q=\left(q_{1}, q_{2} \ldots, q_{p}\right) \in R^{p}$, let $H(q)$ denote the random variable defined on the sample space $V$ by putting $[H(q)](\epsilon)=\sum_{j=1}^{p} \epsilon_{j} q_{j}$. Since the entries $\epsilon_{j}$ are four-wise (and hence pairwise) independent, it follows that for any two vectors $q, q^{\prime}$, the expectation of $H(q) H\left(q^{\prime}\right)$ is precisely the inner product $q \cdot q^{\prime}$. In particular, the expectation of $[H(q)]^{2}$ is $q \cdot q=1$. Similarly, four-wise independence implies that the expectation of $[H(q)]^{4}$ satisfies

$$
E\left([H(q)]^{4}\right)=\sum_{j=1}^{p} q_{j}^{4}+6 \sum_{1 \leq j<j^{\prime} \leq p} q_{j}^{2} q_{j^{\prime}}^{2} \leq 3\left(\sum_{j} q_{j}^{2}\right)^{2}=3 .
$$

The $M$-truncation of $H(q)$, denoted $H^{M}(q)$, is defined as follows: $\left[H^{M}(q)\right](\epsilon)=[H(q)](\epsilon)$ if $|[H(q)](\epsilon)| \leq M,\left[H^{M}(q)\right](\epsilon)=M$ if $[H(q)](\epsilon)>M$, and $\left[H^{M}(q)\right](\epsilon)=-M$ if $[H(q)](\epsilon)<-M$.

By Markov's Inequality, for every positive real $m$,

$$
\operatorname{Prob}[|H(q)| \geq m] m^{4} \leq E\left([H(q)]^{4}\right) \leq 3,
$$

implying that $\operatorname{Prob}[|H(q)| \geq m] \leq \frac{3}{m^{4}}$. This implies the following
Claim 4.1 The expectation $E\left(\left|H(q)-H^{M}(q)\right|^{2}\right)$ satisfies

$$
E\left(\left|H(q)-H^{M}(q)\right|^{2}\right) \leq \frac{1}{M^{2}}
$$

Each random variable $H(q)$ can be associated with a vector $h(q) \in R^{t}$ by defining $[h(q)](\epsilon)=$ $\frac{1}{\sqrt{t}}[H(q)](\epsilon)$. The truncation $h^{M}(q)=H^{M}(q) / \sqrt{t}$ is defined analogously. The above discussion thus implies the following.

Lemma 4.2 For each unit vector $q \in R^{p}, h(q) \in R^{t}$ is a unit vector. The norm of $h^{M}(q)$ is at most 1 , and that of $h(q)-h^{M}(q)$ is at most $1 / M$. If $q^{\prime} \in R^{p}$ is another vector, then $h(q) \cdot h\left(q^{\prime}\right)=q \cdot q^{\prime}$.

Returning to our semidefinite program (2) and its solution (up to $\delta$ ) given by the vectors $u_{i}, v_{j} \in R^{p}$, let $B$ denote the value of the program. Since $h(q) \cdot h\left(q^{\prime}\right)=q \cdot q^{\prime}$ for all unit vectors $q, q^{\prime}$, it follows that

$$
\begin{aligned}
B-\delta \leq & \sum_{i j} a_{i j} u_{i} \cdot v_{j} \\
= & \sum_{i j} a_{i j} h\left(u_{i}\right) \cdot h\left(v_{j}\right) \\
= & \sum_{i j} a_{i j} h^{M}\left(u_{i}\right) \cdot h^{M}\left(v_{j}\right)+\sum_{i j} a_{i j}\left(h\left(u_{i}\right)-h^{M}\left(u_{i}\right)\right) \cdot h^{M}\left(v_{j}\right)+ \\
& \sum_{i j} a_{i j} h\left(u_{i}\right) \cdot\left(h\left(v_{j}\right)-h^{M}\left(v_{j}\right)\right) .
\end{aligned}
$$

By the convexity of the program, and since the norm of each vector $h^{M}\left(v_{j}\right), h\left(u_{i}\right)$ is at most 1 , and the norm of each vector $h\left(u_{i}\right)-h^{M}\left(u_{i}\right)$ and each vector $h\left(v_{j}\right)-h^{M}\left(v_{j}\right)$ is at most $1 / M$, it follows that

$$
\sum_{i j} a_{i j}\left(h\left(u_{i}\right)-h^{M}\left(u_{i}\right)\right) \cdot h^{M}\left(v_{j}\right)+\sum_{i j} a_{i j} h\left(u_{i}\right) \cdot\left(h\left(v_{j}\right)-h^{M}\left(v_{j}\right)\right) \leq \frac{2}{M} B
$$

Here we have used, crucially, the fact that as $B$ is the maximum value of the semidefinite program, its value on the vectors $h\left(u_{i}\right)-h^{M}\left(u_{i}\right)$ and the vectors $h\left(v_{j}\right)$ does not exceed $B \frac{1}{M}$, and so does its value on the vectors $h\left(u_{i}\right)$ and $h\left(v_{j}\right)-h^{M}\left(v_{j}\right)$. Therefore,

$$
B\left(1-\frac{2}{M}\right)-\delta \leq \sum_{i j} a_{i j} h^{M}\left(u_{i}\right) \cdot h^{M}\left(v_{j}\right)
$$

It follows that there is a coordinate $\epsilon \in V$ such that

$$
\sum_{i j} a_{i j} h^{M}\left(u_{i}\right)(\epsilon) \cdot h^{M}\left(v_{j}\right)(\epsilon) \geq \frac{1}{t}\left(B\left(1-\frac{2}{M}\right)-\delta\right)
$$

By the definition of the vectors $h$, this implies

$$
\sum_{i j} a_{i j} H^{M}\left(u_{i}\right)(\epsilon) \cdot H^{M}\left(v_{j}\right)(\epsilon) \geq B\left(1-\frac{2}{M}\right)-\delta .
$$

Choose $M=3$ and define $x_{i}=\frac{H^{M}\left(u_{i}\right)(\epsilon)}{M}, y_{j}=\frac{H^{M}\left(v_{j}\right)(\epsilon)}{M}$. Then $x_{i}, y_{j}$ are reals, each having an absolute value at most 1 , and

$$
\sum_{i j} a_{i j} x_{i} y_{j} \geq B\left(\frac{M-2}{M^{3}}\right)-\frac{\delta}{M^{2}}=\frac{B}{27}-\frac{\delta}{9} .
$$

Fixing all $x_{i}, y_{j}$ but, say, $x_{1}$, the left hand side is a linear form in $x_{1}$, and thus we can shift $x_{1}$ to either -1 or 1 , without any decrease in the value of the sum. Proceeding in this way with the other variables, each one in its turn, we obtain $x_{i}, y_{j} \in\{-1,1\}$ such that the value of the sum $\sum_{i j} a_{i j} x_{i} y_{j}$ is at least $\frac{B}{27}-\frac{\delta}{9}$. As $\delta$ is arbitrarily small, we have thus proved the following.

Theorem 4.3 There is a deterministic polynomial time algorithm that finds, for a given real matrix $A=\left(a_{i j}\right)$, integers $x_{i}, y_{j} \in\{-1,1\}$ such that the value of the sum $\sum_{i j} a_{i j} x_{i} y_{j}$ is at least $0.03 B$, where $B$ is the value of the semidefinite program (2) (which is at least $\|A\|_{\infty \mapsto 1}$ ).

## 5 Improving the constant

The constant obtained in the previous section can be improved by replacing the space $V$ of fourwise independent $\{-1,1\}$ variables with a space of $2 k$-wise independent $\{-1,1\}$ variables (or with a space of independent standard normal random variables). This, however, will not provide a $\rho$-approximation algorithm with $\rho>\frac{1}{5}$.

In fact, we can do much better. In this section we describe two randomized $\rho$-approximation algorithms for approximating $\|A\|_{\infty \mapsto 1}$. For the first algorithm, $\rho=\frac{4}{\pi}-1>0.27$, while for the second $\rho=\frac{2 \ln (1+\sqrt{2})}{\pi}>0.56$. We further show that these yield randomized $\rho$-approximation algorithms for the CUT NORM problem, with the same values of $\rho$ (without losing the factor of 4 that appears in Lemma 3.1.) It should be possible to derandomize these algorithms using the techniques of [21].

### 5.1 Averaging with a Gaussian measure: Rietz' method

The main idea here, based on [24], is to round the solution $u_{i}, v_{j} \in R^{p}$ of the semidefinite program
(2) by averaging over $R^{p}$ with normalized Gaussian measure. We proceed with the details.

Let $g_{1}, g_{2}, \ldots, g_{p}$ be standard, independent, Gaussian random variables, and consider the random Gaussian vector $G=\left(g_{1}, \ldots, g_{p}\right)$. The following identity holds for every two unit vectors
$b, c \in \ell_{2}^{p}:$

$$
\begin{equation*}
\frac{\pi}{2} E[\operatorname{sign}(\mathrm{~b} \cdot \mathrm{G}) \cdot \operatorname{sign}(\mathrm{c} \cdot \mathrm{G})] b \cdot c+E\left\{\left[b \cdot G-\sqrt{\frac{\pi}{2}} \operatorname{sign}(\mathrm{~b} \cdot \mathrm{G})\right] \cdot\left[c \cdot G-\sqrt{\frac{\pi}{2}} \operatorname{sign}(\mathrm{c} \cdot \mathrm{G})\right]\right\} \tag{5}
\end{equation*}
$$

This is a simple exercise, using rotation invariance. Indeed, the fact that

$$
\begin{equation*}
E[(b \cdot G)(c \cdot G)]=b \cdot c \tag{6}
\end{equation*}
$$

follows from the orthogonality of the vectors $g_{i}$; if $b=\left(b_{1}, \ldots, b_{p}\right)$ and $c=\left(c_{1}, \ldots, c_{p}\right)$, then

$$
E[(b \cdot G)(c \cdot G)]=E\left[\sum_{i=1}^{p} b_{i} g_{i} \sum_{i=1}^{p} c_{i} g_{i}\right]=\sum_{i, j} b_{i} c_{j} E\left[g_{i} g_{j}\right]=\sum_{i=1}^{p} b_{i} c_{i}=b \cdot c .
$$

To compute $E[(b \cdot G) \operatorname{sign}(\mathrm{c} \cdot \mathrm{G})]$ we may assume, by rotation invariance, that $c=(1,0, \ldots, 0)$, and $b=\left(b_{1}, b_{2}, 0, \ldots, 0\right)$. Hence $b \cdot c=b_{1}$ and

$$
\begin{aligned}
E[(b \cdot G) \operatorname{sign}(\mathrm{c} \cdot \mathrm{G})] & =E\left[\left(b_{1} g_{1}+b_{2} g_{2}\right) \operatorname{sign}\left(\mathrm{g}_{1}\right)\right] \\
& =E\left[b_{1} g_{1} \operatorname{sign}\left(\mathrm{~g}_{1}\right)\right]+E\left[b_{2} g_{2}\right] E\left[\operatorname{sign}\left(\mathrm{~g}_{1}\right)\right] \\
& =E\left[b_{1} g_{1} \operatorname{sign}\left(\mathrm{~g}_{1}\right)\right] \\
& =2 \int_{0}^{\infty} \frac{1}{\sqrt{2 \pi}} b_{1} x e^{-x^{2} / 2} d x=\sqrt{\frac{2}{\pi}} b_{1} .
\end{aligned}
$$

Thus

$$
\begin{equation*}
E[(b \cdot G) \operatorname{sign}(\mathrm{c} \cdot \mathrm{G})]=\sqrt{\frac{2}{\pi}} b \cdot c \tag{7}
\end{equation*}
$$

The identity above follows from (6) and (7), by linearity of expectation.
Suppose, now, that the vectors $u_{i}, v_{j} \in R^{p}$ supply a solution of (2), which can be found efficiently (we assume, for simplicity, that this is a precise solution). Let $B$ denote the value of the solution. By (5)

$$
\begin{align*}
\frac{\pi}{2} E\left\{\sum_{i, j} a_{i j}\left[\operatorname{sign}\left(\mathrm{u}_{\mathrm{i}} \cdot \mathrm{G}\right) \cdot \operatorname{sign}\left(\mathrm{v}_{\mathrm{j}} \cdot \mathrm{G}\right)\right]\right\}= & B+\sum_{i, j} a_{i j} E\left\{\left[u_{i} \cdot G-\sqrt{\frac{\pi}{2}} \cdot \operatorname{sign}\left(\mathrm{u}_{\mathrm{i}} \cdot \mathrm{G}\right)\right] .\right. \\
& {\left.\left[v_{j} \cdot G-\sqrt{\frac{\pi}{2}} \cdot \operatorname{sign}\left(\mathrm{v}_{\mathrm{j}} \cdot \mathrm{G}\right)\right]\right\} . } \tag{8}
\end{align*}
$$

Note that each term of the form

$$
E\left\{\left[u_{i} \cdot G-\sqrt{\frac{\pi}{2}} \cdot \operatorname{sign}\left(\mathrm{u}_{\mathrm{i}} \cdot \mathrm{G}\right)\right] \cdot\left[v_{j} \cdot G-\sqrt{\frac{\pi}{2}} \cdot \operatorname{sign}\left(\mathrm{v}_{\mathrm{j}} \cdot \mathrm{G}\right)\right]\right\}
$$

which multiplies $a_{i j}$ in (8), is the inner product of two vectors in a Hilbert space. Moreover, the square of the norm of each of these vectors is easily seen to be $\frac{\pi}{2}-1$, by substituting $b=c=u_{i}$ (or $b=c=v_{j}$ ) in (5). Therefore, as $B$ is the maximum possible value of the program (2), it follows that the last sum in (8) is bounded, in absolute value, by $\left(\frac{\pi}{2}-1\right) B$. Thus, by (8)

$$
\frac{\pi}{2} E\left\{\sum_{i, j} a_{i j}\left[\operatorname{sign}\left(\mathrm{u}_{\mathrm{i}} \cdot \mathrm{G}\right) \cdot \operatorname{sign}\left(\mathrm{v}_{\mathrm{j}} \cdot \mathrm{G}\right)\right]\right\} \geq\left(2-\frac{\pi}{2}\right) B
$$

implying that by choosing the normal random variables $g_{i}$ randomly, and by defining

$$
x_{i}=\operatorname{sign}\left(\mathrm{u}_{\mathrm{i}} \cdot \mathrm{G}\right), \mathrm{y}_{\mathrm{j}}=\operatorname{sign}\left(\mathrm{v}_{\mathrm{j}} \cdot \mathrm{G}\right)
$$

we get a solution for (1) whose expected value is at least $\frac{2}{\pi}\left(2-\frac{\pi}{2}\right) B=\left(\frac{4}{\pi}-1\right) B$. As $B$ is at least the value of the optimal solution of (1), this supplies a randomized $\rho$-approximation algorithm for estimating $\|A\|_{\infty \mapsto 1}$, where $\rho=\frac{4}{\pi}-1$.
Remark: The above algorithm is based only on the basic idea in the proof of [24], and it is in fact possible to improve its performance guarantee by modifying it according to the full proof. This suggests to round $u_{i} \cdot G$ to $x_{i}=\operatorname{sign}\left(\mathrm{u}_{\mathrm{i}} \cdot \mathrm{G}\right)$ if it is "large", and to round it to some multiple of $u_{i} \cdot G$ if it is not, where the definition of "large" and the precise multiple are chosen optimally. We can then further round the fractional values of $x_{i}$ to integral ones with no loss. This resembles some of the ideas used in several recent papers including [28], [19] and [9]. We do not include the details here, as we can get a better approximation guarantee, using another method, described in subsection 5.3.

### 5.2 Positive semidefinite matrices

In this section we observe that when $A=\left(a_{i j}\right)$ is positive semidefinite then the approximation ratio can be improved to $2 / \pi$. This follows from the work of Nesterov [22], but the short argument we describe here is based on Rietz' proof that for such an $A$ the constant in Grothendieck's Inequality can be improved to $\pi / 2$. Grothendieck himself showed in [11] (in a somewhat different language) that $\pi / 2$ is a lower bound for the constant in this case; we sketch a proof of this fact below.

We first show that if $A=\left(a_{i j}\right)$ is a positive semidefinite $n$ by $n$ matrix, then the maximum of the semidefinite program (2) is obtained for some vectors $u_{i}, v_{j}$ satisfying $u_{i}=v_{i}$ for all $i$ (though, of course, it may also be obtained for some vectors that do not satisfy this property). This is not really required for getting the $2 / \pi$ approximation algorithm, but we include this proof as it shows that the integrality gap of the problem is at most $\pi / 2$.

Suppose, thus, that the maximum value of (2), denoted by $B$, is obtained by some $p$-dimensional vectors, where $p \leq 2 n$ and $A$ is positive semidefinite. Let $D=A \otimes I$ be the tensor product of $A$ with a $p$ by $p$ identity matrix. This is simply the $n p$ by $n p$ matrix consisting of $p$ blocks along the diagonal, each being a copy of $A$. Given $u_{1}, \ldots, u_{n} \in \ell_{2}^{p}$, where $u_{i}=\left(u_{i 1}, u_{i 2}, \ldots, u_{i p}\right)$ let $u^{(j)}=\left(u_{1 j}, u_{2 j}, \ldots, u_{n j}\right)$ be the vector consisting of the $j$-th coordinates of all vectors $u_{i}$, $(1 \leq j \leq p)$. Let $u=\left(u^{(1)}, u^{(2)}, \ldots, u^{(p)}\right) \in \ell_{2}^{n p}$ and note that $D u=\left(A u^{(1)}, A u^{(2)}, \ldots, A u^{(p)}\right)$. Thus $D$ is positive semidefinite and for $u_{1}, \ldots, u_{n}, v_{1}, \ldots, v_{n} \in \ell_{2}^{p}$,

$$
\sum_{i, j} a_{i j} u_{i} \cdot v_{j}=D u \cdot v=D^{1 / 2} u \cdot D^{1 / 2} v \leq\left\|D^{1 / 2} u\right\| \cdot\left\|D^{1 / 2} v\right\|
$$

with equality when $u=v$.
Therefore, if the maximum $B$ of the quantity $\sum_{i, j} a_{i j} u_{i} \cdot v_{j}$ is obtained for the unit vectors $u_{i}, v_{j} \in \ell_{2}^{p}$, then, as $\left\|D^{1 / 2} u\right\|$ cannot exceed $B^{1 / 2}$, it follows that $\left\|D^{1 / 2} u\right\|=\left\|D^{1 / 2} v\right\|=B^{1 / 2}$. Thus the maximum is also equal to $\sum_{i, j} a_{i j} u_{i} \cdot u_{j}$ (and to $\sum_{i, j} a_{i j} v_{i} \cdot v_{j}$ ).

The fact that for positive semidefinite matrices $A$ we can get a $\rho$-approximation algorithm with $\rho=\frac{2}{\pi}$ is now an easy consequence of (8). We first solve the semidefinite program (2) to get vectors $u_{i}, v_{j}$ optimizing it. By the above discussion, the vectors $u_{i}=v_{i}$ for all $i$ also give an optimal solution. (Alternatively, we can solve the variant of (2) in which $u_{i}=v_{i}$ for all $i$ directly, and proceed from there.) By (8)

$$
\begin{aligned}
\frac{\pi}{2} E\left\{\sum_{i, j} a_{i j}\left[\operatorname{sign}\left(\mathrm{u}_{\mathrm{i}} \cdot \mathrm{G}\right) \cdot \operatorname{sign}\left(\mathrm{u}_{\mathrm{j}} \cdot \mathrm{G}\right)\right]\right\}= & B+\sum_{i, j} a_{i j} E\left\{\left[u_{i} \cdot G-\sqrt{\frac{\pi}{2}} \cdot \operatorname{sign}\left(\mathrm{u}_{\mathrm{i}} \cdot \mathrm{G}\right)\right] .\right. \\
& {\left.\left[u_{j} \cdot G-\sqrt{\frac{\pi}{2}} \cdot \operatorname{sign}\left(\mathrm{u}_{\mathrm{j}} \cdot \mathrm{G}\right)\right]\right\} \geq B }
\end{aligned}
$$

where here we have used the fact that $A$ is positive semidefinite. The algorithm now simply chooses $G$ at random, and computes $x_{i}=y_{i}=\operatorname{sign}\left(\mathrm{u}_{\mathrm{i}} \cdot \mathrm{G}\right)$.

We conclude this subsection with a sketch of (a modified version of) the argument of Grothendieck that shows that the integrality gap of (1) for the positive semidefinite case is indeed precisely $\pi / 2$. We need the following
Fact: If $b$ and $c$ are two random, independent, vectors on the unit sphere in $R^{p}$, then

$$
\begin{equation*}
E\left[(b \cdot c)^{2}\right]=\frac{1}{p} \tag{9}
\end{equation*}
$$

and

$$
\begin{equation*}
E[|b \cdot c|]=\left(\sqrt{\frac{2}{\pi}}+o(1)\right) \frac{1}{\sqrt{p}} \tag{10}
\end{equation*}
$$

where the $o(1)$-term tends to zero as $p$ tends to infinity.
Indeed, the computation of the first expectation is very simple; by rotation invariance we may assume that $c=(1,0,0, \ldots, 0)$ and then $E\left[(b \cdot c)^{2}\right]=E\left[b_{1}^{2}\right]$, where we write $b=\left(b_{1}, b_{2}, \ldots, b_{p}\right)$. However, by symmetry $E\left[b_{1}^{2}\right]=\frac{1}{p} E\left[b_{1}^{2}+b_{2}^{2}+\ldots+b_{p}^{2}\right]=\frac{1}{p}$, implying (9). By the same reasoning, $E[|b \cdot c|]=E\left[\left|b_{1}\right|\right]$ which can now either be computed directly by integrating along the sphere, or can be estimated by noticing that it is well approximated by $E\left[\left|\frac{g}{\sqrt{p}}\right|\right]$, where $g$ is a standard Gaussian random variable. The simple computation for this case appears before the derivation of (7).

Armed with the above fact, we now define an $n$ by $n$ positive semidefinite matrix $A=\left(a_{i j}\right)$ for which the ratio between the value of (1) and that of (2) is (nearly) $\pi / 2$. Fix a large integer $p$, and let $n$ be much larger. Let $v_{1}, v_{2}, \ldots, v_{n}$ be $n$ independent random vectors chosen uniformly according to the normalized Haar measure on the unit sphere in $R^{p}$. Let $A$ be the gram matrix of the vectors $\frac{v_{i}}{n}$, that is $a_{i j}=\frac{1}{n^{2}} v_{i} \cdot v_{j}$. Obviously $A$ is positive semidefinite. Moreover, if we substitute the unit vectors $v_{i}$ in the program (2) we get

$$
\sum_{i, j} a_{i j} v_{i} \cdot v_{j}=\frac{1}{n^{2}} \sum_{i j}\left(v_{i} \cdot v_{j}\right)^{2} .
$$

When $n$ tends to infinity, this converges to the average value of the square of the inner product between two random vectors on the unit sphere of $R^{p}$, which is, by $(9), 1 / p$. Therefore, the optimal value of the program (2) for $A$ is at least $1 / p$.

Consider, now, the optimal value of the integer program (1) for $A$. Let $x_{i} \in\{-1,1\}$ be a sign vector. Then

$$
\sum_{i, j} a_{i j} x_{i} \cdot x_{j}=\left\|\frac{1}{n} \sum_{i=1}^{n} x_{i} v_{i}\right\|^{2}
$$

Therefore, the value of the integer program is the square of the maximum possible norm of a vector $\frac{1}{n} \sum_{i=1}^{n} x_{i} v_{i}$, where $x_{i} \in\{-1,1\}$ for all $i$. If the direction of this optimal vector is given by the unit vector $c$, then, knowing $c$, it is clear how to choose $x_{i}$ for each $i$; it simply has to be $\operatorname{sign}\left(\mathrm{v}_{\mathrm{i}} \cdot \mathrm{c}\right)$. With this choice of the signs $x_{i}$, the quantity

$$
\frac{1}{n} \sum_{i=1}^{n} x_{i} v_{i} \cdot c=\left\|\frac{1}{n} \sum_{i=1}^{n} x_{i} v_{i}\right\|
$$

converges, when $n$ tends to infinity, to the average value of $|v \cdot c|$, where $v$ is a random vector on the sphere. By (10) this value is $(\sqrt{2 / \pi}+o(1)) \frac{1}{\sqrt{p}}$, where the $o(1)$-term tends to zero as $p$ tends to infinity. Since $n$ can be chosen to be arbitrarily large with respect to $p$, and as we do not have to consider all the infinitely many possible directions $c$, but can consider an appropriate $\epsilon$-net of directions on the sphere, we conclude that if $p$ is large and $n$ is huge, then, with high probability, the value of the integer program (1) for $A$ is at most

$$
\left[\left(\sqrt{\frac{2}{\pi}}+o(1)\right) \frac{1}{\sqrt{p}}\right]^{2}=\left(\frac{2}{\pi}+o(1)\right) \frac{1}{p} .
$$

It follows that the integrality gap is at least $\pi / 2$, implying, by the discussion in the beginning of this subsection, that it is exactly $\pi / 2$.

### 5.3 Constructing new vectors: Krivine's argument

The approach in this subsection is based on a simplified version of Krivine's proof, presented in [18], of Grothendieck's Inequality, as described in [15]. We need the following simple lemma, which has already been mentioned briefly in the introduction, and which has been applied in Grothendieck's original proof as well.

Lemma 5.1 (Grothendieck's identity) For every two unit vectors $u, v$ in a Hilbert space, if $z$ is chosen randomly and uniformly according to the normalized Haar measure on the unit sphere of the space, then

$$
\frac{\pi}{2} \cdot E([\operatorname{sign}(\mathrm{u} \cdot \mathrm{z})] \cdot[\operatorname{sign}(\mathrm{v} \cdot \mathrm{z})])=\arcsin (u \cdot v) .
$$

Using this lemma, we prove the following.
Lemma 5.2 For any set $\left\{u_{i}: 1 \leq i \leq n\right\} \cup\left\{v_{j}: 1 \leq j \leq m\right\}$ of unit vectors in a Hilbert space $H$, and for $c=\sinh ^{-1}(1)=\ln (1+\sqrt{2})$, there is a set $\left\{u_{i}^{\prime}: 1 \leq i \leq n\right\} \cup\left\{v_{j}^{\prime}: 1 \leq j \leq m\right\}$ of unit
vectors in a Hilbert space $H^{\prime}$, such that if $z$ is chosen randomly and uniformly in the unit sphere of $H^{\prime}$ then

$$
\frac{\pi}{2} \cdot E\left(\left[\operatorname{sign}\left(\mathrm{u}_{\mathrm{i}}^{\prime} \cdot \mathrm{z}\right)\right] \cdot\left[\operatorname{sign}\left(\mathrm{v}_{\mathrm{j}}^{\prime} \cdot \mathrm{z}\right)\right]\right)=c u_{i} \cdot v_{j}
$$

for all $1 \leq i \leq n, 1 \leq j \leq m$.
Proof: Fix $c$ as above, a Hilbert space $H$ and $u, v \in H$. By Taylor's expansion:

$$
\sin (c u \cdot v)=\sum_{k=0}^{\infty}(-1)^{k} \frac{c^{2 k+1}}{(2 k+1)!}(u \cdot v)^{2 k+1}
$$

For every vector $w$ and integer $j$ denote by $w^{\otimes j}$ the $j^{\prime}$ th tensor power $w \otimes w \otimes \cdots \otimes w$ ( $j$ terms). Then the above expansion becomes

$$
\sin (c u \cdot v)=\sum_{k=0}^{\infty}(-1)^{k} \frac{c^{2 k+1}}{(2 k+1)!} u^{\otimes(2 k+1)} \cdot v^{\otimes(2 k+1)}
$$

Consider the following vectors in the direct sum $\oplus_{k=0}^{\infty} H^{\otimes(2 k+1)}$, whose $k$ 'th "coordinates" are given by:

$$
T(u)_{k}=(-1)^{k} \sqrt{\frac{c^{2 k+1}}{(2 k+1)!}} \cdot u^{\otimes(2 k+1)} \quad \text { and } \quad \mathrm{S}(\mathrm{y})_{\mathrm{k}}=\sqrt{\frac{\mathrm{c}^{2 \mathrm{k}+1}}{(2 \mathrm{k}+1)!}} \cdot \mathrm{v}^{\otimes(2 \mathrm{k}+1)}
$$

Then the above expansion boils down to $\sin (c u \cdot v)=T(u) \cdot S(v)$, or

$$
c u \cdot v=\arcsin (T(u) \cdot S(v))
$$

Moreover,

$$
\|T(u)\|^{2}=\sinh \left(c \cdot\|u\|^{2}\right) \quad \text { and } \quad\|\mathrm{S}(\mathrm{v})\|^{2}=\sinh \left(\mathrm{c} \cdot\|\mathrm{v}\|^{2}\right)
$$

Given the unit vectors $u_{i}, v_{j}$, recall that $c=\sinh ^{-1}(1)$ and define $u_{i}^{\prime}=T\left(u_{i}\right)$ and $v_{j}^{\prime}=S\left(v_{i}\right)$. Note that all the vectors $u_{i}^{\prime}, v_{j}^{\prime}$ are unit vectors (in the huge direct sum of tensor products we constructed). Let $H^{\prime}$ be the span of $u_{i}^{\prime}, v_{j}^{\prime}$. It is an $m+n$-dimensional Hilbert space. Let $z$ be a random vector chosen uniformly on its unit sphere. By Grothendieck's identity (Lemma 5.1), for every $i, j$ :

$$
\frac{\pi}{2} \cdot E\left(\left[\operatorname{sign}\left(\mathrm{~T}\left(\mathrm{u}_{\mathrm{i}}\right) \cdot \mathrm{z}\right)\right] \cdot\left[\operatorname{sign}\left(\mathrm{S}\left(\mathrm{v}_{\mathrm{j}}\right) \cdot \mathrm{z}\right)\right]\right)=\arcsin \left(T\left(u_{i}\right) \cdot S\left(v_{j}\right)\right)=c u_{i} \cdot v_{j}
$$

as needed.
Theorem 5.3 There is a randomized polynomial time algorithm that given an input $n$ by matrix $A=\left(a_{i j}\right)$ and unit vectors $u_{i}, v_{j}$ in $R^{n+m}$ finds $x_{i}, y_{j} \in\{-1,1\}$ such that the expected value of the $\operatorname{sum} \sum_{i j} a_{i j} x_{i} y_{j}$ is

$$
\frac{2 \ln (1+\sqrt{2})}{\pi} \sum_{i j} a_{i j} u_{i} \cdot v_{j}
$$

Therefore, there is a polynomial randomized $\rho$-approximation algorithm for computing $\|A\|_{\infty \mapsto 1}$, where $\rho=\frac{2 \ln (1+\sqrt{2})}{\pi}>0.56$.

Proof: By Lemma 5.2 there are vectors $u_{i}^{\prime}, v_{j}^{\prime}$ satisfying the conclusion of the lemma. We can thus find such vectors in an $m+n$-dimensional space, using semidefinite programming. By linearity of expectation, with $c=\sinh ^{-1}(1)$ as above,

$$
c \cdot \sum_{i, j} a_{i j} u_{i} \cdot v_{j}=\frac{\pi}{2} \cdot E\left(\sum_{i, j} a_{i j}\left[\operatorname{sign}\left(\mathrm{u}_{\mathrm{i}}^{\prime} \cdot \mathrm{z}\right)\right] \cdot\left[\operatorname{sign}\left(\mathrm{v}_{\mathrm{j}}^{\prime} \cdot \mathrm{z}\right)\right]\right)
$$

We can now simply pick a random $z$ and define $x_{i}=\operatorname{sign}\left(\mathrm{u}_{\mathrm{i}}^{\prime} \cdot \mathrm{z}\right)$ and $y_{j}=\operatorname{sign}\left(\mathrm{v}_{\mathrm{j}} \cdot \mathrm{z}\right)$.

### 5.4 The cut-norm

In this short subsection we observe that the same approximation ratio guaranteed in any approximation algorithm for $\|A\|_{\infty \mapsto 1}$ can be obtained for the CUT NORM problem as well. Given an $n$ by $m$ matrix $A=a_{i j}$, augment it to an $(n+1)$ by $(m+1)$ matrix $A^{\prime}=\left(a_{i j}^{\prime}\right)$ by defining $a_{i j}^{\prime}=a_{i j}$ for all $1 \leq i \leq n, 1 \leq j \leq m, a_{i, m+1}^{\prime}=-\sum_{j=1}^{m} a_{i j}$ for all $1 \leq i \leq n, a_{n+1, j}^{\prime}=-\sum_{i=1}^{n} a_{i j}$ for all $1 \leq j \leq m$, and $a_{n+1, m+1}^{\prime}=0$. We claim that $\left\|A^{\prime}\right\|_{C}=\|A\|_{C}$. Indeed, obviously $\left\|A^{\prime}\right\|_{C} \geq\|A\|_{C}$, as $A$ is a submatrix of $A^{\prime}$. Conversely, let $I \subset\{1,2, \ldots, n+1\}, J \subset\{1,2, \ldots, m+1\}$ satisfy $\left\|A^{\prime}\right\|_{C}=\left|\sum_{i \in I, j \in J} a_{i j}^{\prime}\right|$. If $n+1 \in I$ replace it by its complement $\{1,2, \ldots, n+1\} \backslash I$ and similarly, if $m+1 \in J$, replace it by its complement $\{1,2, \ldots, m+1\} \backslash J$. As the sum of each row and the sum of each column of $A^{\prime}$ is zero, the absolute value of the sum $\sum_{i \in I, j \in J} a_{i j}^{\prime}$ with the new sets $I, J$ is still equal to $\left\|A^{\prime}\right\|_{C}$. This is, however, the sum of elements of a submatrix of $A$, implying that in fact $\left\|A^{\prime}\right\|_{C}=\|A\|_{C}$, as claimed.

By the last part of Lemma 3.1, $\left\|A^{\prime}\right\|_{\infty \mapsto 1}=4\left\|A^{\prime}\right\|_{C}$, and thus we can simply apply any algorithm for $\rho$-approximating $\left\|A^{\prime}\right\|_{\infty \mapsto 1}$ to obtain a similar $\rho$-approximation of $\left\|A^{\prime}\right\|_{C}=\|A\|_{C}$.

## 6 Concluding remarks

- There is a lot known on Grothendieck's Inequality in the case of complex scalars [13, 17], and it may be interesting to find algorithmic or combinatorial applications of these results.
- We believe that the method described in this paper will find further applications, as it provides a rounding technique that can, at least in the cases considered here, handle cancellations between positive and negative terms.
- It will be interesting to improve the approximation guarantee of the algorithms presented here. It will also be interesting to find a $\rho$-approximation algorithm for the CUT NORM problem (for any absolute positive constant $\rho$ ) which does not apply semidefinite programming and/or can be analyzed without relying on Grothendieck's Inequality.
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