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Abstract. We develop a geometric invariant Littlewood-Paley theory for ar-
bitrary tensors of a compact 2 dimensional manifold. We show that all the

important features of the classical LP theory survive with estimates which

depend only on very limited regularity assumptions on the metric. We give
invariant descriptions of Sobolev and Besov spaces and prove some sharp prod-

uct inequalities. This theory has being developed in connection to the work of

the authors on the geometry of null hypersurfaces with a finite curvature flux
condition, see [Kl-Rodn1], [Kl-Rodn2]. We are confident however that it can

be applied, and extended, to many different situations.

1. introduction

In its simplest manifestation Littlewood-Paley theory is a systematic method to
understand various properties of functions f , defined on Rn, by decomposing them
in infinite dydic sums f =

∑
k∈Z fk, with frequency localized components fk, i.e.

f̂k(ξ) = 0 for all values of ξ outside the annulus 2k−1 ≤ |ξ| ≤ 2k+1. Such a
decomposition can be easily achieved by chosing a test function χ = χ(|ξ|) in Fourier
space, supported in 1

2 ≤ |ξ| ≤ 2, and such that, for all ξ 6= 0,
∑

k∈Z χ(2−kξ) = 1.
Then set f̂k(ξ) = χ(2kξ)f̂(ξ) or , in physical space,

Pkf = fk = mk ∗ f

where mk(x) = 2nkm(2kx) and m(x) the inverse Fourier transform of χ. The
operators Pk are called cut-off operators or, improperly, LP projections. We denote
PJ =

∑
k∈J Pk for all intervals J ⊂ Z.

The following properties of these LP projections are very easy to verify and lie at
the heart of the classical LP theory:

LP 1. Almost Orthogonality: The operators Pk are selfadjoint and verify
Pk1Pk2 = 0 for all pairs of integers such that |k1 − k2| ≥ 2. In particular,

‖F‖2L2 ≈
∑

k

‖PkF‖2L2

LP 2. Lp-boundedness: For any 1 ≤ p ≤ ∞, and any interval J ⊂ Z,

‖PJF‖Lp . ‖F‖Lp (1)
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LP 3. Finite band property: We can write any partial derivative ∇Pkf in the
form ∇Pkf = 2kP̃kf where P̃k are the LP-projections associated with a slightly
different test function χ̃ and verify the property LP2. Thus, in particular, for any
1 ≤ p ≤ ∞

‖∇PkF‖Lp . 2k‖F‖Lp

2k‖PkF‖Lp . ‖∇F‖Lp

LP 4. Bernstein inequalities. For any 2 ≤ p ≤ ∞ we have the Bernstein
inequality and its dual,

‖PkF‖L∞ . 2k(1− 2
p )‖F‖L2 , ‖PkF‖L2 . 2k(1− 2

p )‖F‖Lp′

The last two properties go a long way to explain why LP theory is such a useful
tool for partial differential equations. The finite band property allows us to replace
derivatives of the dydic components fk by multiplication with 2k. The L2 → L∞

Bernstein inequality is a dyadic remedy for the failure of the embedding of the
Sobolev space H

n
2 (Rn) to L∞(Rn). Indeed, in view of the finite band property, the

Bernstein inequality does actually imply the desired Sobolev inequality for each LP
component fk, the failure of the Sobolev inequality for f is due to the summation
f =

∑
k fk.

Just like Fourier transform, Littlewood-Paley theory allows one to separate waves of
various frequencies for linear partial differential equations with constant coefficients
and therefore its usefulness in this context is not that surprising. It took longer
to realize that it is helpful, in fact even more helful, for the analysis of nonlinear
equations. It turns out that multiplication properties of various classical spaces
of functions are best understood by decomposing the corresponding functions in
dyadic LP components. This allows one to isolate and treat differently interactions
of various components of the functions. Moreover the LP calculus allows one to ma-
nipulate a nonlinear PDE to derive coupled equations for each particular frequency.
A first systematic application1 of LP theory to nonlinear PDE’s was developed by
Bony in the form of what is called the paradifferential calculus [B]. Notable applica-
tions of LP theory include recent advanced in fluid dynamics, nonlinear dispersive
as well as nonlinear wave equations( both semilinear and quasilinear), see e.g. [Ch],
[Ba-Ch], [Bour], [Tat], [Tao], [Sm-Ta].

In this paper we develop an invariant LP theory for compact 2-surfaces. Our
immediate goal is to apply this theory to study the geometric properties of null
hypersurfaces, in Einstein-vacuum manifolds, with a finite curvature flux condition,
see [Kl-Rodn1]-[Kl-Rodn2]. We believe however that the theory we develop can have
far wider applications.

Following a well-known procedure (see Stein [Stein1]) we base our approach on heat
flow,

∂τU(τ)F −∆U(τ)F = 0, U(0)F = F (2)

1The first manifestation of these type of ideas can be traced to the work of J. Nash on the
isometric embedding problem [?]
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with ∆ = gij∇i∇j the usual Laplace-Beltrami operator defined on the space of
smooth tensorfields of order m ≥ 0.

We then define LP projections Pk according to the formula,

PkF =
∫ ∞

0

mk(τ)U(τ)Fdτ (3)

where mk(τ) = 22km(22kτ) and m(τ) is a Schwartz function with a finite number
of vanishing moments.

Under some primitive assumptions on the geometry of our compact 2-dimensional
manifold S we prove a sequence of properties for these geometric LP projections,
similar to LP1– LP4. Some of our results are necessarily weaker2. For example
the pointwise version of the almost orthogonality property LP1 does not hold. We
can replace it however by its sufficiently robust Lp analogue. We also find satis-
factory analogues for LP2-LP4. However we discover that the minimal geometric
assumptions, we impose, restrict the range of p in LP 3 to p = 2 and p 6= ∞ in
LP 4. Moreover, the L2 → L∞ Bernstein inequality requires additional geometric
assumptions which differ dependent on whether F is a scalar or a tensor.

In section 2 we state our main regularity assumptions on a 2-D manifold S and
establish some basic calculus inequalities. This is the only place in the paper where
we make use of special coordinates. Our assumption of weak regularity is meant to
guarantee the existence of such coordinates.

Section 3 discusses the Böchner identities for scalar functions and general tensor-
fields. Note that the Bochner identity for tensorfields has an additional term, not
present for scalars, which requires stronger assumptions on the Gauss curvature K
of our manifold.

In section 4 we define the heat flow generated by the Laplace-Beltrami operator
∆ on tensorfields of arbitrary order. The properties of the heat equation derived
in that section requires no regularity assumptions on S beyong the fact that the
metric must be Riemannan.

In section 5 we use the heat flow to develop an invariant, tensorial, Littlewood-
Paley theory on manifolds. We prove analogues of the LP1–LP4 properties of the
classical LP theory. Once more, for most properties of our LP projections, we need
no regularity assumptions on the metric, beyond the fact that it is Riemannan. We
do however make use of the weak regularity assumption on our manifold S in the
proof of the weak Bernstein inequality and its consequences.

In sections 7 and 8 we define fractional Sobolev and Besov spaces.

In Section 9 we show how to use the geometric LP theory developed so far to prove
some( non sharp) product estimates in fracational Sobolev and Besov spaces.

2Indeed, even in Euclidean space the LP projections constructed by the heat flow do not possess
sharp localization properties in Fourier space
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In section 10 we discuss the sharp L2 → L∞ Bernstein inequality. In addition to the
main weak regularity assumptions on the 2-D manifold S we have to impose condi-
tions on its Gauss curvature K. We detect a sharp difference in the requirements
imposed on K dependent on wheteher we consider the scalar or the the general
tensorial case.

In section 11 we return to the earlier product estimates and prove their sharp
versions under the additional conditions needed for the sharp Bernstein inequality.

In section 12. we consider the mapping property of the covariant differentiation ∇
on the Besov space B1

2,1.

2. Calculus inequalities

In this section we establish some basic calculus inequalities on a smooth, compact,
2 -D maniflold S. We say that a coordinate chart U ⊂ M with coordinates x1, x2 is
admissible if, relative to these coordinates, there exists a constant c > 0 such that,

c−1|ξ|2 ≤ γab(p)ξaξb ≤ c|ξ|2, uniformly for all p ∈ U (4)

We also assume that the Christoffel symbols Γa
bc verify,∑

a,b,c

∫
U

|Γa
bc|2dx1dx2 ≤ c−1 (5)

Definition 2.1. We say that a a smooth 2-d manifold S is weakly regular (WR)
if can be covered by a finite number of admissible coordinate charts, i.e., charts
satisfying the conditions (4), (5).

Remark 2.2. Although we assume that our manifold S is smooth our results below
depend only on the constants in (4) and (5). The notion of weak regularity is
introduced to emphasize this fact.

Whenever we have inequalities of the type A ≤ C · B, with C a constsnt which
depends only on c above, we write A . B.

Under the WR assumption a it is easy to prove the following calculus inequalities:

Proposition 2.3. Let f be a real scalar function on a 2-d weakly regular manifold
S. Then,

‖f‖L2 . ‖∇f‖L1 + ‖f‖L1 (6)

‖f‖L∞ . ‖∇2f‖L1 + ‖f‖L2 (7)

Proof : Both statements can be reduced, by a partition of unity, to the case when
the function f has compact support in an admissible local chart U ⊂ S. Let x1, x2
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be an admissible system of coordinates in U . Then,

|f(x1, x2)2| =
∣∣ ∫ x1

−∞
∂1f(y, x2)dy ·

∫ x2

−∞
∂2f(x1, y)dy

∣∣
.

∫ ∞

−∞
|∂1f(y, x2)dy| ·

∫ ∞

−∞
|∂2f(x1, y)|dy

Hence,∫
R2
|f(x1, x2)|2dx1dx2 .

∫
R2
|∂1f(x1, x2)|dx1dx2 ·

∫
R2
|∂2f(x1, x2)|dx1dx2

.
∫

R2
|∇f(x1, x2)|dx1dx2.

Thus, since in view of (4) c ≤
√
|g| ≤ c−1,( ∫

U

|f(x)|2
√
|g|dx1dx2

) 1
2 .

( ∫
U

|∇f(x)|2
√
|g|dx1dx2

) 1
2 .

as desired. Simmilarly,

f(x1, x2) =
∫ x1

−∞

∫ x2

−∞
∂1∂2f(y1, y2)dy1dy2.

Hence,

|f(x1, x2)| ≤
∫

R2

(
|∇2f(y1, y2)|+ |Γ||∇f(y1, y2)|

)
.

∫
S

|∇2f |+
( ∫

U

|Γ|2
) 1

2 ‖∇f‖L2(S)

. ‖∇2f‖L1(S) + ‖∇f‖L2(S)

As a corollary of the estimate (6) we can derive the following Gagliardo-Nirenberg
inequality:

Corollary 2.4. Given an arbitrary tensorfield F on M and any 2 ≤ p < ∞ we
have,

‖F‖Lp . ‖∇F‖1−
2
p

L2 ‖F‖
2
p

L2 + ‖F‖L2 (8)

Proof : For any p ≥ 2 we can write,

‖F‖p/2
Lp = ‖|F |p/2‖L2 . ‖∇|F |p/2‖L1 + ‖|F |p/2‖L1

.
(
‖∇F‖L2 + ‖F‖L2

)
· ‖F‖

p−2
2

Lp−2

Thus, inductively, for all p = 2k, k = 1, 2, . . .

‖F‖L2k .
(
‖∇F‖L2 + ‖F‖L2

)1− 1
k · ‖F‖

1
k

L2

The result for general p now follows by interpolation in the scale of Lp spaces.

As a Corollary to (7) we also derive
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Corollary 2.5. For any tensorfield F on S,

‖F‖L∞ . ‖∇2F‖
1
2
L2 · ‖F‖

1
2
L2 + ‖F‖L2 (9)

Moreover, we have a more precise estimate for any 2 ≤ p < ∞,

‖F‖L∞ . ‖∇2F‖
1
p

L2

(
‖∇F‖

p−2
p

L2 ‖F‖
1
p

L2 + ‖F‖
p−1

p

L2

)
+ ‖∇F‖L2 . (10)

Proof : We apply the estimate (7) to the scalar |F |2 as follows,

‖F‖2L∞ . ‖∇2|F |2‖L1 + ‖|F |2‖L2

. ‖∇2F‖L2‖F‖L2 + ‖∇F‖2L2 + ‖F‖2L4

In view of (8),

‖F‖2L4 . ‖∇F‖L2‖F‖L2 + ‖F‖2L2

Hence,

‖F‖2L∞ . ‖∇2F‖L2‖F‖L2 + ‖∇F‖2L2 + ‖∇F‖L2‖F‖L2 + ‖F‖2L2

The desired estimate now follows by Cauchy-Schwartz. To prove the estimate (10)
we observe that applying (7) to |F |p we obtain

‖F‖L∞ . ‖∇2F‖
1
p

L2‖F‖
p−1

p

L2(p−1) + ‖∇F‖L2

By the Galgiardo-Nirenberg inequality (8) we have that

‖F‖L2(p−1) . ‖∇F‖
p−2
p−1

L2 ‖F‖
1

p−1

L2 + ‖F‖L2

Thus, finally

‖F‖L∞ . ‖∇2F‖
1
p

L2

(
‖∇F‖

p−2
p

L2 ‖F‖
1
p

L2 + ‖F‖
p−1

p

L2

)
+ ‖∇F‖L2

as desired.

3. Böchner identity

In this section we recall the Böchner identity on a 2-D manifold. This allows us to
control the L2 norm of the second derivatives of a tensorfield in terms of the L2

norm of the laplacian and geometric quantities associated with a given 2-surface.

Proposition 3.1. Let K denote the Gauss curvature of our 2-D riemannian man-
ifold M . Then

i) For a scalar function f∫
S

|∇2f |2 =
∫

S

|∆f |2 −
∫

S

K|∇f |2 (11)
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ii) For a vectorfield Fa∫
S

|∇2F |2 =
∫

S

|∆F |2 −
∫

S

K(2 |∇F |2 − | div F |2 − | curl F |2) +
∫

S

K2|F |2
(12)

where div F = γab∇bFa, curl F = div ( ∗F ) =∈ab ∇aFb

Proof : Recall that on a 2-surface the Riemann tensor

Rabcd = (γacγbd − γadγbc)K, Rab = γabK, (13)

To prove i) observe that, relative to an arbitrary orthonormal frame (ea)a=1,2,

∇a(∆f) = ∇a(∇c∇cf) = ∇c∇a∇cf + [∇a,∇c]∇cf

= ∇c∇c∇af + Rcdac∇df

= ∆(∇af)−Rad∇df

Thus, ∫
S

|∆f |2 = −
∫

S

∇a(∆f) · ∇af =
∫

S

∆∇af · ∇af −Rab∇af∇bf

=
∫

S

|∇2f |2 −
∫

S

K|∇f |2

as desired.

Similarily for a vector Fi,

∇a(∆Fi) = ∇a(∇c∇cFi) = ∇c∇a∇cFi + [∇a,∇c]∇cFi

= ∇c∇c∇afi +∇c([∇a,∇c]Fi) + Rcdac∇dFi + Ridac∇cFd

= ∆(∇aFi) +∇c

(
RidacFd

)
+ Rcdac∇dFi + Ridac∇cFd

= ∆(∇aFi) +∇c

(
RidacFd

)
−Rda∇dFi + Ridac∇cFd

Hence,

−
∫

S

|∆F |2 =
∫

S

∇a(∆Fa)

= −
∫

S

|∇2F |2 −
∫

S

RidacFd∇c∇aFi

−
∫

S

Rda∇dFi∇aFi +
∫

S

Ridac∇cFd∇aFi

Now observe that,∫
S

RidacFd∇c∇aFi =
1
2

∫
S

RidacFd(∇c∇aFi −∇a∇cFi) =
1
2

∫
S

RidacRimcaFdFm

Therefore,∫
S

|∆F |2 =
∫

S

|∇2F |2 +
1
2

∫
S

RdiacRmiacFdFm +
∫

S

Rda∇dFi∇aFi

−
∫

S

Ridac∇cFd∇aFi
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Using the formulas (13) and observing that ∇bFa −∇aFb =∈ba curl F we find,

RdiacRmiacFdFm = 2K2δdmFdFm = 2K2|F |2

Rda∇dFi∇aFi = K|∇F |2

Ridac∇cFd∇aFi = K
(
| div F |2 −∇aFb∇bFa

)
= K

(
| div F |2 − |∇F |2 −∇aFb(∇bFa −∇aFb)

)
= K

(
| div F |2 + | curl F |2 − |∇F |2

)
Therefore,∫

S

|∆F |2 =
∫

S

|∇2F |2 −
∫

S

|K|2|F |2 +
∫

S

K
(
(2 |∇F |2 − (| div F |2 + | curl F |2)

)
as desired.

Corollary 3.2 (Böchner inequality). For any tensorfield F and an arbitrary 2 ≤
p < ∞

‖∇2F‖L2 . ‖∆F‖L2 + (‖K‖L2 + ‖K‖
1
2
L2)‖∇F‖L2 (14)

+ ‖K‖
p

p−1

L2

(
‖∇F‖

p−2
p−1

L2 ‖F‖
1

p−1

L2 + ‖F‖L2

)
(15)

Proof : The Böchner identity (12) implies that

‖∇2F‖L2 . ‖∆F‖L2 + ‖K‖
1
2
L2‖∇F‖L4 + ‖K‖L2‖F‖L∞ (16)

Using the Gagliardo-Nirenberg inequality (8) and the estimate (10) we infer that
for any 2 ≤ p < ∞

‖∇F‖L4 . ‖∇2F‖
1
2
L2‖∇F‖

1
2
L2 + ‖∇F ||L2 ,

‖F‖L∞ . ‖∇2F‖
1
p

L2

(
‖∇F‖

p−2
p

L2 ‖F‖
1
p

L2 + ‖F‖
p−1

p

L2

)
+ ‖∇F‖L2

Substituting this into (16) we obtain

‖∇2F‖L2 . ‖∆F‖L2 + ‖K‖
1
2
L2

(
‖∇2F‖

1
2
L2‖∇F‖

1
2
L2 + ‖∇F‖L2

)
+ ‖K‖L2

(
‖∇2F‖

1
p

L2

(
‖∇F‖

p−2
p

L2 ‖F‖
1
p

L2 + ‖F‖
p−1

p

L2

)
+ ‖∇F‖L2

)
This, in turn, implies that

‖∇2F‖L2 . ‖∆F‖L2+(‖K‖L2+‖K‖
1
2
L2)‖∇F‖L2+‖K‖

p
p−1

L2

(
‖∇F‖

p−2
p−1

L2 ‖F‖
1

p−1

L2 +‖F‖L2

)
as desired.

4. Heat equation on S

In this section we study the properties of the heat equation for arbitrary tensorfields
F on S.

∂τU(τ)F −∆U(τ)F = 0, U(0)F = F,
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with ∆ = ∆γ the usual Laplace-Beltrami operator on S. Observe that the operators
U(τ) are selfadjoint3 and form a semigroup for τ > 0. In other words for all, real
valued, smooth tensorfields F,G,∫

S

U(τ)F ·G =
∫

S

F · U(τ)G, U(τ1)U(τ2) = U(τ1 + τ2) (17)

We shall prove the following L2 estimates for the operator U(τ).

Proposition 4.1. We have the following estimates for the operator U(τ):

‖U(τ)F‖L2(S) ≤ ‖F‖L2(S) (18)

‖∇U(τ)F‖L2(S) ≤ ‖∇F‖L2(S) (19)

‖∇U(τ)F‖L2(S) ≤
√

2
2

τ−
1
2 ‖F‖L2(S) (20)

‖∆U(τ)F‖L2(S) ≤
√

2
2

τ−1‖F‖L2(S) (21)

We also have,

‖U(τ)∇F‖L2(S) ≤
√

2
2

τ−
1
2 ‖F‖L2(S) (22)

Proof : To prove (18) we multiply the equation

∂τU(τ)F −∆U(τ)F = 0

by U(τ)F and integrate over S.
1
2

d

dτ
‖U(τ)F‖2L2(S) + ‖∇U(τ)F‖2L2(S) = 0

Therefore,
1
2
‖U(τ)F‖2L2(S) +

∫ τ

0

‖∇U(τ ′)F‖2L2(S)dτ ′ =
1
2
‖F‖2L2(S) (23)

and (18) follows. On the other hand, multiplying the equation by τ∆U(τ)F , we
similarly obtain the identity

1
2

d

dτ
τ‖∇U(τ)F‖2L2(S) + τ‖∆U(τ)F‖2L2(S) =

1
2
‖∇U(τ)F‖2L2(S)

Integrating this in τ , with the help of (23),
τ

2
‖∇U(τ)F‖2L2(S) +

∫ τ

0

τ ′‖∆U(τ ′)F‖2L2(S)dτ ′ ≤ 1
2

∫ τ

0

‖∇U(τ)F‖L2(S) ≤
1
4
‖F‖2L2(S)

(24)

which implies (20). Proceeding in exactly the same way with the multiplier τ∆U(τ)F
replaced by ∆U(τ)F yields (19). Furthermore, multiplying the equation by τ2∆2U(τ)f ,
we have

1
2

d

dτ
τ2‖∆U(τ)F‖2L2(S) + τ2‖∇∆U(τ)F‖2L2(S) = τ‖∆U(τ)F‖2L2(S)

Integrating in τ and using (24), we obtain

τ2

2
‖∆U(τ)F‖2L2(S)+

∫ τ

0

(τ ′)2‖∇∆U(τ ′)F‖2L2(S)dτ ′ =
∫ τ

0

τ ′‖∆U(τ ′)F‖2L2(S)dτ ′ ≤ 1
4
‖F‖2L2(S)

3Indeed observe that ∆ is selfadjoint and formally U(τ)f =
P

n
1
n!

tn∆n.
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This immediately yields (21).

To prove (22) we observe that

‖U(τ)∇F‖2L2 =< U(τ)∇F , U(τ)∇F >=< div U(τ)U(τ)∇F , F >

Therefore,

‖U(τ)∇F‖2L2 ≤ ‖∇(U(τ)U(τ)∇F )‖L2‖F‖L2

≤
√

2
2

τ−
1
2 ‖U(τ)∇F‖L2‖F‖L2

whence ‖U(τ)∇F‖L2 .
√

2
2 τ−

1
2 ‖F‖L2 as desired.

In the next proposition we establish a simple Lp estimate for U(τ).

Proposition 4.2. For every 2 ≤ p ≤ ∞

‖U(τ)F‖Lp ≤ ‖F‖Lp

Proof : We shall first prove the Lemma for scalar functions f . We multiply the
equation ∂τU(τ)f −∆U(τ)f = 0 by

(
U(τ)f

)2p−1 and integrate by parts. We get,

1
2p

d

dτ
‖U(τ)F‖2p

L2p + (2p− 1)
∫
|∇U(τ)f |2|U(τ)f |2p−2 = 0

Therefore,
‖U(τ)F‖L2p ≤ ‖F‖L2p

The case when F is a tensorfield can be treated in the same manner with multiplier(
|U(τ)F |2

)p−1
U(τ)F .

5. Invariant Littlewood-Paley theory

In this section we shall use the heat flow discussed in the previous section to develop
an invariant, fully tensorial, Littlewood-Paley theory on manifolds. Though we
restrict ourselves here to two dimensional compact manifolds it is clear that our
theory can be extended to arbitrary dimensions and noncompact manifolds.

Definition 5.1. Consider the class M of smooth functions m on [0,∞), vanishing
sufficiently fast at ∞, verifying the vanishing moments property:∫ ∞

0

τk1∂k2
τ m(τ)dτ = 0, |k1|+ |k2| ≤ N (25)

We set, mk(τ) = 22km(22kτ) and define the geometric Littlewood -Paley (LP)
projections Pk, associated to the LP- representative function m ∈M, for arbitrary
tensorfields F on S to be

PkF =
∫ ∞

0

mk(τ)U(τ)Fdτ (26)
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Given an interval I ⊂ Z we define

PI =
∑
k∈I

PkF.

In particular we shall use the notation P<k, P≤k, P>k, P≥k.

Observe that Pk are selfadjoint4, i.e., Pk = P ∗
k , in the sense,

< PkF,G >=< F, PkG >,

where, for any given m-tensors F,G

< F, G >=
∫

S

γi1j1 . . . γimjmFi1...im
Gj1...jm

dvolγ

denotes the usual L2 scalar product.

Consider two LP projections associated to a, b

PaPbF =
∫ ∞

0

∫ ∞

0

dτ1dτ2a(τ1)b(τ2)U(τ1 + τ2)F

=
∫ ∞

0

dτ1

∫ ∞

τ1

dτ a(τ1)b(τ − τ1)U(τ)F

=
∫ ∞

0

dτU(τ)f
∫ τ

0

dτ1 a(τ1)b(τ − τ1)

=
∫ ∞

0

dτ a ? b(τ) U(τ)F

where

a ? b(τ) =
∫ τ

0

dτ1 a(τ1)b(τ − τ1) (27)

Lemma 5.2. If a, b ∈M so does a ? b. Also, (a ? b)k = ak ? bk. In particular if we
denote by (a)Pk and (b)Pk the LP projections associated to a, b then,

(a)Pk · (b) Pk = (a?b) Pk

Proof : We only need to show that
∫

(a ? b)(τ)dτ = 0. Then, we can easily
check that τ · (a ? b)(τ) and d

dτ (a ? b) also verify the same property as well as any
combination of these. Clearly

∫∞
0

a ? b dτ =
∫∞
0

a(τ1)dτ1 ·
∫∞
0

b(τ2)dτ2 = 0.

Motivated by this Lemma we define:

Definition 5.3. Given a positive integer ` we define the class M` ⊂ M of LP-
representatives to consist of functions of the form

m̄ = m ? m ? . . . ? m = (m?)`,

for some m ∈M.

4This follows easily in view of the selfadjoint properties of ∆ and U(τ).
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Lemma 5.4. For any ` ≥ 1 there exists an element m̄ ∈ M` such that the LP-
projections associated to m̄ verify: ∑

k

Pk = I (28)

Proof : See [Stein1].

Theorem 5.5. The LP-projections Pk associated to an arbitrary m ∈ M verify
the following properties:

i) Lp-boundedness For any 1 ≤ p ≤ ∞, and any interval I ⊂ Z,

‖PIF‖Lp . ‖F‖Lp (29)

ii) Lp- Almost Orthogonality Consider two families of LP-projections Pk, P̃k

associated to m and respectively m̃, both in M. For any 1 ≤ p ≤ ∞:

‖PkP̃k′F‖Lp . 2−2|k−k′|‖F‖Lp (30)

iii) Bessel inequality ∑
k

‖PkF‖2L2 . ‖F‖2L2

iv) Reproducing Property Given any integer ` ≥ 2 and m̄ ∈ M` there exists
m ∈M such that such that m̄ = m ? m. Thus,

(m̄)Pk =(m) Pk ·(m) Pk.

Whenever there is no danger of confusion we shall simply write Pk = Pk · Pk.

v) Finite band property For any 1 ≤ p ≤ ∞.

‖∆PkF‖Lp . 22k‖F‖Lp

‖PkF‖Lp . 2−2k‖∆F‖Lp

Morever give m ∈ M we can find m̄ ∈ M such that ∆Pk = 22kP̄k with P̄k the LP
projections associated to m̄.

In addition, the L2 estimates

‖∇PkF‖L2 . 2k‖F‖L2

‖PkF‖L2 . 2−k‖∇F‖L2

hold together with the dual estimate

‖Pk∇F‖L2 . 2k‖F‖L2

vi) Weak Bernstein inequality For any 2 ≤ p < ∞

‖PkF‖Lp . (2(1− 2
p )k + 1)‖F‖L2 ,

‖P<0F‖Lp . ‖F‖L2
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together with the dual estimates

‖PkF‖L2 . (2(1− 2
p )k + 1)‖F‖Lp′ ,

‖P<0F‖L2 . ‖F‖Lp′

vii) Commutator Estimate Given two tensorfields F,G and F ·G any contrac-
tion of the tensor product F ⊗G we have the following estimate for the commutator
[Pk , F ] ·G = Pk(F ·G)− F · PkG

‖ [Pk , F ] ·G‖L2 . 2−k‖∇F‖L∞‖G‖L2 .

We also have the estimate of the form

‖ [Pk , F ] ·G‖L2 .

(
2−2k‖∆F‖L∞ + 2−k‖∇F‖L∞

)
‖G‖L2 .

Proof :

i) The Lp boundedness of Pk follows from the Lp mapping properties of the heat
flow U(τ).

ii) Assume that k2 ≥ k1. By definition and in view of the semigroup property of
U(τ) we write,

Pk1 P̃k2f =
∫ ∞

0

∫ ∞

0

U(τ1 + τ2)f mk1(τ1)m̃k2(τ2)dτ1dτ2

Writing U(τ1 + τ2) = U(τ1) +
∫ 1

0
d
dsU(τ1 + sτ2)ds and then using the vanishing of∫∞

0
m̃k2 we infer that,

Pk1 P̃k2f =
∫ ∞

0

∫ ∞

0

d

dτ1

∫ 1

0

U(τ1 + sτ2)f mk1(τ1) τ2m̃k2(τ2)dτ1dτ2

= −
∫ ∞

0

∫ ∞

0

∫ 1

0

U(τ1 + sτ2)f
d

dτ1
mk1(τ1) τ2m̃k2(τ2)dτ1dτ2

− mk1(0)
∫ ∞

0

dτ2 τ2m̃k2(τ2)
∫ 1

0

U(sτ2)fds

Now setting ñ(τ) = τm̃(τ), and n(τ) = m′(τ) we infer that,

Pk1 P̃k2f = −22(k1−k2)

∫ ∞

0

∫ ∞

0

∫ 1

0

U(τ1 + sτ2)f nk1(τ1) ñk2(τ2)dτ1dτ2

− 22(k1−k2)m(0)
∫ ∞

0

dτ2ñk2(τ2)
∫ 1

0

U(sτ2)fds

Therefore, using the Lp mapping properties of U ,

‖Pk1 P̃k2F‖Lp = 2−2|k1−k2|‖F‖Lp

∫ ∞

0

∫ ∞

0

|nk1(τ1)| |ñk2(τ2)|dτ1dτ2

+ 2−2|k1−k2||m(0)|‖F‖Lp

∫ ∞

0

|ñk2(τ2)|dτ2

. 2−2|k1−k2|‖F‖Lp
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Remark 5.6. One can give a slicker proof of the almost orthogonality properties
of LP projections by using the algebraic formula 22kPkf = ∆P̄kf , see (35) below.
Moreover, if sufficiently many moments of m are zero, s.t τ2jm, τ2jm̃ are good
symbols, then in fact,

‖Pk1 P̃k2F‖L2 . 2−2j|k1−k2|‖F‖L2 (31)

iii) To prove the Bessel type inequality we write,∑
k

‖PkF‖2L2 =
∑

k

< PkPkf, f >≤ ‖(
∑

k

P 2
k )F‖L2‖F‖L2

To show that the operator P =
∑

k P 2
k is bounded on L2 we appeal to the Cotlar-

Stein Lemma, see [Stein2]. Observe first that, in view of Lemma 5.2, P 2
k = (m?m) Pk.

Since m ? m ∈ M we can, without loss of generality, simply write P 2
k = Pk. The

conditions of applicability of the Cotlar-Stein Lemma5 are satisfied in view of the
almost orthogonality established in part ii) as well as Pk = P ∗

k .

iv) The proof is immediate in view of the definition 5.3.

v) According to the definition of Pkf we have

∆Pkf =
∫ ∞

0

mk(τ)∆U(τ)f =
∫ ∞

0

mk(τ)
d

dτ
U(τ)f

= −mk(0)U(0)f −
∫ ∞

0

d

dτ
mk(τ)U(τ)f

= −22k

(
m(0)f +

∫ ∞

0

(m′)k(τ)U(τ)f
)

In view of the Lp properties of U(τ)f and the obvious bound
∫∞
0
|(m′)k(τ)|dτ . 1,

‖∆PkF‖Lp . 22k‖F‖Lp (32)

To prove the second estimate we introduce m̄(τ) = −
∫∞

τ
m(τ) such that d

dτ m̄ =
m(τ) and

∫∞
0
|m̄(τ)|dτ < ∞. Observe also that m̄(0) = 0. Set also,

m̄k(τ) = 22km̄(22kτ)

22kPkf =
∫ ∞

0

22kmk(τ)U(τ)f =
∫ ∞

0

d

dτ
m̄k(τ)U(τ)f

= −
∫ ∞

0

m̄k(τ)
d

dτ
U(τ)f = −

∫ ∞

0

m̄k(τ)∆U(τ)f

= −
∫ ∞

0

m̄k(τ)U(τ)∆f (33)

Therefore, using the estimate ‖U(τ)∆F‖Lp . ‖∆F‖Lp , we infer that,

22k‖PkF‖Lp . ‖∆F‖Lp

∫ ∞

0

|m̄k(τ)|dτ . ‖∆F‖Lp (34)

5Notice that we are in the special case of commuting selfadjoint operators.
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Observe also that, according to (33) we have

22kPkF = ∆P̄kF (35)

where P̄k is defined by the symbol m̄(τ) = −
∫∞

τ
m(τ ′) ∈M.

To prove the L2 estimates involving one derivative we observe that

‖∇PkF‖2L2 = < ∇PkF,∇PkF >= − < ∆PkF, PkF >

≤ ‖∆PkF‖L2‖PkF‖L2 . 22k‖F‖2L2

On the other hand, using (33)

22k‖PkF‖2L2 = 22k < PkF, PkF >= −
∫ ∞

0

m̄k(τ) < ∆U(τ)F, PkF >

=
∫ ∞

0

m̄k(τ) < ∇U(τ)F,∇PkF > ≤
∫ ∞

0

|m̄k(τ)| · ‖∇U(τ)F‖L2‖∇PkF‖L2 . ‖∇F‖2L2 ,

where we used the inequality (19), ‖∇U(τ)F‖L2 ≤ ‖∇F‖L2 together with the
bound ‖∇PkF‖L2 . ‖∇F‖L2 , which follows from it.

vi) The proof of the Lp Bernstein inequality is an easy consequence of the
Gagliardo-Nirenberg inequality (8):

‖PkF‖Lp . ‖∇PkF‖1−
2
p

L2 ‖PkF‖
2
p

L2 + ‖PkF‖L2 (36)

for 2 ≤ p < ∞ and the finite band property.

vii) By definition

[Pk , F ]G =
∫ ∞

0

(
U(τ)(F ·G)− F · U(τ)G

)
mk(τ)dτ

Let w = U(τ)(F ·G)− F · U(τ)G. Clearly,

∂τw −∆w = ∇
(
∇F · U(τ)G

)
+∇F · ∇U(τ)G

= ∆F · U(τ)G + 2∇F · ∇U(τ)G

Consequently, since w(0) = 0,

w = w1 + w2

w1(τ) =
∫ τ

0

U(τ − τ ′)
(
∆F · U(τ ′)G

)
dτ ′

w2(τ) =
∫ τ

0

U(τ − τ ′)
(
∇F · ∇U(τ ′)G

)
dτ ′

and,

‖w1(τ)‖L2 .
∫ τ

0

‖U(τ − τ ′)
(
∆F · U(τ ′)G

)
‖L2dτ ′ .

∫ τ

0

‖(∆F · U(τ ′)g‖L2dτ ′

. ‖∆F‖L∞

∫ τ

0

‖U(τ ′)G‖L2 . τ‖∆F‖L∞ · ‖G‖L2
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‖w2(τ)‖L2 .
∫ τ

0

‖U(τ − τ ′)
(
∇F · ∇U(τ ′)G

)
‖L2dτ ′ .

∫ τ

0

‖(∇F · ∇U(τ ′)G‖L2dτ ′

. ‖∇F‖L∞

∫ τ

0

‖∇U(τ ′)G‖L2 . ‖∇F‖L∞ · ‖G‖L2

∫ τ

0

τ−
1
2

. τ
1
2 ‖∇F‖L∞ · ‖G‖L2

Therefore,

‖[Pk , F ]G‖ .
∫ ∞

0

‖w(τ)‖L2 |mk(τ)|dτ

.

(
2−2k‖∆F‖L∞ + 2−k‖∇F‖L∞

)
· ‖G‖L2

Remark 5.7. To get the inequality

‖[Pk , F ]G‖ . 2−k‖∇F‖L∞‖G‖L2

we need the L2 estimate ‖U(τ)∇F‖L2 . τ−
1
2 ‖F‖L2 established in (22). We rewrite

w1(τ) = w11(τ)− w12(τ),

w11(τ) =
∫ τ

0

U(τ − τ ′)∇
(
∇F · U(τ ′)G

)
dτ ′,

w12(τ) =
∫ τ

0

U(τ − τ ′)
(
∇F · ∇U(τ ′)G

)
dτ ′

The term w12 is exactly the same as w2(τ) and gives rise to the desired estimate.
To estimate w11 we use (22) and write

‖w11(τ)‖L2 .
∫ τ

0

τ ′
− 1

2 ‖∇F · U(τ ′)G‖L2dτ ′ . τ
1
2 ‖∇F‖L∞‖G‖L2

which again leads to the desired estimate.

6. Sobolev space H1(S).

Before discussing the general, fractional, Sobolev spaces in the next section it is
instructive to see how the the standard Sobolev space H1(S) can be characterized
by our LP projections. We prove the following:

Proposition 6.1.
i.) Consider the LP projections Pk associated to an arbitrary m ∈M2. Then,∑

k

‖PkF‖2L2 . ‖F‖2L2 (37)∑
k

22k‖PkF‖2L2 . ‖∇F‖2L2 (38)

ii.) If in addition the LP-projections Pk verify:∑
k

P 2
k = I (39)
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Then,

‖F‖2L2 =
∑

k

‖PkF‖2L2 (40)

‖∇F‖2L2 .
∑

k

22k‖PkF‖2L2 (41)

Proof : The first statement of part i) is nothing else but the Bessel inequality
established above. To prove the second statement of i) we write Pk = P̃ 2

k and make
use of of the L2-finite band properties of the P̃k’s, as well as the L2- boundedness
of the operator

∑
k Pk =

∑
k P̃ 2

k . We shall also make use of the following simple
formula based on the standard definition of (−∆)

1
2 ,

‖∇G‖L2 =< ∇G,∇G >= − < ∆G, G >=< (−∆)
1
2 G, (−∆)

1
2 G >= ‖(−∆)

1
2 G‖L2

Therefore,∑
k

22k‖PkF‖2L2 .
∑

k

‖∇P̃kF‖2L2 =
∑

k

‖(−∆)
1
2 P̃kF‖2L2 =

∑
k

‖P̃k(−∆)
1
2 F‖2L2

=
∑

k

< P̃k(−∆)
1
2 f , P̃k(−∆)

1
2 f >=<

∑
k

P̃ 2
k (−∆)

1
2 f , (−∆)

1
2 f >

. ‖
∑

k

P̃ 2
k (−∆)

1
2 F‖L2‖(−∆)

1
2 F‖L2 . ‖(−∆)

1
2 F‖2L2 = ‖∇F‖2L2

as desired.

The first identity of part ii) is trivial,

‖F‖2L2 =<
∑

k

P 2
k f, f >=

∑
k

‖PkF‖2L2

To prove the second inequality of part ii) we introduce Pk = P̃ 2
k and and make use

of
∑

k P 2
k = I, the L2-finite band inequality ‖∆P̃kg‖L2 . 22k‖g‖L2 , the inequality

(51), as well as as the commutation properties of our LP projections with ∆:

‖∇F‖2L2 = < −∆f , f >=< −∆
( ∑

k

P 2
k

)
f , f >=

∑
k

< −∆Pkf , Pkf >

.
∑

k

‖∆P̃ 2
k F‖L2‖PkF‖L2 ≤

∑
k

22k‖P̃kF‖L2‖PkF‖L2

≤
( ∑

k

22k‖P̃kF‖2L2

) 1
2
( ∑

k

22k‖PkF‖2L2

) 1
2 . ‖∇F‖L2

( ∑
k

22k‖PkF‖2L2

) 1
2

whence,

‖∇F‖L2 .
( ∑

k

22k‖PkF‖2L2

) 1
2

as desired.
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7. Fractional powers of ∆ and Sobolev spaces.

We recall the definition of the Gamma function, for <(z) > 0

Γ(z) =
∫ ∞

0

e−ttz−1dt (42)

as well as the beta function,

B(a, b) =
∫ 1

0

sa−1(1− s)b−1ds (43)

Recall that

B(a, b) =
Γ(a) · Γ(b)
Γ(a + b)

(44)

Let ja(λ), <(a) < 0, denote the function which is identically zero for λ < 0 and

ja(λ) =
1

Γ(−a)
λ−a−1, λ > 0. (45)

The followwing proposition is well known, see e.g. [],

Proposition 7.1. For all a, b, <(a), <(b) < 0,

ja ∗ jb = ja+b

Moreover there exists a family of distribution ja, defined for all a ∈ C, such that,
ja ∗ jb = ja+b and j0 = δ0, the Dirac delta function at the origin.

Proof : We only recall the formula ja ∗ jb = ja+b for <(a), <(b) < 0

ja ∗ jb(λ) =
1

Γ(−a)
1

Γ(−b)

∫ λ

0

µ−a−1(λ− µ)−b−1dµ

=
1

Γ(−a)
1

Γ(−b)
λ−a−b−1

∫ 1

0

s−a−1(1− s)−b−1

=
B(−a,−b)

Γ(−a) · Γ(−b)
λ−a−b−1 =

1
Γ(−a− b)

λ−a−b−1 = ja+b(λ)

Definition 7.2. We define the negative fractional powers of Λ2 = I − ∆ on any
smooth tensorfield F on S according to the formula

ΛaF =
1

Γ(−a/2)

∫ ∞

0

τ−
a
2−1e−τU(τ)Fdτ (46)

where a is an arbitrary complex number with <(a) < 0.

Proposition 7.3. The operators Λa is symmetric and verify the group property,

Λa · Λb = Λ(a+b)
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Proof : According to the definition of Λa and the semigroup properties of U we
have, for any tensorfield F ,

Λa · ΛbF =
1

Γ(−a/2)
1

Γ(−b/2)

∫ ∞

0

∫ ∞

0

τ
−a/2−1
1 τ

−b/2−1
2 U(τ1 + τ2)e−τ1−τ2Fdτ1dτ2

=
1

Γ(−a/2)
1

Γ(−b/2)

∫ ∞

0

e−λU(λ)F
∫ λ

0

τ
−a/2−1
1 (λ− τ1)−b/2−1dτ1

=
∫ ∞

0

ja/2 ∗ jb/2(λ)e−λU(λ)F =
∫ ∞

0

ja/2+b/2(λ)e−λU(λ)F

= Λa+bF

as desired.

We extend the definition of fractional powers of Λ to the range of a with <(a) > 0,
on smooth tensorfields F , by defining first

ΛaF = Λa−2 · (I −∆)F

for 0 < <(a) ≤ 2 and then, in general, for 0 < <(a) ≤ 2m, with an arbitrary
positive integer m, according to the formula

ΛaF = Λa−2m · (I −∆)mF.

Observe that for 0 < <(a) < 2,

ΛaF = Λa−2(I −∆)F =
1

Γ(−a/2 + 1)

∫ ∞

0

τ−a/2e−τU(τ)(I −∆)Fdτ

=
1

Γ(−a/2 + 1)

∫ ∞

0

(
d

dτ
τ−a/2)e−τU(τ)Fdτ

=
1

Γ(−a/2)

∫ ∞

0

τ−a/2−1e−τU(τ)Fdτ

Moreover, for a = 0, the integration by parts we have performed above yields also
a boundary term.

Λ0F = Λ−2(I −∆)F =
1

Γ(1)

∫ ∞

0

e−τU(τ)(I −∆)Fdτ = −
∫ ∞

0

e−τ (I − d

dτ
)U(τ)Fdτ = F

i.e. Λ−2 is trully the inverse of I −∆.

Remark 7.4. In a similar fashion, we can introduce the family of operators Da =
(−∆)

a
2 for all a ∈ C. As before, we start by defining formally, for <(a) < 0,

DaF =
1

Γ(−a/2)

∫ ∞

0

τ−
a
2−1U(τ)Fdτ. (47)

However, unlike Λa, this formula makes sense only for smooth tensors F which verify
the additional property that F is orthogonal to the kernel of the tensor laplacean
∆. In view of our smoothness assumption on the manifold S and the ellipticity of
∆, the above kernel is finite dimensional. We can also extend the definition of Da

to the range of a ∈ C with <(a) > 0 according to

Da = Da−2m(−∆)m
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with an integer m such that 2m− 2 < <(a) < 2m. It follows that the operators Da

with <(a) > 0 can naturally be extended to the space of all smooth tensors. We
also check, as before, that D0 = I.

We have thus proved the following:

Theorem 7.5. There exist two family of operators (Da)a∈C , (Λa)a∈C such that,

Λ0 = I, Λa · Λb = Λ(a+b), Λ2k = (I −∆)k, k = 0, 1, 2 . . . ,

D0 = I, D2k = (−∆)k, k = 0, 1, 2 . . .

on the space of all smooth tensorfields. In addition, the identity

Da · Db = D(a+b)

holds on the space of all smooth tensorfields provided that <(b) > 0 and <(a+b) > 0.
For the remaining values of a, b ∈ C the above identity holds only on the orthogonal
complement of the kernel of ∆.

For <(a) < −2, and any tensorfield F , ΛaF can be defined by the formula (46),
while DaF is defined in (47) for F in the orthogonal complement of the kernel of
∆.

Proposition 7.6. The following estimates hold true, for any <(a) < 0.

‖ΛaF‖L2 . ‖F‖L2 .

Moreover, for 2k ≤ <(a) < 2k + 2, k ∈ N,

‖(Λa −Da − c1Da−2 − c2Da−4 − · · · − ckDa−2k)F‖L2 . ‖F‖L2 (48)

where ci = (−1)i 1
i!

Γ(−a/2+i)
Γ(−a/2) .

Proof : To show the boundedness of Λa, <(a) < 0, we only have to use the L2

boundedness of the heat flow, ‖U(τ)F‖L2(S) ≤ ‖F‖L2(S). Thus,

‖F‖−1
L2 · ‖Λ−aF‖L2 ≤ 1

Γ(−a/2)

∫ ∞

0

τ−a/2−1e−τdτ ≤ Ca

To prove (48) we expand e−τ in the formula defining ΛaF ,

e−τ = 1− τ +
1
2!

τ2 + · · ·+ (−1)k 1
k!

τk + O(τk+1e−τ ).

Hence,

ΛaF =
1

Γ(−a/2)

∫ ∞

0

τ−a/2−1e−τU(τ)F = ΛaF − Γ(−a/2 + 1)
Γ(−a/2)

Λa−2F

+ +
1
2!

Γ(−a/2 + 2)
Γ(−a/2)

Λa−4F + · · · (−1)k 1
k!

Γ(−a/2 + k)
Γ(−a/2)

Λa−2k + Ek(F )

where, in view of the L2 boundedness of U(τ) and the integrability of τ−a/2+ke−τ

for <(−a/2) + k > −1, we have ‖Ek(F )‖L2 . ‖F‖L2 as desired.

The following proposition follows easily by standard complex interpolation.
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Proposition 7.7. For every smooth tensorfield F and any b ≥ a ≥ 0,

‖ΛaF‖L2 . ‖ΛbF‖a/b
L2 ‖F‖1−a/b

L2 (49)

‖DaF‖L2 . ‖DbF‖a/b
L2 ‖F‖1−a/b

L2 (50)

We next estblish a comparison between ‖DaF‖L2 and ‖ΛaF‖L2 .

Proposition 7.8. For every a ≥ 0 and every smooth tensorfield F we have,

‖DaF‖L2 . ‖ΛaF‖L2 . ‖DaF‖L2 + ‖F‖L2

Proof : Indeed, according to the expansion (48), we have for k ∈ N for which
2k ≤ <(a) < 2k + 2,

‖(Λa −Da)F‖L2 .
k∑

i=1

‖Da−2iF‖L2

Thus, in view of the interpolation formulas of proposition 7.7,

‖ΛaF‖L2 ≤ ‖DaF‖L2 +
k∑

i=1

‖Da−2iF‖L2 . ‖DaF‖L2 + ‖F‖L2

To prove the remaining estimate, ‖DaF‖L2 . ‖ΛaF‖L2 it suffices to prove that, the
operators Λ−aDa are bounded in L2. Observe that Λ−2D2 = I−Λ−2. Thus, Λ−2D2

is bounded. On the other hand, since the operators Λa and Da are selfadjoint and
commute with each other,

‖Λ−a · DaF‖2L2 =< Λ−2a · D2aF, F >. ‖Λ−2a · D2aF‖L2 · ‖F‖L2

Thus Λ−aDa is bounded in L2 if Λ−2aD2a is. On the other hand if Λ−a ·Da, Λ−b ·Db

are bounded in L2 so is Λ−a−b · Da+b. Thus, since we already know that Λ−2D2 is
L2 bounded, we easily infer that Λ−aDa are all bounded for all positive numbers
of the form m2−k, m, k ∈ Z. The general statement follows now by a limiting
argument.

We are now ready to define Sobolev norms as follows.

Definition 7.9. For positive values of a we set,

‖F‖Ha(S) = ‖ΛaF‖L2(S) ≈
(
‖DaF‖2L2(S) + ‖F‖2L2(S)

) 1
2

In the next theorem we give a characterization of the Sobolev norm defined above
with the help of LP projections. The proof depends heavily on the following lemma:

Lemma 7.10. For all values of a ∈ C and any family of LP projections Pk with
symbol m there exists another family of LP projection P̄k, with symbol m̄ = m∗ja/2,
such that,

PkDaF = DaPkF = 22akP̄kF.
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Proof : Since the statement is clearly true for even positive integers it suffices to
check it for <(a) < 0. In this case,

DaPkF =
1

Γ(−a/2)

∫ ∞

0

τ−a/2−1U(τ)PkFdτ

=
1

Γ(−a/2)

∫ ∞

0

∫ ∞

0

τ
−a/2−1
1 mk(τ2)U(τ1 + τ2)Fdτ1dτ2

=
∫ ∞

0

Jk(λ)U(λ)Fdλ

where

Jk(λ) =
1

Γ(−a/2)

∫ λ

0

mk(τ)(λ− τ)−a/2−1dτ

=
1

Γ(−a/2)
22k

∫ λ

0

m(22kτ)(λ− τ)−a/2−1dτ

=
1

Γ(−a/2)

∫ 22kλ

0

m(x)(λ− 2−2kx)−a/2−1dx

= 2ak22k 1
Γ(−a/2)

∫ 22kλ

0

m(x)(22kλ− x)−a/2−1dx = 2ak22km̄(22kλ)

and

m̄(λ) =
1

Γ(−a/2)

∫ λ

0

m(x)(λ− x)−a/2−1dx = m ∗ ja/2(λ),

is clearly a symbol in M. Therefore,

DPkF = 22akP̄kF

as desired.

Theorem 7.11.
i.) Consider the LP projections Pk associated to an arbitrary m ∈ M. Then, for
any a ≥ 0 and any smooth tensorfield F ,∑

k

22ak‖PkF‖2L2 . ‖DaF‖2L2 (51)

ii.) If in addition the LP-projections Pk verify:∑
k

P 2
k = I (52)

then, for6 0 ≤ a < 2,

‖DaF‖2L2 .
∑

k

22ak‖PkF‖2L2 (53)

Proof : For a = 0 part i) is nothing else but the Bessel inequality established
earlier. To prove (51) for all a > 0. we make use of lemma 7.10. Let Pk an arbitrary
family of LP projections acccording with symbol m ∈M. Let P̃k be the LP-family

6In fact the estimate holds true for large a provided that sufficiently many moments of the
symbol m of Pk’s vanish, see remark 5.6.
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defined by the symbol m̄ = m ∗ j−a/2. In view of lemma 7.10 P̃kDaF = 2akP ′
kF

with the corresponding symbols m̃ and m′ verifying:

m′ = m̃ ∗ ja/2 = (m ∗ j−a/2) ∗ ja/2 = m ∗ (j−a/2 ∗ ja/2) = m ∗ δ = m.

Therefore P̃kDaF = 2akPkF and consequently, using Stein-Cotlar lemma as in the
proof of part iii) of theorem 5.5,∑

k

‖2akPkF‖2L2 =
∑

k

‖P̃kDaF‖2L2 =< (
∑

k

P̃ 2
k )DaF , DaF >

≤ ‖(
∑

k

P̃ 2
k )DaF‖L2‖DaF‖L2 . ‖DaF‖2L2

as desired.

To prove part ii) we observe that, if

‖G‖2L2 =<
∑

k

P 2
k G, G >=

∑
k

‖PkG‖2L2

Thus, using lemma 7.10 once more,

‖DaF‖2L2 =
∑

k

‖PkDaF‖2L2 =
∑

k

22ak‖P̄kF‖2L2

It remains to prove that,∑
k

22ak‖P̄kF‖2L2 .
∑

k

22ak‖PkF‖2L2 (54)

To show this we proceed as follows, with the help of the almost orthogonality
estimate ‖Pk′ P̄kG‖L2 . 2−2|k−k′|‖G‖L2 . Thus setting J2 =

∑
k 22ak‖P̄kF‖2L2

J2 =
∑

k

22ak < P̄ 2
k F, F >=

∑
k,k′

22ak < P̄ 2
k F , P 2

k′F >

=
∑
k,k′

22ak < Pk′ P̄kPk′F , P̄kF >.
∑
k,k′

22ak‖Pk′ P̄kPk′F‖L2 · ‖P̄kF‖L2

.
∑
k,k′

22ak2−2|k−k′|‖Pk′F‖L2 · ‖P̄kF‖L2

.
∑
k,k′

2a(k−k′)2−2|k−k′|(2ak′‖Pk′F‖L2) · (2ak‖P̄kF‖L2)

.
( ∑

k′

22ak′‖Pk′F‖2L2

) 1
2
( ∑

k

22ak‖P̄kF‖2L2

) 1
2 = J ·

( ∑
k′

22ak′‖Pk′F‖2L2

) 1
2

and thus,

J .
( ∑

k′

22ak′‖Pk′F‖2L2

) 1
2

as desired.

As a corollary to theorem 7.11 and proposition 7.8 we derive:
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Corollary 7.12. For an arbitrary LP projection, a ≥ 0 and any smooth tensor F
we have, ∑

k≥0

22ak‖PkF‖2L2 ≤ ‖ΛaF‖2L2

Moreover, if
∑

k P 2
k = I,

‖ΛaF‖2L2 .
∑
k≥0

22ak‖PkF‖2L2 + ‖F‖2L2

8. Besov spaces

In the last section we have defined invariant Sobolev norms using the fractional
integral operators Da,Λa and then characterized them with the help of the LP
projections. In this section we define invariant Besov spaces using directly the LP
projections Pk.

Definition 8.1. Consider the LP projections associated to a fixed m ∈ M such
that,

∑
k P 2

k = I and define the Besov norms, for 0 ≤ a < 2,

‖F‖Ba
p,q

=
( ∑

k≥0

2aqk‖PkF‖q
Lp

) 1
q + ‖F‖Lp (55)

Proposition 8.2. Let the LP projections Pk verify
∑

k P 2
k = I and consider the

(55) defined relative to them. Let P̃k any family of LP-projections associated to an
arbitrary m̃ ∈M. Then, for every 0 ≤ a ≤ 1,∑

k≥0

2ak‖P̃kF‖L2 . ‖F‖Ba
2,1

(56)

Proof : We shall use the fact that, in view of the almost orthogonality property iii)
of Theorem 5.5 of the Pk’s we have ‖Pk′ P̃kG‖L2 . 2−2|k−k′|‖G‖L2 . In particular,

‖PkP̃<0G‖L2 . 2−2k‖G‖L2 ,

Now,∑
k≥0

2kα‖P̃kF‖L2 ≤
∑

k,k′≥0

2kα‖P̃kP 2
k′F‖L2 +

∑
k≥0

2kα‖P̃kP 2
<0F‖L2

=
∑

k,k′≥0

2kα‖Pk′ P̃kPk′F‖L2 +
∑
k≥0

2kα‖P<0P̃kP<0F‖L2

.
∑

k,k′≥0

2kα2−2|k−k′|‖Pk′F‖L2 +
∑
k≥0

2k(α−1)‖P<0F‖L2

.
∑
k′≥0

2k′α‖Pk′F‖L2 + ‖F‖L2 = ‖F‖Bα
2,1

as desired.

According to corollary 7.12 the norms Ba
2,2 are equivalent to the Sobolev norms

Ha, for 0 ≤ a < 2. For the Besov index 1 we have the obvious inequalities,
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Proposition 8.3. For any smooth tensorfield F ,

‖F‖Ba
2,1

. ‖F‖Bb
2,1

, a ≤ b (57)

‖F‖Ha . ‖F‖Ba
2,1

, 0 ≤ a (58)

‖F‖Ba
2,1

. ‖F‖Hb , 0 ≤ a < b. (59)

Proposition 8.4. The following, non-sharp, Sobolev inequality holds true with
2 < p < ∞, a = 1− 2

p and any tensorfield F ,

‖F‖Lp . ‖F‖Ba
2,1

(60)

Proof : We write F =
∑

k≥0 PkF + P<0F . Thus, in view of the Lp Bernstein
inequality,

‖F‖Lp ≤
∑
k≥0

‖PkF‖Lp + ‖P<0F‖Lp .
∑
k≥0

2k(1− 2
p )‖PkF‖L2 + ‖F‖L2 . ‖F‖Bα

2,1

9. LP - decompositions and product estimates

Let Pk the geometric LP projections associate to an m ∈M`. We also assume that∑
k Pk = I. Given a tensorfield F we write, for a given k ∈ Z

F = P<kF + P≥kF (61)

where P<k =
∑

l<k Pl, P≥k =
∑

l≥k Pl. Given two tensors F, g and F · g some
geometric product between them we decompose,

F · g = P≥kF · P≥k G + P<kF · P<k G + P<kF · P≥k G + P≥kF · P<k G

Thus,

Pk(F ·G) = πk(F, G ) + σk(F, G ) + ρk(F, G ) (62)
πk(F, G ) = Pk

(
P≥kF · P≥kG

)
σk(F, G ) = Pk

(
P<kF · P<kG

)
ρk(F, G ) = Pk

(
P<kF · P≥kG

)
+ Pk

(
P≥kF · P<kG

)
Observe that for the classical LP theory, based on the Fourier transform, the terms
σk and ρk are absent. Unfortunately this is not the case for our definition of
geometric LP-projections. We shall see however that the presence of such terms
does not in any way affect the main results that can be obtained by the standard LP-
theory. In what follows we shall apply the decomposition (62) to prove a geometric
version of the classical Sobolev and Besov norm multiplication estimates. We start
with the following

Lemma 9.1. Let F,G ∈ H1 and consider (62). Then, the high-high interaction
term πk(F, G ) verifies,

∑
k≥0

2k‖πk‖L2 . ‖F‖H1‖G‖H1
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Proof : For k ≥ 0 we write, πk = π1
k + π2

k where,

π1
k =

∑
k<m′<m

Pk

(
Pm′F · PmG

)
, π2

k =
∑

k<m′<m

Pk

(
PmF · Pm′G

)
By symmetry it suffices to estimate π1

k. Using first the dual weak Bernstein inequal-
ity for some sufficiently large p < ∞, followed by Cauchy -Schwartz and then again
the direct weak Bernstein, we obtain for any k ≥ 0, with q−1+2−1 = p′

−1 = 1−p−1,

‖π1
k‖L2 .

∑
k<m′<m

‖Pk

(
Pm′F · PmG

)
‖L2

. 2
2k
q

∑
k<m′<m

‖Pm′F · PmG‖Lp′

.
∑

k<m′<m

2−m−m′
2

2k
q ‖2m′

Pm′F‖Lq‖2mPmG‖L2

.
∑

k<m′<m

2−m2
2k
q 2−m′ 2

q ‖2m′
Pm′F‖L2‖2mPmG‖L2

Thus, in view of the proposition 6.1∑
k≥0

2k‖π1
k‖L2 .

∑
k

∑
k<m′<m

2−m+m′
2(k−m′)(1+ 2

q )‖2m′
Pm′F‖L2‖2mPmG‖L2

.
∑

0≤m′<m

2−|m−m′|‖2m′
Pm′F‖L2‖2mPmG‖L2

. ‖F‖H1‖G‖H1

We are now ready to prove the following product estimates.

Proposition 9.2. Let α, α′, β, β′ ∈ (0, 1) such that α + β = α′ + β′ = 1. Then for
all tensorfields f, g and any 0 ≤ γ < 1,

‖F ·G‖Bγ
2,1

. ‖Λα+γF‖L2‖ΛβG‖L2 + ‖Λα′F‖L2‖Λβ′+γG‖L2 (63)

Proof : Observe that the low frequency part ‖P<0(F · G )‖L2 can be trivially
estimated in view of the dual version of the weak Bernstein inequality with q−1 +
2−1 = p′

−1 = 1− p−1 for some sufficiently large p,

‖P<0(F ·G )‖L2 . ‖F ·G‖Lp′ . ‖F‖Lq‖G‖L2

followed by the Sobolev embedding (60) with α > 2
p ,

‖F‖Lq . ‖F‖
B

2
p
2,1

. ‖ΛαF‖L2

Consider now the high frequency part
∑

k≥0 ‖Pk(F · G )‖L2 . Decomposing as in
(62) we write

Pk(F · g) = πk(F, G ) + σk(F, G ) + ρk(F, G )

The estimates for the high-high interaction term πk = π1
k +π2

k, k ≥ 0 are as follows:
For k ≥ 0 we write, πk = π1

k + π2
k; by symmetry it suffices to estimate π1

k. Using
first the dual weak Bernstein inequality for some sufficiently large p < ∞, followed
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by Cauchy -Schwartz and the the direct Lp Bernstein, we obtain for any k ≥ 0,
with q−1 + 2−1 = p′

−1 = 1− p−1,

‖π1
k‖L2 .

∑
k<m′<m

‖Pk

(
Pm′F · PmG

)
‖L2

. 2
2k
q

∑
k<m′<m

‖Pm′F · PmG‖Lp′

.
∑

k<m′<m

2−αm′−βm2
2k
q ‖2m′αPm′F‖Lq‖2mβPmG‖L2

.
∑

k<m′<m

2−αm′−βm2
2k
q 2m′(1− 2

q )‖2m′αPm′F‖L2‖2mβPmG‖L2

.
∑

k<m′<m

2−β(m−m′)2
2(k−m′)

q ‖2m′αPm′F‖L2‖2mβPmG‖L2

Thus,

∑
k≥0

2kγ‖π1
k‖L2 .

∑
k<m′<m

2−β(m−m′)2kγ2
2(k−m′)

q ‖2m′αPm′F‖L2‖2mβPmG‖L2

.
∑

m′<m

2−β(m−m′)‖2m′(α+γ)Pm′F‖L2‖2mβPmG‖L2

. ‖Λa+γF‖L2‖ΛβG‖L2

since β > 0.

Consider now, σk(F, G ) = Pk

(
P<kF · P<kG

)
= σ1

k + σ2
k,

σ1
k(F, G ) =

∑
k′<k′′<k

Pk′F · Pk′′ G, σ2
k(F, G ) =

∑
k′′≤k′<k

Pk′F · Pk′′ G.

By symmetry it suffices to estimate σ1
k. Using the L2 finite band condition followed

by the dual weak Bernstein inequality for p > 2 sufficiently close to p = 2 and the
direct Lp Bernstein, we estimate7 with q−1 + 2−1 = p′

−1 as in the case of πk,

σ1
k(F, G ) .

∑
k′<k′′<k

2−k(1− 2
q )‖Pk′F‖Lq‖∇Pk′′G‖L2

.
∑

k′<k′′<k

2k′′2k′(1− 2
q )2−k(1− 2

q )‖Pk′F‖L2‖Pk′′G‖L2

.
∑

k′<k′′<k

2k′′2(k′−k)(1− 2
q )2−αk′−βk′′‖2k′αPk′F‖L2‖2k′′βPk′′G‖L2

7We consider only the case when the derivative affects the higher frequency; the other case is
simpler.
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Summing over k we obtain∑
k

2kγ‖σk(F, G )‖L2 .
∑

k

∑
k′<k′′<k

2kγ2(k′−k)(1− 2
q )2α(k′′−k′)‖2k′αPk′F‖L2‖2k′′βPk′′G‖L2

.
∑

k′<k′′

2k′′γ2(k′−k′′)(1− 2
q )2α(k′′−k′)‖2k′αPk′F‖L2‖2k′′βPk′′G‖L2

∑
k′<k′′

2(k′−k′′)(β− 2
q )‖2k′αPk′F‖L2‖2k′′(β+γ)Pk′′G‖L2

. ‖ΛαF‖L2‖Λβ+γG‖L2

provided that β > 2
q , which can be ensured by the choice of q, as long as β > 0.

We now estimate ρk(F, G ) = Pk

(
P<kF · P>kG

)
+ Pk

(
P>kF · P<kG

)
= ρ1

k + ρ2
k.

By symmetry it suffices to estimate ρ1
k =

∑
k′<k<m Pk

(
Pk′F ·PmG

)
. Arguing as in

the estimate for σk we use the dual weak Bernstein inequality followed by Cauchy-
Schwartz and the Lp Bernstein inequality, we obtain with q−1 + 2−1 = p′

−1 for a
sufficiently large value of q,

‖ρ1
k‖L2 .

∑
k′<k<m

‖Pk

(
Pk′F · PmG

)
‖L2 .

∑
k′<k<m

2k′2
2k
q ‖Pk

(
Pk′F · PmG

)
‖Lp′

. 2
2k
q 2k′(1− 2

q )‖Pk′F‖L2‖PmG‖L2

.
∑

k′<k<m

2(k−k′) 2
q 2β(k′−m)‖2k′αPk′F‖L2‖2mβPmG‖L2

Now summing over k,∑
k

2kγ‖ρ1
k‖L2 .

∑
k

∑
k′<k<m

2kγ2(k−k′) 2
q 2β(k′−m)‖2k′αPk′F‖L2‖2mβPmG‖L2

.
∑

k′<m

2(β− 2
q )(k′−m)‖2k′αPk′F‖L2‖2m(β+γ)PmG‖L2

. ‖ΛαF‖L2‖Λβ+γG‖L2

we obtain the desired estimate providied that β > 2
q , which can be satisfied by

the choice of q, as long as β > 0. The corresponding estimate for ρ2
k requires the

condition that α > 0.

10. The sharp Bernstein inequality

In this section we shall prove the geometric version of the Bernstein inequality for
arbitrary tensorfields on M . The inequality requires additional assumptions on the
Gauss curvature K of the manifold M . We shall introduce the following L2- norms
depending on K,

Kγ := ‖Λ−γK‖L2 (64)

with 0 ≤ γ < 1.
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Theorem 10.1. Let S be a 2-d weakly regular mannifold with Gauss curvature
K. i.) For any scalar function f on S, 0 ≤ γ < 1, any k ≥ 0, and an arbitrary
2 ≤ p < ∞,

‖Pkf‖L∞ . 2k
(
1 + 2−

k
p
(
K

1
p(1−γ)
γ + K

1
2p
γ

)
+ 1

)
‖f‖L2 , (65)

‖P<0f‖L∞ .
(
1 + K

2
p(1−γ)
γ + K

1
2p
γ

)
‖f‖L2 (66)

ii.) For any tensorfield F on S, any k ≥ 0, and an arbitrary 2 ≤ p < ∞,

‖PkF‖L∞ . 2k
(
1 + 2−

k
p K

1
p

0 + 2−k 1
p−1 K

1
p−1
0

)
‖F‖L2 , (67)

‖P<0F‖L∞ .
(
1 + (K

1
p

0 + K
1
2p

0 ) + K
1

p−1
0

)
‖F‖L2 . (68)

Proof : The proof is based on an argument involving the product estimates de-
veloped in the previous section.

In view of the estimate (10), we have for k ≥ 0,

‖PkF‖L∞ . ‖∇2PkF‖
1
p

L2

(
‖∇PkF‖

p−2
p

L2 ‖PkF‖
1
p

L2 + ‖PkF‖
p−1

p

L2

)
+ ‖∇PkF‖L2

. 2k p−2
p ‖∇2PkF‖

1
p

L2‖F‖
p−1

p

L2 + 2k‖F‖L2 (69)

It remains to estimate the quantity ‖∇2PkF‖L2 . We do this with the help of the
Böchner identity,

10.2. Scalar Case. Recall that the Bochner identity for scalars has the form,∫
S

|∇2g|2 =
∫

S

|∆g|2 −
∫

S

K|∇g|2.

With the help of the product estimates developed in the previous section with the
following choice of parameters α = 1−γ, β = γ and α′ = γ, β′ = 1−γ, we estimate,∫

S

K|∇g|2 =
∫

S

(Λ−γK)(Λγ |∇g|2)

≤ Kγ‖Λγ |∇g|2‖L2 . Kγ‖∇g · ∇g‖Bγ
2,1

. Kγ‖Λ∇g‖L2‖Λγ∇g‖L2 . Kγ‖Λ∇g‖1+γ
L2 ‖∇g‖1−γ

L2

The last inequality follows from the condition that γ ≤ 1 and the interpolation
inequality (49). Since, ‖Λ∇g‖2L2 .

∫
S
|∇2g|2 +

∫
S
|∇g|2 we infer that∫

S

K|∇g|2 ≤ 1
2

∫
S

|∇2g|2 + (K
2

1−γ
γ + Kγ)

∫
S

|∇g|2

Therefore, ∫
S

|∇2g|2 ≤
∫

S

|∆g|2 +
1
2

∫
S

|∇2g|2 +
(
K

2
1−γ
γ + Kγ

) ∫
S

|∇g|2

This implies ∫
S

|∇2g|2 .
∫

S

|∆g|2 +
(
K

2
1−γ
γ + Kγ

) ∫
S

|∇g|2 (70)
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Applying (70) to g = Pkf and using the inequalities

‖∇Pkf‖L2 ≤ 2k‖f‖L2 , ‖∆Pkf‖L2 ≤ 22k‖f‖L2

we obtain

‖∇2Pkf‖L2 .
(
22k + 2k

(
K

1
1−γ
γ + K

1
2
γ

)
+ 1

)
‖f‖L2 (71)

Combining (71) with (69), yields

‖Pkf‖L∞ . 2k
(
1 + 2−

k
p
(
K

2
p(1−γ)
γ + K

1
2p
γ

)
+ 1

)
‖f‖L2 , (72)

‖P<0f‖L∞ .
(
1 + K

2
p(1−γ)
γ + K

1
2p
γ

)
‖f‖L2 (73)

as desired.

10.3. Tensor case. We recall the Böchner inequality (14) of Corollary ??,

‖∇2F‖L2 . ‖∆F‖L2+(‖K‖L2+‖K‖
1
2
L2)‖∇F‖L2+‖K‖

p
p−1

L2

(
‖∇F‖

p−2
p−1

L2 ‖F‖
1

p−1

L2 +‖F‖L2

)
Applying this to PkF we obtain

‖∇2PkF‖L2 .
(
22k + 2k(K0 + K

1
2
0 ) + 2k p−2

p−1 K
p

p−1
0

)
‖F‖L2 (74)

Combining (74) with (69) we derive

‖PkF‖L∞ . 2k
(
1 + 2−

k
p (K

1
p

0 + K
1
2p

0 ) + 2−k 1
p−1 K

1
p−1
0

)
‖F‖L2

as desired.

11. Sharp product estimates

In this section we prove the sharp version of the product estimates of Proposition
9.2 invloving Besov spaces. These estimates require an additional curvature as-
sumptions which vary from the scalar to the tensor case. The former only needs
the bound on the quantity ‖Λ−γK‖L2 , while the latter requires the finiteness of
‖K‖L2 .

Let for 0 ≤ γ < 1

Aγ := 1 + K
1

2(1−γ)
γ (75)

denote the constants appearing in the sharp Bernstein inequalities (65) and (67).

Proposition 11.1. Let S be a 2-d weakly regular manifold with Gauss curvature
K.
i.) For all scalar functions f, g, any 0 ≤ α < 2, and an arbitrary 0 ≤ γ < 1,

‖f · g‖Bα
2,1

. ‖f‖Bα
2,1

(
‖g‖B1

2,1
+ Aγ‖g‖

B
1
2
2,1

)
+ ‖g‖Bα

2,1

(
‖f‖B1

2,1
+ Aγ‖f‖

B
1
2
2,1

)
(76)
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ii.) For all tensorfields F,G, any 0 ≤ α < 2, and an arbitrary 2 ≤ p < ∞,

‖F ·G‖Bα
2,1

. ‖F‖Bα
2,1

(
‖G‖B1

2,1
+ A

p
p−1
0 ‖G‖

B
1
2
2,1

)
+ ‖G‖Bα

2,1

(
‖F‖B1

2,1
+ A

p
p−1
0 ‖F‖

B
1
2
2,1

)
(77)

Proof : The proof relies on the application of the sharp Bernstein inequalities
proved in the previous section. We shall only give the arguments for the scalar
inequality (76). The modifications leading to the tensor inequality (77) will be ob-
vious and follow by replacing the scalar Bernstein inequality (65) with its tensorial
version (67).

As in the proof of Proposition 9.2 the low frequency part ‖P<0(f · g)‖L2 can be
trivially estimated by means of the weak Bernstein inequality.

Consider now the high frequency part
∑

k≥0 ‖Pk(f · g)‖L2 . Decomposing as in (62)
we write

Pk(f · g) = πk(f, g) + σk(f, g) + ρk(f, g)
The estimates for the high-high interaction term πk = π1

k +π2
k, k ≥ 0 are as follows:

For k ≥ 0 we write, πk = π1
k + π2

k; by symmetry it suffices to estimate π1
k. Using

first the dual weak Bernstein inequality for some sufficiently large p < ∞, followed
by Cauchy -Schwartz and the the direct Lp Bernstein, we obtain for any k ≥ 0,
with q−1 + 2−1 = p′

−1 = 1− p−1,

‖π1
k‖L2 .

∑
k<m′<m

‖Pk

(
Pm′f · Pmg

)
‖L2

. 2
2k
q

∑
k<m′<m

‖Pm′f · Pmg‖Lp′

.
∑

k<m′<m

2
2k
q ‖Pm′f‖Lq‖Pmg‖L2

.
∑

k<m′<m

2
2k
q 2−

2m′
q )‖2m′

Pm′f‖L2‖Pmg‖L2

.
∑

k<m′<m

2−
2
q (m′−k)‖2m′

Pm′f‖L2‖Pmg‖L2

Thus,∑
k≥0

2kα‖π1
k‖L2 .

∑
k<m′<m

2−
2
q (m′−k)2−α(m−k)‖2m′

Pm′f‖L2‖2mαPmg‖L2

.
∑

m′<m

2−α(m−m′)‖2m′
Pm′f‖L2‖2mαPmg‖L2

. ‖f‖B1
2,1
‖g‖Bα

2,1

Consider now, σk(f, g) = Pk

(
P<kf · P<kg

)
= σ1

k + σ2
k,

σ1
k(f, g) =

∑
k′<k′′<k

Pk′f · Pk′′g, σ2
k(f, g) =

∑
k′′≤k′<k

Pk′f · Pk′′g.
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By symmetry it suffices to estimate σ1
k. Using the L2 finite band condition ac-

cordinog to which ‖σ1
k(f, g)‖L2 . 2−2k‖∆σ1

k(f, g)‖L2 we decompose

∆σ1
k(f, g) = Pk

∑
k′<k′′<k

(
Pk′f ·∆Pk′′g + 2∇Pk′f · ∇Pk′′g + ∆Pk′f · Pk′′g

)
= σ11

k (f, g) + σ12
k (f, g) + σ13

k (f, g)

By symmetry it suffices to estimate the terms σ11
k , σ12

k . Using the Bernstein in-
equality we have

σ11
k (f, g) .

∑
k′<k′′<k

2−2k‖Pk′f‖L∞‖∆Pk′′g‖L2

.
∑

k′<k′′<k

2−2k22k′′
(
2k′ + 2

k′
2 Aγ

)
‖Pk′f‖L2‖Pk′′g‖L2

.
∑

k′<k′′<k

2−2k2k′′(2−α)
(
‖2k′Pk′f‖L2 + Aγ‖2

k′
2 Pk′f‖L2

)
‖2k′′αPk′′g‖L2

Summing over k we obtain for α < 2∑
k

2kα‖σ11
k (f, g)‖L2 .

∑
k

∑
k′<k′′<k

2−(2−α)(k−k′′)
(
‖2k′Pk′f‖L2 + Aγ‖2

k′
2 Pk′f‖L2

)
‖2k′′αPk′′g‖L2

∑
k′<k′′<k

(
‖2k′Pk′f‖L2 + Aγ‖2

k′
2 Pk′f‖L2

)
‖2k′′αPk′′g‖L2

.
(
‖f‖B1

2,1
+ Aγ‖f‖

B
1
2
2,1

)
‖g‖Bα

2,1

To estimate σ12
k (f, g) we use the Gagliardo-Nirenberg inequality (8)

‖f‖L4 . ‖∇f‖
1
2
L2‖f‖

1
2
L2 + ‖f‖L2 .

Using the Gagliardo-Nirenberg estimate8 followed by the scalar Bochner inequality
(70)

σ12
k (f, g) .

∑
k′<k′′<k

2−2k‖∇Pk′f‖L4‖∇Pk′′g‖L4

.
∑

k′<k′′<k

2−2k‖∇2Pk′f‖
1
2
L2‖∇2Pk′′g‖

1
2
L2‖∇Pk′f‖

1
2
L2‖∇Pk′′g‖

1
2
L2

.
∑

k′<k′′<k

2−2k2
k′+k′′

2
(
2k′ + 2

k′
2 A

1
2
γ

)
‖Pk′f‖L2

(
2k′′ + 2

k′′
2 A

1
2
γ

)
‖Pk′′g‖L2

.
∑

k′<k′′<k

2−2k2
3k′′
2 + k′′

2
(
2k′ + 2

k′
2 Aγ

)
‖Pk′f‖L2‖Pk′′g‖L2

.
∑

k′<k′′<k

2−2k2k′′(2−α)
(
‖2k′Pk′f‖L2 + Aγ‖2

k′
2 Pk′f‖L2

)
‖2k′′αPk′′g‖L2

8We drop the low order term in the Gagliardo-Nirenberg inequality since we consider the case
of high frequencies k ≥ 0.



GEOMETRIC LP 33

As before, summing over k we obtain for α < 2∑
k

2kα‖σ12
k (f, g)‖L2 .

∑
k

∑
k′<k′′<k

2−(2−α)(k−k′′)
(
‖2k′Pk′f‖L2 + Aγ‖2

k′
2 Pk′f‖L2

)
‖2k′′αPk′′g‖L2

∑
k′<k′′<k

(
‖2k′Pk′f‖L2 + Aγ‖2

k′
2 Pk′f‖L2

)
‖2k′′αPk′′g‖L2

.
(
‖f‖B1

2,1
+ Aγ‖f‖

B
1
2
2,1

)
‖g‖Bα

2,1

and the estimate for σk(f, g) follows.

We now estimate ρk(f, g) = Pk

(
P<kf · P>kg

)
+ Pk

(
P>kf · P<kg

)
= ρ1

k + ρ2
k. By

symmetry it suffices to estimate ρ1
k =

∑
k′<k<m Pk

(
Pk′f · Pmg

)
.

‖ρ1
k‖L2 .

∑
k′<k<m

‖Pk′f‖L∞‖Pmg‖L2 .
∑

k′<k<m

(
2k′ + 2

k′
2 Aγ

)
‖Pk

(
Pk′f · Pmg

)
‖Lp′

. ‖Pk′f‖L2‖Pmg‖L2

.
∑

k′<k<m

2−mα
(
‖2k′Pk′f‖L2 + Aγ‖2

k′
2 Pk′f‖L2

)
‖2mαPmg‖L2

Now summing over k,∑
k

2kα‖ρ1
k‖L2 .

∑
k

∑
k′<k<m

2−α(m−k)
(
‖2k′Pk′f‖L2 + Aγ‖2

k′
2 Pk′f‖L2

)
‖2mαPmg‖L2

.
(
‖f‖B1

2,1
+ Aγ‖f‖

B
1
2
2,1

)
‖g‖Bα

2,1

we obtain the desired estimate

12. Operator ∇ on B1
2,1 space

Motivated by classical considerations we expect the operator of covariant differen-
tiation ∇ to act continuously in the scale of Besov spaces: ∇ : Bs

2,1 → Bs−1
2,1 for

any s ≥ 1. The weak regularity assumptions which we impose on the geometry of a
surface S gives hope to prove this mapping property only for sufficiently low values
of s. In this section we shall show this for the particular lowest value s = 1. More-
over, as in the case of the Böchner and sharp Bernstein inequalities, the regularity
assumptions needed to prove the result differ drastically dependent on whether ∇
is considered on the space of scalar functions or tensorfields.

Proposition 12.1. Let S be a 2-d weakly regular surface with Gauss curvature K
and let the constants Aγ be as in (75).

i.) For all scalar functions f and an arbitrary 0 ≤ γ < 1

‖∇f‖B0
2,1

. ‖f‖B1
2,1

+ A2
γ‖f‖B0

2,1
. (78)

ii.) For all tensorfields F and an arbitrary 2 ≤ p < ∞

‖∇F‖B0
2,1

. ‖f‖B1
2,1

+ A
2p

p−1
0 ‖f‖B0

2,1
. (79)
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Proof : Once again we shall only provide the arguments in the scalar case. The
proof of part ii.) is similar and relies on the tensor Böchner inequality (14).

We consider

‖∇f‖B0
2,1

=
∑

k

‖Pk∇f‖L2 .
∑

`

∑
k

‖Pk∇P`f‖L2

=
∑

`

∑
k≤`

‖Pk∇P`f‖L2 +
∑

`

∑
k>`

‖Pk∇P`f‖L2

Using the dual finite band property we obtain∑
`

∑
k≤`

‖Pk∇P`f‖L2 .
∑

`

∑
k≤`

2k‖P`f‖L2

.
∑

`

2`‖P`f‖L2

∑
k≤`

2k−` . ‖f‖B1
2,1

It remains to estimate
∑

`

∑
k>` ‖Pk∇P`f‖L2 . Applying the finite band property

followed by the scalar Böchner inequality (71) we derive

‖Pk∇P`f‖L2 . 2−k‖∇2P`f‖L2 . 2−k(2` + A2
γ2`)‖P`f‖L2 .

Summing we infer that∑
`

∑
k>`

‖Pk∇P`f‖L2 .
∑

`

(2` + Aγ)‖P`f‖L2

∑
k>`

2`−k

. ‖f‖B1
2,1

+ A2
γ‖f ||B0

2,1

as desired.
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