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#### Abstract

The class of symmetric positive definite matrices is an important class both in theory and application. Although this class is well studied, little is known about how to efficiently interpolate such data within the class.

We extend the 4-point interpolatory subdivision scheme, as a method of interpolation, to data consisting of symmetric positive definite matrices. This extension is based on an explicit formula for calculating a binary "geodetic average". Our method generates a smooth curve of matrices, which retain many important properties of the interpolated matrices. Furthermore, the scheme is robust and easy to implement.
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## 1 Introduction

Positive definite matrices are a well-known tool in pure mathematics, engineering, scientific computation, physics, statistics and more. As a numerical tool they have

[^0]several strengths, such as orthogonal decomposition, real positive eigenvalues, etc. However, no standard approach exists for interpolating positive definite matrices.

Naturally, positive definite matrices take a key role in the representation of data in many applications. A classic example in materials science is deformation tensors where measurements of strain, stress and deformation are modeled as positive definite matrices [12, 25, 27]. The interest in the field of deformation has continued, e.g. see [14]. Another example are diffusion tensors (DMRI) used in medical imaging. In DMRI, the spatial scans are also positive definite matrices [4, 20]. In addition, there are several applications where sequences of positive definite matrices are in use at the core of a calculation process, e.g., in the field of optimization processes [7]. Such applications encourage us to further search for new analysis tools.

Subdivision schemes are common interpolation methods in approximation theory. They are easy to implement, computationally efficient and have high approximation order [1, 23, 31]. In this paper we suggest adapting an interpolatory subdivision scheme to positive definite matrices; our method is based on an extension of the geometric mean of two positive numbers to positive definite matrices.

Goldman et al. [26] defined non-linear spline subdivision schemes for positive numbers, by replacing the arithmetic mean $\frac{a+b}{2}$, by the geometric mean $\sqrt{a b}$. We extend this work to interpolatory schemes, by using $a^{t} b^{1-t}$ instead of $t a+(1-t) b$, for any $t \in \mathbb{R}$. Furthermore, we use an extension of this non-symmetrical geometric average [2] for positive definite matrices, to define an interpolatory subdivision scheme for such matrices.

The set of positive definite real matrices is an open set and closed under matrix addition and multiplication with positive scalar, yet it is not a vector space. Thus any standard linear interpolatory scheme defined by matrix addition does not necessarily generate positive definite matrices since any such $\mathbf{C}^{1}$ interpolatory scheme has negative coefficients. So, a different adaptation of subdivision schemes is required.

Donoho et al. [24] proposed a solution, further studied by Yu [22]. It is based on the operation $A \oplus B=\exp (\log (A)+\log (B))$ for positive definite matrices. Under this operation, the set of positive definite matrices is a Lie group. The scheme is defined on the tangent plane, and retains convergence and smoothness by the analyticity of the exp-log map. However, this scheme is not robust for small eigenvalues. Furthermore, the scheme geometric interpretation holds only for dense sampling.

In this paper we suggest a new approach using the geometric mean, suggested in [2]. This geometric mean is defined by $G_{\frac{1}{2}}(A, B)=A\left(A^{-1} B\right)^{\frac{1}{2}}$, for any invertible matrices $A, B$. It turns out that on the manifold of positive definite matrices, the geometric mean $G_{\frac{1}{2}}(A, B)$ is the mid-point of the geodesic joining $A$ and $B$, defined by the Riemannian metric $d(A, B)=\left\|\log \left(A^{-\frac{1}{2}} B A^{-\frac{1}{2}}\right)\right\|$ (for more details see [18]).

Our subdivision scheme is based on the 4-point scheme [11], expressed in terms of repeated binary averages and converges to a "smooth matrix curve". We bound the spectral radii of the matrices along the matrix curve. Moreover, the subdivision operator commutes with common operators from linear algebra, and preserves the spectral properties of the initial data. The scheme is robust and can be extended to positive semidefinite matrices, under additional conditions.

This paper is organized as follows: in Sect. 2 we define interpolatory subdivision schemes for the scalar case based on geometric mean for positive numbers. Next,
in Sect. 3, we introduce a new subdivision scheme for positive definite matrix data, based on a geometric mean for matrices. In Sect. 4 we prove the convergence of this process to a smooth "matrix curve". In Sect. 5 we describe algebraic and spectral properties of the generated "matrix curve". An extension to positive semidefinite matrices is made in Sect. 6 along with the proof of robustness.

## 2 The Scalar Case

Goldman et al. [26] studied a class of non-linear subdivision schemes. These schemes are based on replacing any binary linear average, e.g. the arithmetic mean, in linear subdivision algorithms by binary non-linear averages, e.g., the geometric mean, $x^{t} y^{1-t}$, for $t \in[0,1]$. We extend this approach in order to define a class of interpolatory subdivision schemes.

A subdivision scheme generates a sequence of refined points from a given sequence of points $\mathbf{p}_{0}=\left\{p_{0, i}\right\}_{i \in \mathbb{Z}}$ according to the refinement rule,

$$
\begin{equation*}
p_{k+1, i}=\sum_{j \in \mathbb{Z}} s_{j} p_{k, i+j}, \quad \sum_{j \in \mathbb{Z}} s_{j}=1 . \tag{2.1}
\end{equation*}
$$

We assume that $s_{j}$ is nonzero for only a finite set of indices. The refinement operator that generates $\left\{p_{k+1, i}\right\}_{i \in \mathbb{Z}}, k \in \mathbb{Z}_{+}$from $\left\{p_{k, i}\right\}_{i \in \mathbb{Z}}$ is called the refinement step, and is denoted by $\mathcal{S}$. In the case of convergence of the process, we denote the limit operator by $\mathcal{S}^{\infty}$.

We modify the linear scheme (2.1), using the geometric mean $x^{t} y^{1-t}$ for $t \in \mathbb{R}$. The refinement rules have the following form:

$$
\begin{equation*}
a_{k+1, i}=\prod_{j \in \mathbb{Z}} a_{k, i+j}^{s_{j}}, \quad \sum_{j \in \mathbb{Z}} s_{j}=1 . \tag{2.2}
\end{equation*}
$$

We denote by $\mathcal{S}_{l}$ the refinement rule (2.1) of a linear scheme and by $\mathcal{S}_{g}$ the refinement operator of the geometric counterpart (2.2). We refer to this scheme (2.2) as the geometric averaging scheme.

Example 1 The simplest non-trivial interpolatory subdivision schemes is the 4-point scheme [11],

$$
\begin{align*}
& p_{k+1,2 i}=p_{k, i} \\
& p_{k+1,2 i+1}=\frac{9}{16}\left(p_{k, i}+p_{k, i+1}\right)-\frac{1}{16}\left(p_{k, i-1}+p_{k, i+2}\right), \tag{2.3}
\end{align*}
$$

with the geometric modification

$$
\begin{align*}
& a_{k+1,2 i}=a_{k, i}, \\
& a_{k+1,2 i+1}=\frac{\left(a_{k, i} a_{k, i+1}\right)^{\frac{9}{16}}}{\left(a_{k, i-1} a_{k, i+2}\right)^{\frac{1}{16}}} . \tag{2.4}
\end{align*}
$$



Fig. 1 The log-exp diagram


Fig. 2 The single step log-exp diagram

For a full survey on scalar subdivision methods and their analysis see [10]. Next we analyze the properties of the geometric averaging scheme.

### 2.1 Convergence and Smoothness of the Modified Schemes

All of the results in this section are derived by the commutativity of the diagram presented in Fig. 1.

Theorem 2.1 The exp-log diagram given in Fig. 1 is commutative for any positive initial data $\mathbf{a}_{0}$.

Proof We prove it for a single step, i.e.,

$$
\begin{aligned}
\exp \left(p_{1,2 i+1}\right) & =\exp \left\{\sum_{j} s_{j} p_{0, i+j}\right\} \\
& =\exp \left\{\sum_{j} s_{j} \log a_{0, i+j}\right\} \\
& =\prod_{j} a_{0, i+j}^{s_{j}}=a_{2 i+1,1}
\end{aligned}
$$

The single step illustrated in Fig. 2. Inductively, one can prove the diagram in Fig. 1 for all dyadic points, due to the analytic property of the exponential map. Thus the diagram is commutative for all points in the interval.

The geometric averaging scheme inherits many of the properties of the linear scheme; see, e.g., the following.


Fig. 3 Positive and non-positive schemes

Theorem 2.2 Given a linear scheme in the form (2.1) and its modified geometric version (2.2), then we have the following.
(1) If the linear scheme is $\mathbf{C}^{n}$ then so is the geometric averaging scheme.
(2) If the linear scheme is of approximation order of $h^{d}$ then so is the geometric averaging scheme.

The proof follows straightforwardly from Theorem 2.1, and thus is omitted.
For the next property, we present a new definition.
Definition 2.3 A convergent subdivision scheme, with a refinement step $\mathcal{S}$, is called a positive scheme if for any given sequence of positive numbers $\mathbf{a}_{0}=\left\{a_{i}\right\}_{i \in \mathbb{Z}}$, the limit function

$$
f(x)=\mathcal{S}^{\infty}\left(\mathbf{a}^{0}\right)(x)>0, \quad x \in \mathbb{R}
$$

Another conclusion from Theorem 2.1 is
Corollary 2.4 The schemes defined by (2.2) is a positive scheme.
Corollary 2.4 is illustrated in Fig. 3 for the 4-point scheme (see Example 1). We compare the linear 4-point scheme (2.3) with the geometric 4-point scheme (2.4) for positive data (in Figs. 3(b) and 3(a), respectively). While the geometric averaging scheme is clearly positive one can verify that the linear scheme is not positive.

### 2.2 The Differences Between the Linear and Geometric Averaging Schemes

An interesting question is the difference between the linear schemes and their geometric counterparts. Due to convergence it suffices to consider only the first refinement step.

Theorem 2.5 Let $\mathbf{a}_{\mathbf{0}}=\left\{a_{0, i}\right\}_{i \in \mathbb{Z}}$ be a sequence of positive numbers, bounded away from zero, namely $\inf _{i}\left\{a_{0, i}\right\}>c>0$. Denote $\Delta_{0}=\sup _{i}\left|a_{0, i}-a_{0, i+1}\right|$. If $\Delta_{0}<\infty$
then

$$
\sup _{i}\left|\left(\mathcal{S}_{l}\left(\mathbf{a}_{0}\right)\right)_{i}-\left(\mathcal{S}_{g}\left(\mathbf{a}_{0}\right)\right)_{i}\right|<C \Delta_{0}^{2},
$$

where $C$ is a constant that depends on $\mathbf{a}_{0}$.
Proof By Taylor expansion of $f_{a}(x)=a^{t} x^{1-t}$ we get

$$
a^{t} b^{1-t}=t a+(1-t) b-t(1-t) \frac{(b-a)^{2}}{a}+O\left((b-a)^{3}\right),
$$

or equivalently $\left|a^{t} b^{1-t}-(t a+(1-t) b)\right|<\frac{1}{c} \Delta_{0}^{2}$. Generalizing to $n$ variables,

$$
f_{a_{n}}\left(x_{1}, \ldots, x_{n-1}\right)=a_{n}^{1-\sum_{i=1}^{n-1} s_{i}} \prod_{i=1}^{n-1} x_{i}^{s_{i}} .
$$

The Taylor expansion around $\left(a_{n}, \ldots, a_{n}\right)$ yields

$$
a_{1}^{s_{1}} a_{2}^{s_{2}} \cdots a_{n}^{s_{n}}=f_{a_{n}}\left(a_{1}, \ldots, a_{n-1}\right)=s_{n} a_{n}+\sum_{i=1}^{n-1} s_{i} a_{i}+O\left(\Delta^{2}\right) .
$$

Denote by $\mathcal{I}$ the finite set of nonzero indices in (2.1) and (2.4), and recall that $\sum_{j \in \mathcal{I}} s_{j}=1$. Then

$$
\begin{aligned}
\left(S_{g}\left(\left\{a_{0, i}\right\}_{i \in \mathbb{Z}}\right)\right)_{i} & =\prod_{j \in \mathcal{I}} a_{0, i+j}^{s_{j}}=f_{a_{j \max }}\left(a_{0, i+j_{\min }}, \ldots, a_{0, i+j_{\max }-1}\right) \\
& =s_{0, j_{\max }} a_{0, i+j_{\max }}+\sum_{j=j_{\min }}^{j_{\max }-1} s_{j} a_{0, i+j}+O\left(\Delta^{2}\right) \\
& =\left(S_{l}\left(\left\{a_{0, i}\right\}_{i \in \mathbb{Z}}\right)\right)_{i}+O\left(\Delta_{0}^{2}\right),
\end{aligned}
$$

where $j_{\max }, j_{\text {min }}$ are the maximum and minimum indices in $\mathcal{I}$, respectively.

## 3 Subdivision Scheme for Positive Definite Matrices

One generalization of positive numbers is the positive definite matrices. A linear scheme, e.g. the 4-point scheme (2.3), using matrix operations, does not necessary retain the positive definite property. For example one can choose as initial data, the diagonal matrices with the data in Fig. 3 at the diagonal values.

In this section we define the scheme on data consisting of positive definite matrices. We start by updating our notation for the geometric mean of matrices. Next we prove basic properties, which are important for the definition of the scheme.

Our construction is based on one common interpretation of the geometric mean for matrices. This geometric mean $[2,6]$ is defined for any invertible matrices $A, B$
and $t \in \mathbb{R}$ as follows:

$$
\begin{equation*}
G_{t}(A, B)=A\left(A^{-1} B\right)^{t}=A^{\frac{1}{2}}\left(A^{-\frac{1}{2}} B A^{-\frac{1}{2}}\right)^{t} A^{\frac{1}{2}} . \tag{3.1}
\end{equation*}
$$

When $0 \leq t \leq 1, G_{t}(A, B)$ is the geodesic curve between $A$ and $B$ in the metric space $(\mathcal{P}, d)$, where $\mathcal{P}$ is the collection of all positive definite matrices with the Riemann metric [18],

$$
\begin{equation*}
d(A, B)=\left\|\log \left(A^{-\frac{1}{2}} B A^{-\frac{1}{2}}\right)\right\|, \tag{3.2}
\end{equation*}
$$

where $\|M\|=\sqrt{\operatorname{tr}\left(M M^{*}\right)}$ is the Frobenius norm [13, Chap. 2], $\operatorname{tr}(\cdot)$ is the standard trace operator and $X^{*}$ is the standard transpose operator. Henceforth, we use this norm, unless otherwise mentioned. Note that all norms are equivalent in the finite space of $n \times n$ matrices. The next lemma presents fundamental properties of (3.1).

Lemma 3.1 Let $A, B$ be positive definite matrices. Then for all $t \in \mathbb{R}$
(1) $G_{t}(A, B)$ of (3.1) is positive definite;
(2) $G_{t}(A, B)=G_{1-t}(B, A)$.

Proof Let $X=\left(A^{-\frac{1}{2}} B A^{-\frac{1}{2}}\right)=\left(A^{-\frac{1}{2}} B^{\frac{1}{2}} B^{\frac{1}{2}} A^{-\frac{1}{2}}\right)$. First, we prove that $X$ is a positive definite matrix. Using the positive definiteness of $A, B$,

$$
\begin{aligned}
X=\left(A^{-\frac{1}{2}} B^{\frac{1}{2}}\right)\left(B^{\frac{1}{2}} A^{-\frac{1}{2}}\right) & =\left(A^{-\frac{1}{2}} B^{\frac{1}{2}}\right)\left(\left(B^{\frac{1}{2}} A^{-\frac{1}{2}}\right)^{*}\right)^{*} \\
& =\left(A^{-\frac{1}{2}} B^{\frac{1}{2}}\right)\left(A^{-\frac{1}{2}} B^{\frac{1}{2}}\right)^{*} .
\end{aligned}
$$

Since the product of a full rank matrices is a full rank matrix we see that $X$ is positive definite. By the spectral decomposition of $X$ it is clear that $X^{t}$ is positive definite for every $t \in \mathbb{R}$. Secondly, we prove that $G_{t}(A, B)$ is positive definite,

$$
\begin{aligned}
G_{t}(A, B) & =A^{\frac{1}{2}}\left(A^{-\frac{1}{2}} B A^{-\frac{1}{2}}\right)^{t} A^{\frac{1}{2}} \\
& =A^{\frac{1}{2}} X^{t} A^{\frac{1}{2}} \\
& =\left(A^{\frac{1}{2}} X^{\frac{t}{2}} X^{\frac{t}{2}} A^{\frac{1}{2}}\right) \\
& =\left(A^{\frac{1}{2}} X^{\frac{t}{2}}\right)\left(A^{\frac{1}{2}} X^{\frac{t}{2}}\right)^{*}
\end{aligned}
$$

Thus, $G_{t}(A, B)$ is positive definite for every $t \in \mathbb{R}$. To prove the second part of the lemma,

$$
\begin{aligned}
G_{t}(A, B) G_{1-t}^{-1}(B, A) & =A\left(A^{-1} B\right)^{t}\left(B\left(B^{-1} A\right)^{1-t}\right)^{-1} \\
& =A\left(A^{-1} B\right)^{t}\left(B^{-1} A\right)^{t-1} B^{-1} \\
& =A\left(A^{-1} B\right)^{t}\left(B^{-1} A\right)^{t}\left(B^{-1} A\right)^{-1} B^{-1} \\
& =A\left(A^{-1} B\right)^{t}\left(B^{-1} A\right)^{t} A^{-1} \\
& =A\left(A^{-1} B\right)^{t}\left(A\left(B^{-1} A\right)^{-t}\right)^{-1}=I .
\end{aligned}
$$



Fig. 4 Geometric means of two matrices, at $t=-\frac{1}{4}, 0, \frac{1}{2}, 1, \frac{5}{4}$

Thus, $G_{t}(A, B)=G_{1-t}(B, A)$.

Real symmetric positive definite matrices have a geometrical interpretation. They represent (hyper) ellipsoids in $\mathbb{R}^{n}$. The eigenvectors of the matrix represent the directions of the ellipsoid radii, while the corresponding eigenvalues represent their lengths. We use this interpretation to demonstrate our definitions, for a $3 \times 3$ matrices as ellipsoids in $\mathbb{R}^{3}$.

In Fig. 4 we demonstrate the geometric mean (3.1), for two positive definite matrices, represented by their correspondence ellipsoids. For

$$
A=\left(\begin{array}{lll}
3 & 1 & 1 \\
1 & 5 & 1 \\
1 & 1 & 7
\end{array}\right), \quad B=\left(\begin{array}{lll}
8 & 2 & 1 \\
2 & 4 & 1 \\
1 & 1 & 3
\end{array}\right),
$$

we show $G_{t}(A, B)$ for $t=-\frac{1}{4}, 0, \frac{1}{2}, 1, \frac{5}{4}$.
Now we can define our subdivision scheme, in the form of (2.4).

Definition 3.2 For a sequence of positive definite matrices $\left\{A_{0, i}\right\}_{i \in \mathbb{Z}}$, the refinement step is defined as follows:

$$
\begin{align*}
& A_{k+1,2 i}=A_{k, i} \\
& A_{k+1,2 i+1}=G_{-\frac{1}{8}}\left(G_{\frac{1}{2}}\left(A_{k, i}, A_{k, i+1}\right), G_{\frac{1}{2}}\left(A_{k, i-1} A_{k, i+2}\right)\right) . \tag{3.3}
\end{align*}
$$

The subdivision scheme consist of repeated application of the refinement step, which we denote by $\mathcal{S}_{G}$. Denote by $\left\{A_{j, i}\right\}_{i \in \mathbb{Z}}$ the set of matrices after $j$ refinement steps.

By Lemma 3.1 the subdivision scheme is well defined. In order to avoid ill-posed problems from our settings, we assume the following.

Assumption 1 Let $\left\{A_{0, i}\right\}_{i \in \mathbb{Z}}$ be initial data. Then

$$
\sup _{l \in \mathbb{Z}} d\left(A_{0, l}, A_{0, l+1}\right)<C,
$$

where $C$ is a positive constant.


Fig. 5 The three central positive definite matrices, out of seven initial matrices

Remark 3.3 Note that a general modification to the 4-point scheme (2.3), can be done by different refinement steps, using different repeated averages. For example consider

$$
A_{k+1,2 i+1}=G_{\frac{1}{2}}\left(G_{\frac{9}{8}}\left(A_{k, i-1}, A_{k, i}\right), G_{-\frac{1}{8}}\left(A_{k, i+1} A_{k, i+2}\right)\right)
$$

The analysis of each of those different schemes is similar.
Remark 3.4 A broader family of the 4-point scheme consists of the refinement rules (2.3) with a varying parameter $w$ parameter. In this paper we used $w=\frac{1}{16}$, which is well known in the classical scalar setup, because it reconstructs cubic polynomials. This parameter, also known as a "tension" parameter, has been studied for the linear (scalar) 4-point scheme [8]. In the matrix setting, we refer to

$$
\begin{align*}
& A_{k+1,2 i}=A_{k, i} \\
& A_{k+1,2 i+1}=G_{-2 w}\left(G_{\frac{1}{2}}\left(A_{k, i}, A_{k, i+1}\right), G_{\frac{1}{2}}\left(A_{k, i-1}, A_{k, i+2}\right)\right), \tag{3.4}
\end{align*}
$$

for $w \in\left(0, w^{*}\right)$, with $w^{*} \approx 0.19273$ (the unique real solution of the cubic equation $32 w^{3}+4 w-1=0$ ), see [17]. This linear 4-point scheme has $\mathbf{C}^{1}$ continuity and thus the smoothness as well as the rest of the results of this paper hold.

We demonstrate the scheme by three figures, representing data and the refinement process. The data, in Fig. 5, are sampled on the integers $x=4,5,6$ from the (smooth) function $f(x)=\sin ^{2}(x) A+\cos ^{2}(x) B$, with positive definite matrices

$$
A=\left(\begin{array}{ccc}
19 & -3 & -10 \\
-3 & 10 & 0 \\
-10 & 0 & 8
\end{array}\right), \quad B=\left(\begin{array}{ccc}
18 & 8 & 18 \\
8 & 10 & 12 \\
18 & 12 & 22
\end{array}\right)
$$

In Figs. 6 and 7 we present the first and second refinement, done by the geometric averaging scheme (3.3), respectively.

In the next section we analyze the convergence and smoothness of this scheme.


Fig. 6 First refinement step

## 4 Analysis of the Matrix Scheme

In this section we analyze the convergence and smoothness of the scheme defined by (3.3). Furthermore we show a class of matrix functions which our scheme fully reproduces. We begin by introducing the concept of a "matrix curve" and its derivative.

Definition 4.1 Let $A(x)$ be a matrix valued function satisfying

$$
\lim _{\Delta x \rightarrow 0}\|A(x+\Delta x)-A(x)\|=0, \quad x \in I .
$$

Then $A(x)$ is called a continuous matrix curve. If in addition the limit

$$
\lim _{\Delta x \rightarrow 0} \frac{A(x+\Delta x)-A(x)}{\Delta x}, \quad x \in I
$$

exists for every $x$, then $A(x)$ is called a smooth matrix curve.

Henceforth, unless otherwise stated, we denote the initial data of positive definite matrices by $\mathbf{A}_{0}=\left\{A_{0, i}\right\}_{i \in \mathbb{Z}}$, and the limit matrix curve by $A(x)=\mathcal{S}_{G}^{\infty}\left(\mathbf{A}_{0}\right)(x)$, $x \in \mathbb{R}$.

### 4.1 Convergence Analysis

We start the convergence analysis with a lemma.
Lemma 4.2 Let $\Delta_{k}=\sup _{i} d\left(A_{k, i}, A_{k, i+1}\right)$. Then $\Delta_{k+1}<\frac{7}{8} \Delta_{k}$.


Fig. 7 Second refinement step. The initial matrices are framed

Proof Denote $B_{k, i}=G_{\frac{1}{2}}\left(A_{k, i}, A_{k, i+1}\right)$ as the mid-point of the geodesic curve, between $A_{k, i}$ and $A_{k, i+1}$. Then, by (3.1) and (3.2) $d\left(B_{k, i}, A_{k, i}\right)=\frac{1}{2} d\left(A_{k, i}, A_{k+1, i}\right)$. By the definition of $\Delta_{k}$ we deduce that $d\left(A_{k, i-1}, A_{k, i+2}\right) \leq 3 \Delta_{k}$, which suggests $d\left(A_{k, i-1}, G_{\frac{1}{2}}\left(A_{k, i-1}, A_{k, i+2}\right)\right) \leq \frac{3}{2} \Delta_{k}$. Then

$$
\begin{aligned}
& d\left(A_{k+1,2 i}, A_{k+1,2 i+1}\right) \\
& \quad \leq d\left(A_{k, i}, B_{k, i}\right)+d\left(B_{k, i}, A_{k+1,2 i+1}\right) \\
& \quad=\frac{1}{2} \Delta_{k}+\left\|\log \left(B_{k, i}^{-\frac{1}{2}}\left(B_{k, i}^{\frac{1}{2}}\left(B_{k, i}^{-\frac{1}{2}} G_{\frac{1}{2}}\left(A_{k, i-1}, A_{k, i+2}\right) B_{k, i}^{-\frac{1}{2}}\right)^{-\frac{1}{8}} B_{k, i}^{\frac{1}{2}}\right) B_{k, i}^{-\frac{1}{2}}\right)\right\| \\
& \quad=\frac{1}{2} \Delta_{k}+\frac{1}{8}\left\|\log \left(B_{k, i}^{-\frac{1}{2}} G_{\frac{1}{2}}\left(A_{k, i-1}, A_{k, i+2}\right) B_{k, i}^{-\frac{1}{2}}\right)\right\| \\
& \quad \leq \frac{1}{2} \Delta_{k}+\frac{1}{8} d\left(B_{k, i}, G_{\frac{1}{2}}\left(A_{k, i-1}, A_{k, i+2}\right)\right)
\end{aligned}
$$

$$
\begin{aligned}
& \leq \frac{1}{2} \Delta_{k}+\frac{1}{8}\left(d\left(B_{k, i}, A_{k, i}\right)+d\left(A_{k, i}, A_{k, i-1}\right)+d\left(A_{k, i-1}, G_{\frac{1}{2}}\left(A_{k, i-1}, A_{k, i+2}\right)\right)\right) \\
& \leq \frac{1}{2} \Delta_{k}+\frac{1}{8}\left(\frac{3 \Delta_{k}}{2}+\frac{3 \Delta_{k}}{2}\right) \leq \frac{7}{8} \Delta_{k}
\end{aligned}
$$

Since the product inside the logarithm operator is a positive definite matrix, we can use a regular logarithm power rule (see [28]).

The other symmetrical case is

$$
d\left(A_{k+1,2 i+2}, A_{k+1,2 i+1}\right) \leq d\left(A_{k, i+1}, B_{k, i}\right)+d\left(B_{k, i}, A_{k+1,2 i+1}\right) .
$$

Due to Assumption 1, taking the supremum is well defined and the lemma follows.

Theorem 4.3 For any initial data $\mathbf{A}_{0}$ the scheme defined by (3.3) converges to a continuous matrix curve $A(x), x \in \mathbb{R}$.

Proof Let $x_{j, i}=2^{-j} i, j \in \mathbb{Z}_{+}, i \in \mathbb{Z}$. Then define the continuous matrix curves,

$$
F_{j}(x)=G_{\frac{x-x_{j, i}}{x_{j, i}-x_{j, i+1}}}\left(A_{j, i}, A_{j, i+1}\right), \quad x \in\left[x_{j, i}, x_{j, i+1}\right) .
$$

By the interpolatory property and Lemma 4.2 we have

$$
\begin{aligned}
\sup _{x} d\left(F_{j}(x), F_{j+1}(x)\right) & \leq \sup _{x} d\left(F_{j}(x), A_{j, k_{x}}\right)+\sup _{x} d\left(A_{j+1,2 k_{x}}, F_{j+1}(x)\right) \\
& \leq \frac{1}{2} \Delta_{j}+\Delta_{j+1} \leq \frac{1}{2} \Delta_{j}+\frac{7}{8} \Delta_{j}=\frac{11}{8} \Delta_{j},
\end{aligned}
$$

with $k_{x}=\arg \min _{k=i, i+1}\left\{d\left(F_{j}(x), A_{j, k}\right)\right\}, x \in\left[x_{j, i}, x_{j, i+1}\right)$, the index of the closest matrix in the $j$ th refinement level to $F_{j}(x)$. Using Lemma 4.2 we have

$$
\begin{equation*}
\sum_{m=1}^{\infty} \Delta_{m} \leq 7 \Delta_{0} \tag{4.1}
\end{equation*}
$$

Thus, for any $p<l, p, l \in \mathbb{N}$

$$
\sup _{x} d\left(F_{j+p}(x), F_{j+l}(x)\right) \leq \frac{11}{8} \sum_{m=j+p}^{j+l} \Delta_{m} \leq \frac{77}{8} \Delta_{j} .
$$

Since $\Delta_{j}$ tends to zero we see that $\left\{F_{j}(x)\right\}_{j \in \mathbb{N}}$ is a Cauchy series with the uniform norm. The completeness of $\mathbb{R}^{n \times n}$ implies that there exists a limit function $A(x)$ such that the sequence $\left\{F_{j}(x)\right\}_{j \in \mathbb{N}}$ converges uniformly to $A(x)$.

Another conclusion from the last results is the boundedness of the generated curve $A(x)$. Denote by $\delta_{j}=\sup _{l} \min _{i} d\left(A_{j, l}, A_{0, i}\right)$. According to (4.1) and the fact that the scheme is interpolatory we get $\delta_{j} \leq 7 \Delta_{0}$, for all $j \in \mathbb{Z}_{+}$. We infer the following corollary.

Corollary 4.4 The matrix curve $A(x)$ is bounded,

$$
\begin{equation*}
\min _{i} d\left(A(x), A_{0, i}\right) \leq 7 \Delta_{0}, \quad x \in \mathbb{R} . \tag{4.2}
\end{equation*}
$$

Remark 4.5 Since $\mathbf{A}_{0}$ is a sequence of symmetric positive definite matrices we note that the generated matrix curve $A(x)$ consists of symmetric semidefinite matrices, which is the closure of the set of positive definite matrices. Later we prove that $A(x)$ is positive definite for all values of $x$.

### 4.2 Smoothness Analysis

In this subsection, we prove the $\mathbf{C}^{1}$ smoothness of our geometric averaging scheme. We follow Wallner and Dyn [30], and Grohs [15, 16], who studied the proximity of a non-linear subdivision to the corresponding linear subdivision scheme. By the proximity condition the smoothness analysis and approximation order are obtained.

In the context of our scheme, we denote by $\mathcal{S}_{L}$ the refinement operator of the linear 4-point scheme, defined using matrix operations. The scheme is well defined and is equal to an entry-wise linear 4-point subdivision for scalars. Thus, this subdivision clearly converges to a $\mathbf{C}^{1}$ smooth parametric matrix curve.

Here we present the matrix analogue to Theorem 2.5, which guarantees the proximity condition for our scheme.

Theorem 4.6 The scheme, defined by (3.3), satisfies a proximity condition with the linear 4-point scheme of the form

$$
\left\|\mathcal{S}_{L}\left(\mathbf{a}_{0}\right)-\mathcal{S}_{G}\left(\mathbf{a}_{0}\right)\right\|<O\left(\Delta_{0}^{2}\right)
$$

where $\Delta_{0}=\sup _{i} d\left(A_{0, i}, A_{0, i+1}\right)$.
Proof Let $\left\{M_{i}\right\}_{i \in \mathbb{Z}}$ be a matrix sequence of differences, $M_{i}=A_{0, i+1}-A_{0, i}$. Clearly $M_{i}$ is a symmetric matrix.

By the equivalence of norms over a finite dimensional space, $\left\|M_{i}\right\|=O\left(\Delta_{0}\right)$, $i \in \mathbb{Z}$. Furthermore, using $\mathcal{S}_{L}$, for the linear scheme we get

$$
\begin{equation*}
\mathcal{S}_{L}\left(\mathbf{A}_{\mathbf{0}}\right)_{2 i+1}=A_{0, i}+\frac{1}{2} M_{i}+\frac{1}{16} M_{i-1}-\frac{1}{16} M_{i+1} \tag{4.3}
\end{equation*}
$$

We use the big $-O$ notation in the norm sense, i.e., we state $X=Y+O(h)$ when there exist universal positive constants $h_{0}>0$ and $C$ such that for each $0<h<h_{0}$, $\|X-Y\|<C h$. For the geometric averaging scheme using the fact that $(I+X)^{t}=$ $I+t X+O\left(\left\|X^{2}\right\|\right)$, we get the auxiliary results

$$
\begin{align*}
G_{t}\left(A_{0, i}, A_{0, i+1}\right) & =G_{t}\left(A_{0, i}, A_{0, i}+M_{i}\right) \\
& =A_{0, i}\left(I+A_{0, i+1}^{-1} M_{i}\right)^{t} \\
& =A_{0, i}+t M_{i}+O\left(\Delta_{0}^{2}\right) \tag{4.4}
\end{align*}
$$

Thus $G_{\frac{1}{2}}\left(A_{0, i}, A_{0, i+1}\right)=A_{0, i}+\frac{M_{i}}{2}+O\left(\Delta_{0}^{2}\right)$ and $G_{\frac{1}{2}}\left(A_{0, i-1}, A_{i+2,0}\right)=A_{0, i}+\frac{M_{i}}{2}+$ $\frac{M_{i+1}-M_{i-1}^{2}}{2}+O\left(\Delta_{0}^{2}\right)$. By (3.3),

$$
\begin{align*}
A_{1,2 i+1} & =G_{-\frac{1}{8}}\left(G_{\frac{1}{2}}\left(A_{0, i}, A_{0, i+1}\right), G_{\frac{1}{2}}\left(A_{0, i-1}, A_{0, i+2}\right)\right) \\
& =A_{0, i}+\frac{1}{2} M_{i}+\frac{1}{16} M_{i-1}-\frac{1}{16} M_{i+1}+O\left(\Delta_{0}^{2}\right) . \tag{4.5}
\end{align*}
$$

Therefore, (4.3) together with (4.5) completes the proof.

Based on Theorems 6 and 9 from [30] and [9], respectively, and the proximity condition of Lemma 4.6 we conclude to the following.

Corollary 4.7 The geometric averaging scheme defined by (3.3) satisfies
(1) Convergence to a smooth $\mathbf{C}^{1}$ matrix curve.
(2) Approximation order of $h^{2}$.

The next corollary relates the last result with Remark 3.3.

Corollary 4.8 Any rearrangement of the repeated averages of (3.3) determines a subdivision scheme which generates a smooth matrix curve for any $\mathbf{A}_{0}$ with sufficiently small $\Delta_{0}$. Furthermore, the distance of any two different limits, from the same initial data, is $O\left(\Delta_{0}^{2}\right)$.

### 4.3 Functions Reproduced by the Scheme

A great interest in approximation theory is the reproduction of classes of functions [3]-i.e., functions that are perfectly reconstructed. We present two classes of matrix functions which are reproduced by the scheme, under uniform sampling.

Trivially, when given a data set of constant positive definite matrices, namely $A_{0, i} \equiv A, i \in \mathbb{Z}$, we generate a constant matrix curve, namely $A(x) \equiv A$ for all $x \in \mathbb{R}$. Here we present a broader class of matrix functions which our scheme perfectly reconstructs.

Theorem 4.9 Let $F(x)$ be a matrix function such that

$$
F(x)=G_{\frac{x-y_{1}}{y_{2}-y_{1}}}\left(F\left(y_{1}\right), F\left(y_{2}\right)\right), \quad x \in\left[y_{1}, y_{2}\right), y_{1}, y_{2} \in \mathbb{R} .
$$

Let $\left\{A_{0, i}\right\}_{i \in \mathbb{Z}}$ be a sequence of positive definite matrices sampled uniformly from the matrix function $F(x)$, namely

$$
d\left(A_{0, i}, A_{0, i+1}\right)=d\left(A_{0, j}, A_{0, j+1}\right), \quad i, j \in \mathbb{Z}
$$

Then the generated curve $A(x)$ is identical to $F(x)$.

Proof By the definition of $\left\{A_{0, i}\right\}_{i \in \mathbb{Z}}$, it is clear that

$$
G_{\frac{1}{2}}\left(A_{0, k}, A_{0, k+1}\right)=G_{\frac{1}{2}}\left(A_{0, k-1}, A_{0, k+2}\right)=F\left(i+\frac{1}{2}\right) .
$$

Therefore, by (3.3)

$$
A_{1,2 k+1}=G_{\frac{1}{2}}\left(A_{0, k}, A_{0, k+1}\right)
$$

Thus $F$ coincide with $\mathcal{S}_{G}\left(\left\{A_{0, i}\right\}_{i \in \mathbb{Z}}\right)$ at all dyadic points. By the continuity of both functions the claim follows.

Trivially, $\alpha A \beta B=\alpha \beta A B$ with $\alpha, \beta$ scalars. Thus by Theorem 2.2 , we expect the geometric matrix scheme to reproduce any function of the form $f_{A}(x)=\exp (p(x)) A$ where $A$ is positive definite matrix and $p(x)$ is a function in the space reproduced by the scalar linear scheme. We now summarize.

Corollary 4.10 Let $F_{A}(x)=\exp (p(x)) A$, with A a positive definite matrix. Assume $F_{A}(i)=A_{0, i}, i \in \mathbb{Z}$. Then the generated curve $A(x)$ is identical with $F(x)$.

Due to locality of the 4-point scheme, the result above is true also for a local set of indices sampled from a local interval.

## 5 Properties of the Matrix Scheme

In this section we present properties that the scheme retains. These results indicate that the geometric setting of the subdivision is suitable for positive definite matrices.

First we consider the algebraic properties, which concludes the determinant, inverse, and adjoint matrix [29, Chap. 5]. Then we consider the class of spectral properties. It includes bounds on the eigenvalues and condition number of the generated matrix curve, and the properties of preserving local eigenvectors and invariant spaces.

### 5.1 Algebraic Properties

We start with a primary connection between the scalar scheme (2.4), which we denote in this section by $\mathcal{S}_{g}$, and the matrix scheme.

Theorem 5.1 For all real $x$,

$$
\operatorname{det}\left(\mathcal{S}_{G}^{\infty}\left(\left\{A_{0, i}\right\}_{i \in \mathbb{Z}}\right)(x)\right)=\mathcal{S}_{g}^{\infty}\left(\left\{\operatorname{det}\left(A_{0, i}\right)\right\}_{i \in \mathbb{Z}}\right)(x)
$$

Proof It is sufficient to prove the claim for a single refinement step, since by the continuity of the limits of $\mathcal{S}_{G}$ and $\mathcal{S}_{g}$, if $\operatorname{det}\left(\mathcal{S}_{G}^{k}\left(\left\{A_{0, i}\right\}_{i \in \mathbb{Z}}\right)_{j}\right)=\mathcal{S}_{g}^{k}\left(\left\{\operatorname{det}\left(A_{0, i}\right)\right\}_{i \in \mathbb{Z}}\right)_{j}$ for all $k \in \mathbb{N}$, the claim of the theorem follows. Note that

$$
\operatorname{det}\left(G_{t}(A, B)\right)=\operatorname{det}(A)^{1-t} \operatorname{det}(B)^{t}
$$

Thus

$$
\begin{aligned}
\operatorname{det}\left(\left(\mathcal{S}_{G}\left(\left\{A_{k, j}\right\}_{j \in \mathbb{Z}}\right)\right)_{2 i+1}\right) & =\operatorname{det}\left(A_{k+1,2 i+1}\right) \\
& =\frac{\operatorname{det}\left(A_{k, i}\right)^{\frac{9}{16}} \operatorname{det}\left(A_{k, i+1}\right)^{\frac{9}{16}}}{\operatorname{det}\left(A_{k, i-1}\right)^{\frac{1}{16}} \operatorname{det}\left(A_{k, i+2}\right)^{\frac{1}{16}}} \\
& =\left(\mathcal{S}_{g}\left(\left\{\operatorname{det}\left(A_{k, j}\right)\right\}_{j \in \mathbb{Z}}\right)\right)_{2 i+1}
\end{aligned}
$$

Since the geometric scalar scheme is positive (see Corollary 2.4) Theorem 5.1 implies the following.

Corollary 5.2 The matrix curve $A(x)$ of (3.3) is positive definite for any $x \in \mathbb{R}$.
Now we show the commutativity of the scheme with inversion.
Theorem 5.3 Denote $\mathbf{A}^{-1}=\left\{A_{0, i}^{-1}\right\}_{i \in \mathbb{Z}}$, Then for all $x \in \mathbb{R}$,

$$
A^{-1}(x)=\mathcal{S}_{G}^{\infty}\left(\mathbf{A}^{-1}\right)(x) .
$$

Proof As in Theorem 5.1, it is sufficient to show the result for one refinement step, namely $\mathcal{S}_{G}\left(\mathbf{A}^{-1}\right)=\left(\mathcal{S}_{G}\left(\mathbf{A}_{0}\right)\right)^{-1}$. Thus, we show that $G_{t}^{-1}(A, B)=G_{t}\left(A^{-1}, B^{-1}\right)$, for any positive definite matrices $A, B$ and $t \in \mathbb{R}$.

From Lemma 3.1, $X=\left(A^{-\frac{1}{2}} B A^{-\frac{1}{2}}\right)^{t}$ is a positive definite matrix, and, thus,

$$
\begin{aligned}
G_{t}^{-1}(A, B) & =\left(A^{\frac{1}{2}}\left(A^{-\frac{1}{2}} B A^{-\frac{1}{2}}\right)^{t} A^{\frac{1}{2}}\right)^{-1} \\
& =A^{-\frac{1}{2}} X^{-1} A^{-\frac{1}{2}}=A^{-\frac{1}{2}}\left(A^{\frac{1}{2}} B^{-1} A^{\frac{1}{2}}\right) A^{-\frac{1}{2}}=G_{t}\left(A^{-1}, B^{-1}\right)
\end{aligned}
$$

Now, following the refinement rule (3.3), with initial data $\left\{\left(A_{i, 0}\right)^{-1}\right\}_{i \in \mathbb{Z}}$ and the last result, we have

$$
\begin{aligned}
& G_{-\frac{1}{8}}\left(G_{\frac{1}{2}}\left(A_{k, i}^{-1}, A_{k, i+1}^{-1}\right), G_{\frac{1}{2}}\left(A_{k, i-1}^{-1}, A_{k, i+2}^{-1}\right)\right) \\
& \quad=G_{-\frac{1}{8}}\left(G_{\frac{1}{2}}^{-1}\left(A_{k, i}, A_{k, i+1}\right), G_{\frac{1}{2}}^{-1}\left(A_{k, i-1}, A_{k, i+2}\right)\right) \\
& \quad=G_{-\frac{1}{8}}^{-1}\left(G_{\frac{1}{2}}\left(A_{k, i}, A_{k, i+1}\right), G_{\frac{1}{2}}\left(A_{k, i-1}, A_{k, i+2}\right)\right) .
\end{aligned}
$$

Namely, after each refinement with the inverse data, we have an inverse result. Thus the lemma follows.

By (3.1) we can conclude that $G_{t}(\alpha A, \beta B)=\alpha^{1-t} \beta^{t} G_{t}(A, B), t \in \mathbb{R}$. Therefore, by Theorems 5.1 and 5.3, we have for the standard adjoint operator, $X \operatorname{adj}(X)=$ $\operatorname{det}(X) I$, the following.

Corollary 5.4 For all $x \in \mathbb{R}$,

$$
\operatorname{adj}\left(\mathcal{S}_{G}^{\infty}\left(\left\{A_{0, i}\right\}_{i \in \mathbb{Z}}\right)\right)(x)=\mathcal{S}_{G}^{\infty}\left(\left\{\operatorname{adj}\left(A_{0, i}\right)\right\}_{i \in \mathbb{Z}}\right)(x) .
$$



Fig. 8 Random matrices data

### 5.2 Spectral Properties

We begin with bounds on the spectral radius of the generated matrix curve. We update our notation, for any positive definite matrix $X$ we denote by $\lambda_{\max }(X)$ and $\lambda_{\min }(X)$ the maximal and minimal eigenvalues of $X$, respectively.

The next theorem bounds from above and below, the eigenvalues of the matrices on the limit matrix curve.

Theorem 5.5 Let $i(x)=\arg \min _{i \in \mathbb{Z}} d\left(A(x), A_{0, i}\right)$. Then for all real $x$
(1) $\lambda_{\max }(A(x)) \leq \lambda_{\max }\left(A_{0, i(x)}\right) \exp \left(7 \Delta_{0}\right)$;
(2) $\lambda_{\text {min }}(A(x)) \geq \lambda_{\text {min }}\left(A_{0, i(x)}\right) \exp \left(-7 \Delta_{0}\right)$.

Proof By Corollary 4.4 we have $\min _{i} d\left(A(x), A_{0, i}\right) \leq 7 \Delta_{0}$. Since $\lambda_{\max }(A) \leq\|A\|$ we have

$$
\lambda_{\max }(B)=\lambda_{\max }\left(A^{\frac{1}{2}} A^{-\frac{1}{2}} B A^{-\frac{1}{2}} A^{\frac{1}{2}}\right) \leq \lambda_{\max }(A) \exp (d(A, B))
$$

As for the second claim, by Definition 3.2 and the $\log$ rules on matrices,

$$
\begin{aligned}
d\left(A^{-1}, B^{-1}\right) & =\left\|\log \left(A^{\frac{1}{2}} B^{-1} A^{\frac{1}{2}}\right)\right\| \\
& =\left\|\log \left(\left(A^{-\frac{1}{2}} B A^{-\frac{1}{2}}\right)^{-1}\right)\right\|=d(A, B) .
\end{aligned}
$$

Therefore,

$$
\begin{equation*}
\arg \min _{i} d\left(A(x), A_{0, i}\right)=\arg \min _{i} d\left(A^{-1}(x), A_{0, i}^{-1}\right) \tag{5.1}
\end{equation*}
$$

The second claim follows from the first claim, (5.1) and Theorem 5.3.
In Fig. 9 we plot the largest eigenvalue $\lambda_{\text {max }}$ of each matrix along the matrix curve. Each value of an interpolated matrix is marked. Clearly the curve is bounded by the maximal element of the set of largest eigenvalues from the initial data. Thus the result of Theorem 5.5 holds. The data taken from a random set of positive definite matrices are presented in Fig. 8.

From Theorem 5.5 we bound the condition number $\left(\frac{\lambda_{\max }}{\lambda_{\min }}\right)$ of the matrix curve generated by the geometric averaging scheme.

Corollary 5.6 Let $\kappa(A(x))$ be the condition number of $A(x)$ for $x \in \mathbb{R}$. Using the notation of Theorem 5.5 we have

$$
\kappa(A(x)) \leq \kappa\left(A_{0, i(x)}\right) \exp \left(14 \Delta_{0}\right) .
$$

Fig. 9 Largest eigenvalues of the generated matrix curve. We mark the values of the interpolated matrices which are presented in Fig. 8


For the next property we use the following definition.
Definition 5.7 Let $\left\{A_{j}\right\}_{j \in \mathbb{Z}}$ be a sequence of positive definite matrices. A vector $v$ is called a common eigenvector in the locality $\left[m_{1}, m_{2}\right]$ if for all $j \in \mathbb{Z}, m_{1} \leq j \leq m_{2}$, we have $A_{j} v=\lambda_{j} v$.

The 4-point scheme is a local interpolation scheme such that the matrix $A(x)$ on the generated matrix curve depends only on data inside the parametric segment $[x-$ $3, x+3]$. The next theorem shows that the scheme preserved common eigenspaces of the initial matrices.

Theorem 5.8 Let $v$ be a common eigenvector in the locality $\left[m_{1}, m_{2}\right]$ of $\mathbf{A}_{\mathbf{0}}$, with $m_{2}-m_{1}>6$, and with the associated eigenvalues $\left\{\lambda_{0, i}\right\}_{i \in I}, I=\left[m_{1}, m_{2}\right] \cap \mathbb{Z}$. Then

$$
\mathcal{S}_{G}^{\infty}\left(\left\{A_{0, i}\right\}_{i \in \mathbb{Z}}\right)(x) v=\mathcal{S}_{g}^{\infty}\left(\left\{\lambda_{0, i}\right\}_{i \in I}\right)(x) v, \quad x \in\left[m_{1}+3, m_{2}-3\right] .
$$

Proof As in the proof of Theorem 5.1, it is sufficient to focus on a single refinement step. It is easy to verify that for any positive definite matrices $A, B$, if $A v=\alpha v$ and $B v=\beta v$, then $G_{t}(A, B) v=\alpha^{1-t} \beta^{t} v$. For a single refinement step we get

$$
\begin{aligned}
A_{1,2 i+1} v & =G_{-\frac{1}{8}}\left(G_{\frac{1}{2}}\left(A_{0, i}, A_{0, i+1}\right), G_{\frac{1}{2}}\left(A_{0, i-1}, A_{0, i+2}\right)\right) v \\
& =A_{0, i}\left(A_{0, i}^{-1} A_{0, i+1}\right)^{\frac{1}{2}}\left(\left[A_{0, i}\left(A_{0, i}^{-1} A_{0, i+1}\right)^{\frac{1}{2}}\right]^{-1} A_{0, i-1}\left(A_{0, i-1}^{-1} A_{0, i+2}\right)^{\frac{1}{2}}\right)^{-\frac{1}{8}} v \\
& =\frac{\left(\lambda_{0, i} \lambda_{0, i+1}\right)^{\frac{9}{16}}}{\left(\lambda_{0, i-1} \lambda_{0, i+2}\right)^{\frac{1}{16}}} v .
\end{aligned}
$$

A basic result from linear algebra states that the sum of all the columns is equal if and only if the vector $(1,1, \ldots, 1)^{*}$ is an eigenvector and the sum is the associated eigenvalue [19, Chap. 2]. This and Theorem 5.8 yield the following.

Corollary 5.9 If for all initial matrices the sum of any column is the same then this property is shared by all matrices in the limit matrix curves $A(x)$.

For the next result we use the following lemma.
Lemma 5.10 Let $M$ be an invertible matrix such that $M^{-1} A_{0, i} M$ is a positive definite matrix for all $i$. Then for every real $x$

$$
\mathcal{S}_{G}^{\infty}\left(\left\{M^{-1} A_{0, i} M\right\}_{i \in \mathbb{Z}}\right)(x)=M^{-1} \mathcal{S}_{G}^{\infty}\left(\mathbf{A}_{0}\right)(x) M
$$

Proof For every positive definite matrix $X$ we have $\left(M^{-1} X M\right)^{t}=M^{-1} X^{t} M$ for all $t \in \mathbb{R}$. Therefore, for every pair of positive definite matrices $X$ and $Y$,

$$
G_{t}\left(M^{-1} X M, M^{-1} Y M\right)=M^{-1} G_{t}(X, Y) M, \quad \forall t \in \mathbb{R}
$$

Combining this with the scheme definition and convergence completes the proof.
The results of Theorem 5.8 can easily be extended to local common eigensubspaces. One generalization of eigen-subspace is the invariant subspace. Namely, a subspace $V$, such that for any $v \in V, A_{0, i} v \in V$.

Theorem 5.11 Let $V$ be a common invariant subspace in the locality $\mathcal{J}=\left[m_{1}, m_{2}\right]$ with $m_{2}-m_{1}>6$. Then $V$ is an invariant subspace of the matrices

$$
A(x)=\mathcal{S}_{G}^{\infty}\left(\left\{A_{0, i}\right\}_{i \in \mathbb{Z}}\right)(x), \quad x \in\left[m_{1}+3, m_{2}-3\right] .
$$

Proof By the assumption, we can find a matrix $Q$ such that $A_{0, i}=Q^{*} B_{0, i} Q, Q^{*} Q=$ $I$, where $B_{0, i}$ is the block matrix

$$
B_{0, i}=\left[\begin{array}{c|c}
\bar{A}_{0, i}^{1} & 0  \tag{5.2}\\
\hline 0 & \bar{A}_{0, i}^{2}
\end{array}\right],
$$

for any $i \in \mathcal{J}$, with $\left\{\bar{A}_{i}^{1}\right\}_{i \in \mathbb{Z}}$ a set of positive definite $k \times k$ matrices, with $k=\operatorname{dim}(V)$. By Lemma 5.10,

$$
\mathcal{S}_{G}\left(\left\{A_{0, i}\right\}_{i \in \mathcal{J}}\right)=\left[\begin{array}{c|c}
\mathcal{S}_{G}\left(\left\{\bar{A}_{0, i}^{1}\right\}_{i \in \mathcal{J}}\right) & 0 \\
\hline 0 & \mathcal{S}_{G}\left(\left\{\bar{A}_{0, i}^{2}\right\}_{i \in \mathcal{J}}\right)
\end{array}\right] .
$$

This observation, when used repeatedly leads to the claim of the theorem.
The last theorem leads to the diagram of Fig. 10.

## 6 Extension to Positive Semidefinite Matrices

The results of Theorems 5.8 and 5.11 allow us to weaken our assumptions in order to fit a broader range of applications and data. For a general sequence of semidefinite


Fig. 10 Geometric averaging scheme restricted to invariant subspace $V$
matrices the geometric averaging scheme is not well defined. However, in special cases the scheme can be modified in order for it to be well defined and retain most of the properties of the scheme for the positive definite matrices. The last result of this section guarantees the robustness of this extension.

We use the following generalized inverse or "pseudo" inverse matrix definition, also known as Moore-Penrose inverse and denote it by $A^{\dagger}$. For further information see [5].

Using the notion of the Moore-Penrose inverse, we see for any semidefinite matrix $A$ with a spectral decomposition

$$
A=Q^{*} D Q, \quad Q^{*} Q=I, \quad D=\operatorname{diag}\left\{\lambda_{1}, \ldots, \lambda_{k}, 0, \ldots, 0\right\}, \lambda_{1} \geq \cdots \geq \lambda_{k}>0
$$

that

$$
\begin{equation*}
A^{\dagger}=Q^{*} D^{\dagger} Q \tag{6.1}
\end{equation*}
$$

where $D^{\dagger}=\operatorname{diag}\left\{\lambda_{1}^{-1}, \ldots, \lambda_{k}^{-1}, 0, \ldots, 0\right\}$. Note that (6.1) defines a unique pseudo inverse matrix $A^{\dagger}$. In the spirit of (6.1) we define $A^{0}=A A^{\dagger}$ and $A^{t}=\left(A^{\dagger}\right)^{-t}$ for $t<0$.

Now we can extend the analysis given in Sect. 4, namely convergence and smoothness, for this case of semidefinite matrices as well.

In this section $\mathbf{A}_{\mathbf{0}}$ consists of positive semidefinite matrices. Furthermore, we assume

$$
\begin{equation*}
\operatorname{Ker}\left(A_{0, i}\right)=\operatorname{Ker}\left(A_{0, j}\right) \quad i, j \in \mathbb{Z} \tag{6.2}
\end{equation*}
$$

Many classes of matrices have a common kernel, e.g. the class of discrete Laplacian matrices [21], and for these classes we can use the following modified geometric averaging scheme.

Definition 6.1 For $A, B$ positive semidefinite matrices, we define

$$
\left(G^{\dagger}\right)_{t}(A, B)=A\left(A^{\dagger} B\right)^{t}=A^{\frac{1}{2}}\left(\left(A^{\dagger}\right)^{\frac{1}{2}} B\left(A^{\dagger}\right)^{\frac{1}{2}}\right)^{t} A^{\frac{1}{2}}
$$

Moreover, we denoted by $\mathcal{S}_{G^{\dagger}}$ the geometric refinement step (3.3), using $\left(G^{\dagger}\right)_{t}$ instead of $G_{t}$.

Theorem 6.2 The refinement step $\mathcal{S}_{G^{\dagger}}$ is well defined. Furthermore $\mathcal{S}_{G^{\dagger}}^{\infty}$ converges to a smooth matrix curve $A(x)$, such that $A(x)$ is a semidefinite matrix for any $x$, and $\operatorname{Ker}(A(x))=\operatorname{Ker}\left(A_{0, i}\right), i \in \mathbb{Z}$.

Proof Due to the symmetry of the matrices, the orthogonal complement of the kernel $\operatorname{Ker}\left(A_{0, i}\right)$ is Image $\left(A_{0, i}\right)$, which is an invariant subspace, for any $i \in \mathbb{Z}$. Thus we combine (6.1) and arguments similar to those in the proof of Theorem 5.11 to get

$$
\mathcal{S}_{G^{\dagger}}\left(\left\{A_{0, i}\right\}_{i \in \mathbb{Z}}\right)=\left[\begin{array}{c|c}
\mathcal{S}_{G}\left(\left\{\text { Image } A_{0, i}\right\}_{i \in \mathbb{Z}}\right) & 0  \tag{6.3}\\
0 & 0
\end{array}\right] .
$$

Remark 6.3 Note that in view of (6.3),

$$
\mathcal{S}_{G^{\dagger}}^{\infty}\left(\left\{A_{0, i}\right\}_{i \in \mathbb{Z}}\right)=\left[\begin{array}{c|c}
\mathcal{S}_{G}^{\infty}\left(\left\{\operatorname{Image} A_{0, i}\right\}_{i \in \mathbb{Z}}\right) & 0 \\
\hline 0 & 0
\end{array}\right] .
$$

The extension of all the results in the previous sections is straightforward. In particular we mention this:

$$
A^{\dagger}(x)=\mathcal{S}_{G}^{\infty}\left(\left\{A_{0, i}^{\dagger}\right\}_{i \in \mathbb{Z}}\right)
$$

It is well known that the pseudo inverse in the general case does not preserve continuity. However, by the factorization of the form of (6.3), it is clear that our scheme preserves continuity. The next theorem proves the robustness of our extension to positive semidefinite matrices.

Theorem 6.4 Let $\mathbf{A}_{\mathbf{0}}$ be a sequence of positive semidefinite matrices satisfies (6.2). Then for any $x \in \mathbb{R}$,

$$
\lim _{\epsilon \rightarrow 0} \mathcal{S}_{G}^{\infty}\left(\left\{A_{0, i}+\epsilon I\right\}_{i \in \mathbb{Z}}\right)(x)=\mathcal{S}_{G^{\dagger}}^{\infty}\left(\left\{A_{0, i}\right\}_{i \in \mathbb{Z}}\right)(x)
$$

The theorem follows immediately from the next lemma about matrix geometric means.

Lemma 6.5 Let $A$ and $B$ be positive semidefinite matrices such that $\operatorname{Ker}(A)=$ $\operatorname{Ker}(B)$. Then

$$
\left(G^{\dagger}\right)_{t}(A, B)=\lim _{\epsilon \rightarrow 0} G_{t}(A+\epsilon I, B+\epsilon I)
$$

Proof Since $A$ and $B$ are symmetric with $\operatorname{Ker}(A)=\operatorname{Ker}(B)$, every vector $v$ has a unique decomposition,

$$
v=v_{1}+v_{2}, \quad v_{1} \in \operatorname{Image}(A), v_{2} \in \operatorname{Ker}(A), v_{1} \perp v_{2}
$$

Thus it is enough to show that
$\left(G^{\dagger}\right)_{t}(A, B) v_{1}=\lim _{\epsilon \rightarrow 0} G_{t}(A+\epsilon I, B+\epsilon I) v_{1} \quad$ and $\quad \lim _{\epsilon \rightarrow 0} G_{t}(A+\epsilon I, B+\epsilon I) v_{2}=\overrightarrow{0}$.
For $v_{1} \in \operatorname{Image}(A)$ we have

$$
\lim _{\epsilon \rightarrow 0} G_{t}(A+\epsilon I, B+\epsilon I) v_{1}=\lim _{\epsilon \rightarrow 0}(A+\epsilon I)\left((A+\epsilon I)^{-1}(B+\epsilon I)\right)^{t} v_{1}
$$

Using the representation as in (6.3) and the continuity of matrix operators we have

$$
\lim _{\epsilon \rightarrow 0}(A+\epsilon I)\left((A+\epsilon I)^{-1}(B+\epsilon I)\right)^{t} v_{1}=A\left(A^{\dagger} B\right)^{t} v_{1}=\left(G^{\dagger}\right)_{t}(A, B) v_{1}
$$

For $v_{2} \in \operatorname{Ker}(A)$ we get

$$
\begin{aligned}
\lim _{\epsilon \rightarrow 0} G_{t}(A+\epsilon I, B+\epsilon I) v_{2} & =\lim _{\epsilon \rightarrow 0}(A+\epsilon I)\left((A+\epsilon I)^{-1}(B+\epsilon I)\right)^{t} v_{2} \\
& =\lim _{\epsilon \rightarrow 0} \epsilon I\left((\epsilon I)^{-1}(\epsilon I)\right)^{t} v_{2} \\
& =\lim _{\epsilon \rightarrow 0} \epsilon v_{2}=\overrightarrow{0} .
\end{aligned}
$$

Thus, the proof is complete.
Acknowledgement We wish to express our gratitude to Professor Nira Dyn, who supervised this work along its various stages, for her substantial advice, involvement, and encouragement.

## References

1. L.-E. Andersson, N.F. Stewart, Introduction to the mathematics of subdivision surfaces, in Society for Industrial and Applied Mathematics (SIAM), Philadelphia, PA (2010). MR 2649316 (2011j:65032).
2. T. Ando, C.-K. Li, R. Mathias, Geometric means, Linear Algebra Appl. 385, 305-334 (2004). MR 2063358 (2005f:47049).
3. N. Aronszajn, Theory of reproducing kernels, Trans. Am. Math. Soc. 68, 337-404 (1950). MR 0051437 (14,479c).
4. V. Arsigny, P. Fillard, X. Pennec, N. Ayache, Log-Euclidean metrics for fast and simple calculus on diffusion tensors, Magn. Reson. Med. 56(2), 411-421 (2006).
5. A. Ben-Israel, T.N.E. Greville, Generalized Inverses, 2nd edn. CMS Books in Mathematics/Ouvrages de Mathématiques de la SMC, vol. 15 (Springer, New York, 2003). Theory and Applications. MR 1987382 (2004b:15008).
6. D.A. Bini, B. Meini, F. Poloni, An effective matrix geometric mean satisfying the Ando-Li-Mathias properties, Math. Comput. 79(269), 437-452 (2010). MR 2552234 (2011b:15080).
7. W.C. Davidon, Variable metric method for minimization, SIAM J. Control Optim. 1(1), 1-17 (1991).
8. N. Dyn, M.S. Floater, K. Hormann, A $C^{2}$ four-point subdivision scheme with fourth order accuracy and its extensions, in Mathematical methods for curves and surfaces: Tromsф 2004. Mod. Methods Math. (Nashboro Press, Brentwood, 2005), pp. 145-156. MR 2151361 (2006e:65023).
9. N. Dyn, P. Grohs, J. Wallner, Approximation order of interpolatory nonlinear subdivision schemes, J. Comput. Appl. Math. 233(7), 1697-1703 (2010). MR 2564051 (2011a:65044).
10. N. Dyn, D. Levin, Subdivision schemes in geometric modelling, Acta Numer. 11, 73-144 (2002). MR 2008967 (2004g:65017).
11. N. Dyn, D. Levin, J.A. Gregory, A 4-point interpolatory subdivision scheme for curve design, Comput. Aided Geom. Des. 4(4), 257-268 (1987). MR 937365 (89c:65022).
12. D. Elliott, Determination of finite strain and initial shape from deformed elliptical objects, Geol. Soc. Am. Bull. 81(8), 2221-2236 (1970).
13. G.H. Golub, C.F. Van Loan, Matrix computations, 3rd edn. Johns Hopkins Studies in the Mathematical Sciences (Johns Hopkins University Press, Baltimore, 1996). MR 1417720 (97g:65006).
14. C. Goodlett, B. Davis, R. Jean, J. Gilmore, G. Gerig, Improved correspondence for DTI population studies via unbiased atlas building, in Medical Image Computing and Computer-Assisted Intervention-MICCAI 2006 (2006), pp. 260-267.
15. P. Grohs, Smoothness of interpolatory multivariate subdivision in Lie groups, IMA J. Numer. Anal. 29(3), 760-772 (2009). MR 2520168 (2010e:65018).
16. P. Grohs, A general proximity analysis of nonlinear subdivision schemes, SIAM J. Math. Anal. 42(2), 729-750 (2010). MR 2607928 (2011h:42054).
17. J. Hechler, B. Mößner, U. Reif, $C^{1}$-continuity of the generalized four-point scheme, Linear Algebra Appl. 430(11-12), 3019-3029 (2009). MR 2517855 (2010i:65010).
18. F. Hiai, D. Petz, Riemannian metrics on positive definite matrices related to means, Linear Algebra Appl. 430(11-12), 3105-3130 (2009). MR 2517863 (2010g:53070).
19. G. Latouche, V. Ramaswami, Introduction to matrix analytic methods in stochastic modeling, in ASASIAM Series on Statistics and Applied Probability, Philadelphia, PA. Society for Industrial and Applied Mathematics (SIAM) (1999). MR 1674122 (2000b:60224).
20. M. Lazar, D.M. Weinstein, J.S. Tsuruda, K.M. Hasan, K. Arfanakis, M.E. Meyerand, B. Badie, H.A. Rowley, V. Haughton, A. Field et al., White matter tractography using diffusion tensor deflection, Hum. Brain Mapp. 18(4), 306-321 (2003).
21. R. Merris, Laplacian matrices of graphs: a survey, Linear Algebra Appl. 197-198, 143-176 (1994).
22. E. Nava-Yazdani, P.Y. Thomas, On Donoho's log-exp subdivision scheme: Choice of retraction and time-symmetry, Multiscale Model. Simul. 9, 1801 (2011).
23. J. Peters, U. Reif, Subdivision Surfaces. Geometry and Computing, vol. 3 (Springer, Berlin, 2008). With introductory contributions by Nira Dyn and Malcolm Sabin. MR 2415757 (2009j:65002).
24. I.U. Rahman, I. Drori, V.C. Stodden, D.L. Donoho, P. Schröder, Multiscale representations for manifold-valued data, Multiscale Model. Simul. 4(4), 1201-1232 (2005). MR 2203850 (2006i:65239).
25. M. Sambridge, J. Braun, H. McQueen, Geophysical parametrization and interpolation of irregular data using natural neighbours, Geophys. J. Int. 122(3), 837-857 (1995).
26. S. Schaefer, E. Vouga, R. Goldman, Nonlinear subdivision through nonlinear averaging, Comput. Aided Geom. Des. 25(3), 162-180 (2008). MR 2389938 (2009a:65041).
27. P.J. Shore, I.J. Duncan, Finite strains from non-coaxial strain paths. I. computational techniques, Tectonophysics 110(1-2), 127-144 (1984).
28. J. Stillwell, Naive Lie Theory. Undergraduate Texts in Mathematics (Springer, New York, 2008). MR 2431402 ( $2009 \mathrm{~g}: 22032$ ).
29. G. Strang, Linear algebra and its applications, 2nd edn. (Academic Press, New York, 1980). MR 575349 (81f:15003).
30. J. Wallner, N. Dyn, Convergence and $C^{1}$ analysis of subdivision schemes on manifolds by proximity, Comput. Aided Geom. Des. 22(7), 593-622 (2005). MR 2169051 (2006e:65036).
31. J. Warren, H. Weimer, Subdivision methods for geometric design: A constructive approach, 1 st edn. (Morgan Kaufmann, San Francisco, 2001).

[^0]:    Communicated by Ron DeVore.
    U. Itai

    Department of Mathematics, Technion, Haifa, Israel
    e-mail: uritai@fermat.technion.ac.il
    N. Sharon ( $\boxtimes$ )

    Department of Mathematics, Tel-Aviv University, Tel-Aviv, Israel
    e-mail: nirsharo@post.tau.ac.il

