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Abstract

We introduce a framework for representing functions defined on high-dimensional data. In this framework, we propose to use the eigenvectors of the graph Laplacian to construct a multiresolution analysis on the data. We assume the dataset to have an associated hierarchical tree partition, together with a function that measures the similarity between pairs of points in the dataset. The construction results in a one parameter family of orthonormal bases, which includes both the Haar basis as well as the eigenvectors of the graph Laplacian, as its two extremes. We describe a fast discrete transform for the expansion in any of the bases in this family, and estimate the decay rate of the expansion coefficients. We also bound the error of non-linear approximation of functions in our bases. The properties of our construction are demonstrated using various numerical examples.
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1. Introduction

Expanding a function in an orthonormal basis is one of the most basic tools in mathematics. Such an expansion transforms a given function, given either as a mathematical object or as a set of samples stored in a computer, into a set of coefficients. Then, instead of analyzing the original function, one analyzes the resulting expansion coefficients. This procedure arises in many areas such as harmonic analysis, numerical analysis, partial differential equations, and signal processing, to name a few. Examples for tasks that are easily implemented using this approach include denoising, compression, and extrapolation. This approach goes back to classical harmonic analysis, where the properties of a function are analyzed by inspecting its expansion coefficients into a Fourier series. Other more modern bases include wavelet bases, splines, and orthogonal polynomials.

Although this approach turned out to be very powerful, most tools and theory are only
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available in one dimension. Extensions to higher dimensions are commonly derived by tensor products of one-dimensional elements, which usually do not exploit any special structure of the underlying domain. Moreover, even the one-dimensional theory cannot be applied to arbitrary sets on the line, and is typically restricted to an interval or the entire line. For example, it cannot be applied when our domain is simply a finite scattered set of points on the real line.

In recent years, the need to analyze data in high dimensions has grown rapidly. Moreover, most often the data is simply some finite set of high-dimensional vectors, without any of the rich Euclidean structure inherent into the classical tools. Analyzing functions defined on such general datasets arises naturally, for example, in meteorology [17], gene research [32], medical imaging [31], etc.

This practical need for analyzing large high-dimensional datasets has motivated extensive research in past years. These studies resulted in many methods for data representation and dimensionality reduction such as [6, 39]. In other cases, these studies gave rise to generalizations of the Euclidean space construction of wavelets and wavelet packets. Such a wavelets analogue on manifolds and graphs, based on the diffusion operator, is suggested in [10, 15, 42]. These diffusion based constructions exploit the decay of the spectrum of the diffusion operator and its powers. A different approach for graphs was introduced in [27], where the wavelet operator is defined using the localization and scaling of the graph Laplacian. Another construction for non-Euclidean setting is presented in [3] for general spaces of homogeneous type.

The problem of basis construction is also known as dictionary learning in the machine learning community, where one often uses a given hierarchy tree on the data to construct a multiresolution analysis [8, 30]. Thus, constructing a basis is related to finding optimal trees [9], and is also known as data-adaptive signal representation [22].

Two other important constructions available today for high-dimensional data in almost arbitrary domains, modelled as graphs, are the graph Laplacian (e.g., [16, 38]) and the Haar basis on graphs [24]. The graph Laplacian approach uses as basis functions the eigenvectors of the graph Laplacian over the data. If the data are uniformly sampled from some Euclidean domain, then, under certain conditions, as the number of data points goes to infinity, these eigenvectors converge to the eigenfunctions of the Laplacian over the underlying domain [41]. For example, if the data are sampled from the unit circle, then the eigenvectors would converge to sine and cosine functions. Thus, this approach results in an analogue of Fourier basis for general domains [37]. This approach is described in details in Section 2.1.

The second basis available for general data is the Haar basis on graphs. The continuous Haar basis is considered as the simplest wavelet basis, and is defined using dilation and trans-
lation of a piecewise constant function. To extend the Haar basis to general datasets, one is required to replace the standard dyadic partition of the interval with some hierarchical partition of the data (see Subsection 2.3). Once such a partition is given, the basis is constructed by taking the characteristic functions over the elements of the partition, and applying an orthogonalization procedure to these functions. Such a construction is described in [24].

On one hand we have the eigenvectors of the graph Laplacian whose support cannot be controlled and can be shown to be “smooth” under an appropriate definition [4]. On the other hand we have the Haar basis whose basis elements are localized piecewise constant functions. An open question is whether there is any basis “in between”.

In this paper, we suggest a family of bases, named Laplacian multiwavelets, which can be constructed for any set of \( N \) data points. We require the dataset to have an associated hierarchical tree partition, together with a function that measures the similarity between pairs of points in the dataset. These requirements will be made precise in Section 3. The family of bases is parameterized by one integer parameter \( 1 \leq k \leq N \), where \( k = 1 \) corresponds to the Haar basis defined in [24], and \( k = N \) corresponds to the eigenvectors of the graph Laplacian (Fourier basis). Intermediate values of \( k \) correspond to various degrees of “generalized vanishing moments” as explained in Section 5 and Subsection 6.1. In particular, we show that generalized vanishing moments are related to the decay rate of the expansion coefficients in our basis. We also show through numerical examples that by tuning the value of \( k \), our basis is capable of efficiently representing both slowly varying functions, just like the graph Laplacian basis [37], as well as highly oscillatory functions, just like the Haar basis [24]. We also present an algorithm that evaluates all \( N \) basis functions in \( O(k^2N \log N + T(N,k) \log N) \) operations, where \( N \) is the number of data points and \( T(N,k) \) is the runtime of extracting the first \( k \) eigenvectors of the graph Laplacian over the data points.

The paper is organized as follows. Section 2 introduces the required mathematical background. Section 3 defines formally the basis construction problem, as well as the requirements from such a basis. Section 4 provides an informal description of the Laplacian multiwavelets, followed by a detailed description in Section 5. In Section 6 we discuss the notion of generalized vanishing moments and study the relation between this notion and the decay of the expansion coefficients. In addition, we define the smoothness of a function with respect to our basis and deduce its approximation rate. In Section 7 we present a few numerical examples to illustrate the Laplacian multiwavelet bases. Finally, we give some concluding remarks in Section 8.
2. Mathematical preliminaries

In this section we briefly introduce the mathematical tools used in the construction of the Laplacian multiwavelets. These tools are the graph Laplacian, multiresolution analysis, and hierarchical data partitioning.

2.1. The graph Laplacian

As a main tool for our construction of the Laplacian multiwavelets we use the eigenvectors of the graph Laplacian, which are widely used in machine learning for dimensionality reduction, semi-supervised learning and spectral clustering [5].

Let $X = \{x_i\}_{i=1}^N$ be a set of $N$ data points. For simplicity, we assume that $x_i \in \mathbb{R}^D$, although this assumption can be easily removed to fit more general spaces. We also assume that we are given a symmetric and non-negative function $K : \mathbb{R}^D \times \mathbb{R}^D \to \mathbb{R}_+$. In the machine learning community, $K(x,y)$ is known as a kernel function, which is used to measure the similarity between pairs of data points $x$ and $y$. A popular choice is, for example, $K(x,y) = e^{-\frac{x^2 + y^2}{2\varepsilon}}$, where $\varepsilon$ is a parameter that determines the width of the kernel.

To construct the graph Laplacian, we start by defining the symmetric matrix $W$ of size $N \times N$ given by

$$W_{ij} = K(x_j, x_j).$$

The matrix $W$ defines a complete undirected weighted graph on the points $X$, where the weight on the edge between $x_i$ and $x_j$ is $W_{ij}$. This matrix is known as the adjacency matrix of the graph. Thus, whenever a function $K : \mathbb{R}^D \times \mathbb{R}^D \to \mathbb{R}$ is associated with the set $X$, we say that it induces a graph structure on $X$.

Next, we define the $N \times N$ diagonal matrix $B$ given by

$$B_{ii} = \sum_{j=1}^N W_{ij}.$$

The graph Laplacian $L$ is then defined by

$$L = B^{-1}W - I,$$  \hspace{1cm} (1)

where $I$ is the $N \times N$ identity matrix.

If the points in $X$ are independent identically distributed samples from the uniform distribution over a Riemannian manifold $\mathcal{M}$, then, for any smooth function $f : \mathcal{M} \to \mathbb{R}$ it holds that [11],

$$\frac{1}{\varepsilon} \sum_{j=1}^N L_{i,j} f(x_j) = \Delta_{\mathcal{M}} f(x_i) + O\left(\frac{1}{N^{\frac{1}{2} + \frac{d}{4} + \frac{d}{4}}, \varepsilon}\right),$$
where $\Delta_M$ is the Laplace-Beltrami operator on the manifold $M$. This theorem justifies the name graph Laplacian given to the matrix $L$ in (1). Moreover, we deduce that the graph Laplacian depends only on the intrinsic dimension of the manifold, and not on the dimension of the ambient space. In [7] Belkin and Niyogi proved that the first few eigenvectors of the graph Laplacian are discrete approximations of the eigenfunctions of the Laplace-Beltrami operator for data uniformly sampled from $M$. The pseudo-code for computing the first $k$ eigenvectors of the graph Laplacian is summarized in Algorithm 1.

### Algorithm 1: GLE (Graph Laplacian Eigenvectors)

**Input:** A set $\mathcal{X} = \{x_i\}_{i=1}^N$ of data points. An integer $1 \leq k \leq N$.

**Output:** First $k$ eigenvectors of the graph Laplacian over $\mathcal{X}$.

1. for $i,j = 1$ to $N$ do
2. $W_{i,j} \leftarrow K(x_i, x_j)$
3. end for
4. for $i = 1$ to $N$ do
5. $B_{i,i} \leftarrow \sum_{j=1}^N W_{i,j}$.
6. end for
7. $A \leftarrow B^{-\frac{1}{2}}WB^{-\frac{1}{2}}$.
8. $[U, \Lambda] \leftarrow \text{eig}(A)$ \{Diagonalize $A$ s.t. $A = U\Lambda U^T$\}
9. $U \leftarrow B^{-1/2}U(:, 1 : k)$.
10. return $U$

There are two implementation issues that need to be considered when implementing Algorithm 1. First, as described in Algorithm 1, the graph Laplacian is a dense matrix. This is computationally prohibitive if $N$ is very large. To reduce the time and memory complexity of the construction, one possible solution is to set $W_{ij}$ to be nonzero only for some small predetermined number of nearest neighbours of $x_i$. These nearest neighbours can be found using a fast $k$-NN algorithm [28]. Choosing a fixed neighbourhood size results in a number of nonzero entries in $W$ which is linear in $N$, and thus constructing $W$ in Algorithm 1 would be linear in $N$. Second, the matrix $L$ as defined in (1) is not symmetric. Numerically, it is better to work with symmetric matrices, and thus, instead of computing the eigenvectors corresponding to the smallest eigenvalues of the matrix $L$, we compute the eigenvectors corresponding to the largest eigenvalues of the symmetric matrix $B^{-\frac{1}{2}}WB^{-\frac{1}{2}}$ ($B$ is the diagonal matrix defined in line 5 of Algorithm 1). This matrix is similar to $B^{-1/2}W$, and the eigenvectors of the matrix $L$ can be computed from the eigenvectors of $B^{-\frac{1}{2}}WB^{-\frac{1}{2}}$ by multiplying the latter ones by the diagonal matrix $B^{-\frac{1}{2}}$.

### 2.2. Multiresolution analysis (MRA)

The classical multiresolution analysis in signal processing is a framework for constructing orthogonal wavelets. In this classical setting one uses a translation operator to define an
approximation space and a dilation operator to define details spaces. Obviously, this setting is not applicable for general datasets, as it relies on the special geometry of the real line. Thus, for high-dimensional or complicated domains, generalized definitions are needed.

Recent works \[24, 30, 36\] use a discrete generalization of the classical MRA, which fits our construction as well. To use the generalized MRA method to derive an orthogonal basis for a vector space \(V\), we start by defining nested approximation spaces

\[
V_0 \subset V_1 \subset \cdots \subset V_m = V. \tag{2}
\]

As in the classical MRA, approximating a function at resolution \(j\) means projecting it on \(V_j\). Thus, the approximation, also called the resolution of the function, is more accurate as \(j\) increases.

Next, we construct the orthogonal complement spaces \(W_j\) that are given by

\[
V_j \oplus W_j = V_{j+1}, \quad V_j \perp W_j, \tag{3}
\]

and thus satisfy \(W_j \subset V_{j+1}\) and \(W_j \perp W_{j+1}\). Hence, one gets inductively,

\[
V_j = V_0 \oplus W_0 \oplus W_1 \oplus \cdots \oplus W_{j-1}. \tag{4}
\]

The latter suggests a basis for any prescribed resolution. In particular, for a full reconstruction in \(V\) we use \(j = m\).

The term multiwavelets refers to the case where \(V_0\) is defined using several functions, and not just one function as in classical wavelets. In our construction we use the eigenvectors of the graph Laplacian to define \(V_0\). Thus, we refer to our construction as a class of Laplacian multiwavelets bases.

In the algorithm presented in the next sections, with a slight abuse of notation, we use the notation \(V_j\) to denote a matrix whose columns span the approximation space \(V_j\). Therefore, the complement space \(W_j\) is calculated via an orthogonalization procedure applied to \(V_j\). It is worth mentioning here that the setting discussed in this subsection is also used to define the so-called induced MRA when a hierarchy tree (see next subsection) is available \[22, 30, 33\].

2.3. Hierarchy tree partition

Hierarchical clustering is widely used to cluster images, biological data, networks data, etc. into groups based on their similarity \[44\]. Such a hierarchy among data points is naturally described using trees, and is defined as follows.

Given a set \(\mathcal{X}\) of data points, a corresponding hierarchy tree \(T_\mathcal{X} = \{\mathcal{X}_{l,n}\}_{l=0,\ldots,m}\) is a connected acyclic graph, where each node \(\mathcal{X}_{l,n} \in T\) is a subset of \(\mathcal{X}\), \(\mathcal{X}_l\) is a finite set of
indices, and $\mathcal{X}_{l,n}$ stands for the $n$-th set at the $l$-th level of the tree. The index of the last level $m$ is called the depth of the tree, and is denoted by $\text{depth}(T_X)$. Any fixed level $l$ of the tree $T_X$ is a partition of $\mathcal{X}$,

$$\mathcal{X} = \bigcup_{n \in \mathcal{I}_l} \mathcal{X}_{l,n}.$$  

In addition, we have the following conditions on $T_X$:

1. The only node at the first level in the tree is the root, namely, $\mathcal{X}_{0,0} = \mathcal{X}$.
2. Nodes of the same level are disjoint, namely,

$$\mathcal{X}_{l,n_1} \cap \mathcal{X}_{l,n_2} = \emptyset, \quad n_1 \neq n_2, \quad n_1, n_2 \in \mathcal{I}_l.$$  

(5)

3. Edges in the tree exist only between nodes of adjacent levels. This connection between levels defines the hierarchy of the data: a node $\mathcal{X}_{l+1,i}$ of the $l+1$-th level that is connected with an $l$-th level node $\mathcal{X}_{l,i}$ satisfies the inclusion relation $\mathcal{X}_{l+1,i} \subset \mathcal{X}_{l,i}$. The nodes of level $l+1$ that are connected to $\mathcal{X}_{l,i}$ are termed the children of $\mathcal{X}_{l,i}$. We denote the set of all children of a certain node $\mathcal{X}_{l,i}$ by

$$\text{child}(\mathcal{X}_{l,i}) = \{ \mathcal{X}_{l+1,i'} : \mathcal{X}_{l+1,i'} \subset \mathcal{X}_{l,i} \}.$$  

(6)

An hierarchy tree for data points on the real line is naturally given by the dyadic partition. For domains of higher dimension, the task of partitioning the data into clusters becomes more complicated. However, clustering algorithms became very popular and many recent studies of data clustering can be applied to set up a hierarchy tree. For a survey see [19, 23] and references therein.

There are a few properties which characterize a good tree for our algorithm. One desirable property is that the partitions that are defined by the tree distinguish between different features of the data. Namely, cluster the data in a reasonable way. Naturally, for general data this property is hard to define rigorously, and so we avoid such a definition here; for more details see, e.g., [13, 40]. Another desirable property is a balanced tree. Denote by $|X|$ the number of elements in a finite set $X$. Then, a tree $T_X = \{ \mathcal{X}_{l,n} \}_{l=0,\ldots,m}$ is balanced if there exist positive constants $1 < c \leq C$ such that

$$0 \leq |\text{child}(\mathcal{X}_{0,0})| \leq C,$$

$$c \leq |\text{child}(\mathcal{X}_{l,n})| \leq C, \quad 0 < l < m, \quad n \in \mathcal{I}_l,$$

$$\text{child}(\mathcal{X}_{m,n}) = \emptyset, \quad \mathcal{X}_{m,n} \neq \emptyset, \quad n \in \mathcal{I}_m.$$  

(7)

The latter conditions (7) ensure that a dataset of $N$ points leads to a tree whose depth is
$O(\log N)$. This tree depth is reflected in our runtime analysis (see Subsection 5.3).

Moreover, we require that the number of points in each set $X_{l,n}$ is at least $k$, for some fixed constant $k$ (to be defined in Section 5), and at most $\gamma k$ for some small constant $\gamma > 1$. We denote such a tree by $T_X = T_X(k)$.

Throughout the paper we use the term “support of a vector” (or support of a discrete function). This term stands for the set of data points outside of which the vector is zero. In the context of a hierarchy tree, we often refer to vectors that are defined on a node $X_{l,n}$ of the tree. For the context of this paper, such vectors are understood as discrete functions on the entire dataset with $X_{l,n}$ as their support.

3. Problem setup

Let $\mathcal{X} = \{x_i\}_{i=1}^N$, $x_i \in \mathbb{R}^D$, be a set of $N$ points. In machine learning applications it is typical to assume that $x_i$ are sampled from some manifold $\mathcal{M} \subset \mathbb{R}^D$ such that $\dim(\mathcal{M}) \ll D$. In our construction we assume no such structure. Yet, in order to introduce some structure into the space $\mathcal{X}$, we pose two requirements. First, we require that the set $\mathcal{X}$ is associated with a kernel function $K : \mathbb{R}^D \times \mathbb{R}^D \to \mathbb{R}^+$, and thus with the graph structure induced by $K$ (see Subsection 2.1). This would allow us to define the graph Laplacian over subsets of $\mathcal{X}$. The second requirement is that $\mathcal{X}$ has an associated tree structure (see Subsection 2.3).

Under these assumptions, we are looking for an orthonormal basis defined on the set $\mathcal{X}$, that is we are looking for $N$ functions

$$\{\phi_n\}_{n=1}^N, \quad \phi_n : \mathcal{X} \to \mathbb{R},$$

such that

$$\langle \phi_n, \phi_m \rangle = \delta_{n,m},$$

where $\delta_{n,m}$ is the Kronecker delta. We use the standard Euclidean inner product

$$\langle f, g \rangle = \sum_{x \in \mathcal{X}} f(x)g(x), \quad \forall f, g : \mathcal{X} \to \mathbb{R}. \quad (8)$$

Obviously, a trivial solution to this problem is to set $\phi_i$ to be the indicator function on the point $x_i$. This basis is excellent for representing very localized functions, that is, functions that are nonzero on only small subsets of $\mathcal{X}$, but requires many coefficients for representing any other function.

We have already mentioned in Section 1 two other possible bases, namely the eigenvectors of the graph Laplacian and the Haar basis. These two bases represent two extremes. The eigenvectors of the graph Laplacian, under appropriate assumptions, can be shown to give
rise to sparse representations of smooth functions. On the other hand, the Haar basis, whose
most elements have compact support (they are nonzero on small subsets of the data points),
is not well suited for representing smooth functions, but represents sparsely functions with
local phenomena such as jumps or oscillations (as we show in Section 7). In addition, unlike
the eigenvectors of the graph Laplacian, the Haar basis has a fast transform with complexity
of $O(N \log N)$. These two solutions illustrate the well known trade-off from the classical
theory of wavelets, between smooth representation and compact support, e.g., [18, Chapter
7]. We aim to design a basis where the trade-off between localization and smoothness of its
elements can be controlled.

Thus, when designing a basis for the set $\mathcal{X}$, we require the following. First, the construc-
tion must be applicable in cases where $D$ (the dimension of each point in $\mathcal{X}$) is very large.
Second, it should allow for a sparse representation of a large family of functions. And third,
it must have a fast and numerically stable algorithm.

We propose a family of bases parameterized by a single parameter $1 \leq k \leq N$, which
controls the localization of the elements of the basis, that is, how many elements of the basis
have compact support. In our family of bases, the Haar basis and the basis of the graph
Laplacian’s eigenvectors are the two extreme members, corresponding to the values $k = 1$
and $k = N$, respectively. In other words, our construction defines a transition between the
Haar and the Laplacian bases.

4. Informal description of the construction

In this section we give an informal description of our construction to explain the intuition
behind it. The full details will be given in Section 5.

Let us consider a toy example, with a dataset $\mathcal{X}$ consisting of $N = 17$ equally spaced
points over the interval $[0, 1]$, that is $x_j = (j - 1)/N$, $j = 1, \ldots, N$. Points sampled from
the real line are well-ordered and we can use, for example, the dyadic partition over our interval
to define a tree partition. We start by choosing the parameter $k = 4$. This choice determines
that each node of the tree partition consists of at least 4 data points. Thus, we get the tree
partition as appears in Figure 1.

Our construction consists of two phases: defining the sequence of approximation spaces
and orthogonalizing them to satisfy (4).

The first phase begins by defining $V_0$ as the span of the first $k = 4$ eigenvectors of
the graph Laplacian of the data points $x_1, \ldots, x_{17}$ (see Algorithm 1). Recall that the first
eigenvector is always the constant vector, which in our case is $1/\sqrt{17}(1, \ldots, 1)^T$, and therefore
is always part of $V_0$, regardless of the value of $k$. We denote the eigenvectors that comprise
$V_0$ by $v_1, \ldots, v_4$ and present them in Figure 2. Clearly, dim($V_0$) = 4. The MRA structure [4]
suggests that the basis of $V_0$ is part of the orthogonal basis. However, these vectors are not orthogonal and thus we will orthogonalize them later.

To define the next approximation space, $V_1$, we use a restriction operator. This operator takes as an input a vector and a set, and zeros the coordinates of the vector outside the set. At this point we use the partition of the data points given by the first level of the hierarchy tree, that is, the sets $X_{1,0}$ and $X_{1,1}$, and restrict each of the vectors of $V_0$ to these two sets. Restricting $V_0$ to $X_{1,0}$ results in 4 vectors, which are depicted in Figure 3(a) and restricting it to $X_{1,1}$ results in another 4 vectors, shown in Figure 3(b). The two sets of 4 vectors are mutually orthogonal, as the sets $X_{1,0}$ and $X_{1,1}$ are disjoint. This gives a total of 8 vectors spanning $V_1$. It is clear that the space $V_1$ contains the space $V_0$. In our example, one can easily verify numerically that the restricted vectors, on each set, are linearly independent.
and consequently the space $V_1$ satisfies $\dim(V_1) = 8$.

To construct the next approximation space $V_2$, we observe that each of the subsets $\mathcal{X}_{1,0}$ and $\mathcal{X}_{1,1}$ has two children nodes in the given tree partition (see Figure 1); the children of $\mathcal{X}_{1,0}$ are $\mathcal{X}_{2,0}$ and $\mathcal{X}_{2,1}$ and the children of $\mathcal{X}_{1,1}$ are $\mathcal{X}_{2,2}$ and $\mathcal{X}_{2,3}$. Therefore, we can repeat the procedure used to construct $V_1$ for $V_2$ by restricting the vectors of $V_1$ to the sets $\mathcal{X}_{2,0}, \ldots, \mathcal{X}_{2,3}$. Restricting a given vector on a set and then again on its subset is equivalent to restricting the original vector to the subset. Therefore, to avoid introducing excess notation in this example, we consider the second procedure of restriction as restricting the vectors of $V_0$ to the sets $\mathcal{X}_{2,0}, \ldots, \mathcal{X}_{2,3}$. The restriction of the 4 vectors of $V_0$ to the 4 sets $\mathcal{X}_{2,0}, \ldots, \mathcal{X}_{2,3}$ results in 16 vectors whose union is defined as $V_2$. Clearly, the relation $V_0 \subset V_1 \subset V_2$ holds. The vectors of $V_2$ are given in Figure 4.

Figure 3: The basis of $V_1$.

Figure 4: The vectors of $V_2$ that are generated by restriction to $\mathcal{X}_{2,0}, \ldots, \mathcal{X}_{2,3}$.

Constructing the nested approximation spaces solely by restriction leads to two problems. First, the last approximation space, defined on the leaves of the tree, namely $V_2$ in our case, may not have enough vectors to define a basis. In our example, the restriction results in only 16 vectors in $V_2$, defined on $\mathcal{X}_{2,0}, \ldots, \mathcal{X}_{2,3}$, while the last approximation space must
form a basis, due to (2) and as described in Subsection 2.2. In other words, it must have $N = 17$ independent vectors. Second, repeating the restriction may lead to linearly dependent vectors or nearly dependent vectors (for more details on numerical dependency see e.g., [25, Chapter 5]).

To overcome these problems, generally caused by an insufficient number of independent vectors in the approximation spaces, we construct local graph Laplacians on each of the sets defined by the tree and compute their first eigenvectors. These eigenvectors are added to the sets of restricted vectors to assure two conditions. The first is that for any set in the hierarchy tree, which is not a leaf, there are exactly $k = 4$ independent vectors that have this set as their support. In our example, the sets $\mathcal{X}_{0,0}$, $\mathcal{X}_{1,0}$ and $\mathcal{X}_{1,1}$ satisfy this condition using only their restricted vectors, and thus, no local graph Laplacian is needed. The second condition is that the last approximation space forms a basis, or equivalently, the number of independent vectors in each leaf is equal to the number of data points in the leaf. In our example, the leaf nodes $\mathcal{X}_{2,1}$, $\mathcal{X}_{2,2}$ and $\mathcal{X}_{2,3}$ satisfy this condition as the vectors restricted to each of these sets are linearly independent. However, $\mathcal{X}_{2,0}$ does not satisfy this second condition. For $\mathcal{X}_{2,0}$ an additional independent vector is required since restriction results in 4 vectors while $\mathcal{X}_{2,0}$ has 5 data points and so requires 5 independent vectors. Therefore, we construct the graph Laplacian on $\mathcal{X}_{2,0}$ and add its first eigenvector that is independent with respect to the restricted vectors, that is, the second eigenvector. The restricted vectors and the additional local eigenvector are presented in Figure 5. These vectors ensure that $\dim(V_2) = N = 17$ as required.

The fact that we add to $\mathcal{X}_{2,0}$ the second eigenvector and not the first is not a coincidence, and it is because the first eigenvector (over any set of points) is always the constant vector. As a result, on one hand, the constant vector is an element of $V_0$, regardless the value of $k$. On the other hand, for any subset $\mathcal{X}_{j,n}$ of the hierarchy tree, the restriction of the constant vector (which is the characteristic function of $\mathcal{X}_{j,n}$) is always an element of $V_j$. The meaning of this observation is that adding the first eigenvector of the local graph Laplacian, defined on $\mathcal{X}_{j,n}$, to $V_j$ does not increase $\dim(V_j)$. That is to say, the relevant set of eigenvectors to add to $V_j$ always starts with the second eigenvector of the local graph Laplacian.

Once the approximation spaces that satisfy (2) have been constructed, we need to obtain the complement spaces $W_j$ from (3). This is the second phase of our algorithm. In our example, we have to calculate the complement spaces $W_0$ and $W_1$ that satisfy $V_0 \oplus W_0 = V_1$, where $V_0 \perp W_0$, and $V_1 \oplus W_1 = V_2$, where $V_1 \perp W_1$.

The structure of the MRA, given in (4), dramatically reduces the complexity of calculating the complement spaces $W_j$ due to two important principles. First, as described in Subsection 2.2, there is no need to directly orthogonalize two different complement spaces $W_{j_1}$ and $W_{j_2}$.
Figure 5: The vectors of $V_2$ that are nonzero on $\mathcal{X}_{2,0} = \{x_1, \ldots, x_5\}$. These vectors are linearly independent and derived from the restriction of the four vectors of $V_0$, and supplemented by the (second) eigenvector of the local graph Laplacian, defined on $\mathcal{X}_{2,0}$.

with $j_1 \neq j_2$. For instance, in our example, we calculate $W_0$ using $V_0$ and $V_1$ without having to consider $W_1$. In other words, it is guaranteed that $W_0$ will automatically be orthogonal to $W_1$. The second principle is local orthogonalization. Namely, due to the disjoint sets, defined by each level of the hierarchy tree partition, we only need to orthogonalize vectors that are defined on the same set, as the other ones are automatically orthogonal.

An orthogonalization process applied to sparse vectors typically does not preserve their sparsity. Consequently, the supports of the vectors (the subsets of the data where outside of these subsets the vectors are zero) of the complement spaces are determined as following. The vectors of $W_1$ have the same support as vectors of $V_1$, that is $\mathcal{X}_{1,0}$ or $\mathcal{X}_{1,1}$. Moreover, vectors from $W_0$ are always supported on the entire dataset $\mathcal{X}_{0,0}$, meaning they are global. These observations are true in the general case as well, that is, vectors of $W_0$ are always globally supported and the vectors of $W_j$ have the same support as the vectors of $V_j$.

In our example, the basis we get is given by $V_0 \oplus W_0 \oplus W_1$. It consist of 17 vectors – 4 vectors of $V_0$ (after orthogonalization), shown in Figure 6(a) 4 vectors of $W_0$, shown in Figure 6(b), and 9 vectors of $W_1$, shown in Figure 7. The support of the vectors in $W_1$, which is roughly half of the data, is clearly noticed.

In general, the resulting basis for a given (small enough) $k$ consists of $N$ orthogonal vectors, where $N - k$ of them are orthogonal to the first $k$ eigenvectors of the global graph Laplacian and $N - 2k$ of them have support that is smaller than the entire data, which depends on the hierarchy tree.
5. Detailed description of the construction

The input to the construction of the Laplacian multiwavelets (LMW) consists of \( N \) distinct points \( \mathcal{X} = \{ x_i \}_{i=1}^N \), a positive integer \( 1 \leq k \leq N \), their associated hierarchy tree \( T_\mathcal{X}(k) \), and an affinity kernel or metric. We will construct an orthonormal basis for the \( N \)-dimensional space of functions defined on \( \mathcal{X} \). Inspired by [2, 15], we require the basis to satisfy two fundamental properties:

1. All but \( k \) basis vectors have \( k \) “generalized vanishing moments”, that is, they are orthogonal to the first \( k \) eigenvectors of the graph Laplacian on \( \mathcal{X} \). The notion of generalized vanishing moments will be defined and explained in Subsection 6.1.
2. All but \( O(k) \) basis vectors have small support (that is, they are nonzero on a small set
of data points). The exact number of such vectors and their support size are determined by $T_X(k)$, as will be explained in Subsections 5.1–5.2.

As described in Section 4, the construction consists of two phases, described in the following subsections.

5.1. Phase one - nested approximation spaces

We follow the framework of MRA (see Subsection 2.2). Accordingly, in the first phase we construct the nested approximation spaces (2).

The first step is to define the first approximation space $V_0$. This space is important since it determines the generalized vanishing moments property; the MRA conditions (3) and (4) imply that every other vector in the basis is orthogonal to the elements of $V_0$.

Henceforth, in this section, with a slight abuse of notation, we denote by $V_j$ a matrix whose columns span the approximation space $V_j$ (see also Subsection 2.2). Now, based on Algorithm 1, that extracts the first eigenvectors of the graph Laplacian (GLE), we define $V_0 = \text{GLE}(X,k)$, namely, $V_0$ is an $N \times k$ matrix, whose columns are the eigenvectors computed by Algorithm 1. Those eigenvectors are assumed to be ordered in increasing order of the eigenvalues of the graph Laplacian, starting with the smallest zero eigenvalue. Therefore, the first column of $V_0$ is always the constant vector $\frac{1}{\sqrt{N}}(1, \ldots, 1)^T \in \mathbb{R}^N$. Note that the columns of $V_0$ are not orthogonal with respect to (8), thereby we will later orthogonalize them.

Next, we recursively define the approximation space $V_j$, $j \geq 1$, based on $V_{j-1}$ and the hierarchy tree $T_X(k)$ (see subsection 2.3). The space $V_{j-1}$ is defined to be the matrix whose columns are the union of the columns of $V_{j-1,n}$, $n \in \mathcal{I}_{j-1}$. The columns of each matrix $V_{j-1,n}$ are vectors of length $N$ that are zero outside $X_{j-1,n}$. This structure of $V_{j-1}$ and $V_j$ enables us to reduce the problem of defining $V_j$ to the following one: given a node in the tree (or equivalently a set of data points) $X_{j-1,n^*}$, how to define $V_{j,n}$ for $j, n$ such that $X_{j,n} \in \text{child}(X_{j-1,n^*})$, based on the vectors of $V_{j-1,n^*}$.

The recurrence considered in the previous paragraph starts with the space $V_0$, whose columns are globally supported, to wit, they have the entire dataset $X_{0,0}$ as their support. The set $X_{0,0}$ is considered as the 0-level of the hierarchy tree.

Before proceeding to the general case, consider the special case where $X_{j-1,n^*}$ is a leaf (has no children in the hierarchy tree). In such a case, all the vectors of $V_{j-1,n^*}$ are automatically inherited to $V_j$. In addition, for consistency with our recursive definition, we regard $X_{j-1,n^*}$ as part of any $j^*$-level of the tree for $j^* \geq j$.

For the general case, where $X_{j-1,n^*}$ is not a leaf, the basic requirement on the dimension
of each \( V_{j,n} \), where \( \mathcal{X}_{j,n} \in \text{child}(\mathcal{X}_{j-1,n^*}) \), is

\[
\text{dim}(V_{j,n}) = \begin{cases} 
|\mathcal{X}_{j,n}| & \text{if } \mathcal{X}_{j,n} \text{ is a leaf}, \\
n & \text{otherwise}. 
\end{cases}
\] (9)

Now, we define \( V_{j,n} \) using a restriction operator, that restricts functions to the subset \( \mathcal{X}_{j,n} \). For any \( u \in \mathbb{R}^N \) and \( \mathcal{X}_{l,n} \in T_X(k) \), we define the restriction of \( u \) to \( \mathcal{X}_{l,n} \) as \( R_{\mathcal{X}_{l,n}}u \) where \( R_{\mathcal{X}_{l,n}} \) is an \( N \times N \) diagonal matrix given by

\[
(R_{\mathcal{X}_{l,n}})_{p,q} = \begin{cases} 
1 & \text{if } p = q \text{ and } x_p \in \mathcal{X}_{l,n}, \\
0 & \text{otherwise}. 
\end{cases}
\] (10)

For example, to define \( V_1 \), we apply to all the vectors of \( V_0 \) the operators (10), with \( l = 1 \) and \( n \in \mathcal{I}_1 \). In other words, we restrict each of the first \( k \) eigenvectors of the graph Laplacian on \( \mathcal{X}_{0,0} \) to the sets \( \mathcal{X}_{1,n} \), \( n \in \mathcal{I}_1 \), of the hierarchy tree \( T_X(k) \). The result of applying \( R_{\mathcal{X}_{1,n}} \) on \( V_0 \) is a sparse matrix \( V_{1,n} \) of size \( N \times k \) with at most \( |\mathcal{X}_{1,n}| \times k \) nonzeros.

There are two main advantages to using restriction. First, it guarantees that \( V_{j-1} \subset V_j \), as required in (2). Second, it generates sparse matrices, with vectors that have known support. Nevertheless, the restriction by itself is not sufficient to construct \( V_j \) since the requirement (9) may be violated. The reason for this is two-folded; first, restriction of linearly independent vectors may result in vectors are dependent. Second, if \( \mathcal{X}_{j,n} \in \text{child}(\mathcal{X}_{j-1,n^*}) \) is a leaf, we may need to have \( \text{dim}(V_{j,n}) > \text{dim}(V_{j-1,n^*}) \), due to (9).

In cases where the requirement (9) is violated, we construct a local graph Laplacian on \( \mathcal{X}_{j,n} \). The first eigenvectors of the local graph Laplacian are extracted and added to \( V_{j,n} \). The number of those eigenvectors added to \( V_{j,n} \) is such that (9) is satisfied. Obviously, we use only eigenvectors of the local graph Laplacian that are linearly independent of the vectors already in \( V_j \). Note that adding vectors to \( V_j \) preserves the relation \( V_{j-1} \subset V_j \). For example, the characteristic function of \( \mathcal{X}_{j,n} \) is always an element of \( V_{j,n} \), generated from repeatedly restricting the constant function of \( V_0 \). Therefore, the first eigenvector of the local graph Laplacian is never added to \( V_j \). See also the example of Section 4.

We remark that the eigenvectors of the local graph Laplacian are defined only on \( \mathcal{X}_{j,n} \), and thus, when considering them as vectors of \( V_{j,n} \), we define any component outside \( \mathcal{X}_{j,n} \) to be zero. By doing so, the sparsity of the matrix \( V_{j,n} \) is preserved. In addition, observe that since the sets \( \mathcal{X}_{j,n} \) of the \( j \)-level are disjoint, any two vectors of two different matrices \( V_{j_1,n} \) and \( V_{j_2,n} \), with \( j_1 \neq j_2 \) are orthogonal. Thus, we have \( \text{dim}(V_j) = \sum_n \text{dim}(V_{j,n}) \).

To summarize, the resulting spaces from this phase clearly satisfy (2), and for the deepest
(maximal) level \( m \) in the tree \( T_X(k) \) we have
\[
\dim(V_m) = \sum_{n \in \mathcal{L}_m} \dim(V_{m,n}) = \sum_{n \in \mathcal{L}_m} |\mathcal{X}_{m,n}| = N,
\]
where \( \mathcal{L}_m \) denotes the indices of all leafs in \( T_X(k) \). Furthermore, by construction, \( V_{j,n} \) has at most \( |\mathcal{X}_{j,n}| \times k \) nonzero elements for every \( \mathcal{X}_{j,n} \) which is not a leaf, and at most \( |\mathcal{X}_{j,n}| \times \gamma k \) nonzeros when \( \mathcal{X}_{j,n} \) is a leaf, with a small constant \( \gamma > 1 \) (see Subsection 2.3). Thus, we have \( O(Nk) \) nonzeros elements in each \( V_j \). Note that for the case of a balanced hierarchy tree we have \( m = O(\log(N/k)) \). Thus, in such a case we can pack the resulting vectors of this phase in a sparse \( N \times N \) matrix containing \( O(N \log N) \) nonzeros.

Algorithm 2 provides the pseudo-code for constructing the approximation spaces \( V_j \). We use Matlab notation for matrix concatenation and indexing. For example \([A,B]\) is the concatenation of \( A \) and \( B \), and \( A(:,1) \) stands for the first column in \( A \). To orthogonalize the columns of a given matrix, and to check for numerical linear dependencies of vectors, we use an SVD procedure [25, Chapter 2]. In addition, to make all vectors of appropriate length, we use two variants of the \( R_{X_{l,n}} \) matrix of (10). The first, \( R^*_{X_{l,n}} \) is an \( N \times |\mathcal{X}_{l,n}| \) matrix derived from \( R_{X_{l,n}} \) by using its \( |\mathcal{X}_{l,n}| \) columns corresponding to the set of indices of the data points \( x_i \) such that \( x_i \in \mathcal{X}_{l,n} \). This matrix is used to zero pad vectors defined on \( \mathcal{X}_{l,n} \) to be of length \( N \). The second, \( R^*_{X_{l,n}} \) is a \( |\mathcal{X}_{l,n}| \times N \) matrix derived from \( R_{X_{l,n}} \) by using its \( |\mathcal{X}_{l,n}| \) rows corresponding to the set of indices of the data points \( x_i \) such that \( x_i \in \mathcal{X}_{l,n} \). This matrix is used to truncate vectors to length \( |\mathcal{X}_{l,n}| \).

5.2. Phase two - fast orthogonalization

In this phase we construct the complement spaces \( W_j \) that satisfy (4) using fast orthogonalization. This fast orthogonalization follows from the MRA structure using two observations. The first is that the computation of any \( W_j \) requires only \( V_j \) and the next approximation space \( V_{j+1} \), and it is independent on any other space. In other words, the MRA structure ensures that \( W_j \) is automatically orthogonal to \( W_{j*} \), \( j* \neq j \). This is true since the nesting property \( \text{(2)} \) implies that if \( V_{j*+1} \subseteq V_j \) and \( W_{j*} \perp V_j \) then \( V_{j*+1} \perp W_{j*} \). This together with \( W_{j*} \subseteq V_{j*+1} \) results in \( W_j \perp W_{j*} \) for all \( 0 \leq j* < j \). The second observation is that the calculation of any \( W_j \) can be done locally, since any two subsets at the same level of the hierarchy tree are disjoint. Specifically, the columns of \( W_j \) span the complement space of the columns of \( V_j \) with respect to the span of the columns of \( V_{j+1} \). However, we actually calculate separately the complement space for each \( V_{j,n*} \) with respect to all \( V_{j+1,n} \) such that \( \mathcal{X}_{j+1,n} \in \text{child}(\mathcal{X}_{j,n*}) \). By doing so, we not only decrease the overall complexity (next to follow), but also guarantee that any column of \( W_j \) has at the most \( \mathcal{X}_{j,n*} \) nonzeros, just like
Algorithm 2 Approximation Spaces

**Input:** A set $\mathcal{X} = \{x_1\}_{i=1}^N$ of data points, an integer $1 \leq k \leq N$, and its corresponding hierarchy tree $T_{\mathcal{X}}(k)$.

**Output:** $\{V_{l,n}\}_{l=0, n \in I_l}^m$.

1. $V_0 \leftarrow \text{GLE}(\mathcal{X}, k)$
2. $V_{0,0} \Sigma Y \leftarrow \text{svd}(V_0)$
3. $m \leftarrow \text{depth}(T_{\mathcal{X}})$
4. for $l = 1$ to $m$ do
5.   for $n \in I_l$ do
6.     if isleaf($\mathcal{X}_{l,n}$) then
7.       $\tilde{k} \leftarrow |\mathcal{X}_{l,n}|$
8.     else
9.       $\tilde{k} \leftarrow k$
10.   end if
11.   $\tilde{U}_{l,n} \leftarrow \text{GLE}(\mathcal{X}_{l,n}, \tilde{k})$ \{Local Laplacian eigenvectors.\}
12.   $X \Sigma Y \leftarrow \text{svd}(\left[R_{\mathcal{X}_{l,n}}^s V_{l,n}, \tilde{U}_{l,n}\right])$
13.   $V_{l,n} \leftarrow R_{\mathcal{X}_{l,n}}^s X(:, 1 : \tilde{k})$
14. end for
15. end for

any column of $V_{j,n^*}$. In other words, we preserve the sparsity of the matrix $V_j$ in the matrix $W_j$.

The orthogonalization process of the second phase is done iteratively using the nested approximation spaces of the first phase. The resulting basis is extracted from the orthogonalized vectors of $V_0$ together with the orthogonal bases of $W_j$, $j = 0, \ldots, m - 1$, where $m$ is the index of the last approximation space $V_m$ (see (11)). As mentioned above, the sparsity of $V_j$ is also preserved in $W_j$. Thus, the resulting basis can also be packed in a sparse $N \times N$ matrix containing $O(N \log N)$ nonzeros.

The entire fast orthogonalization process is described in Algorithm 3.

5.3 Runtime analysis

One essential assumption for the following complexity analysis is that the given hierarchy tree is balanced, as defined in (7). This property implies that the number of iterations in the outer loops of Algorithms 2 and 3 (lines 1 and 2 respectively), or equivalently the tree depth is $m = \mathcal{O}(\log N)$. Note that $C$ in (7) is the bound for the maximal degree of a node in the tree and that a full binary tree satisfies $c = C = 2$.

We analyze each of the phases of our construction separately. We start with the analysis of Algorithm 2 line by line. In line 1 we extract the first $k$ eigenvectors of the graph Laplacian on the data. The graph Laplacian is an $N \times N$ matrix, yet we can set up its nonzero
Algorithm 3 Fast Orthogonalization

Input: \( \{V_{l,n}\}_{l=0}^{m} \) \((V_{l,n} \text{ is the output of Algorithm } 2\), \(T_X(k)\).

Output: \( \{W_{l,n}\}_{l=0}^{m-1} \)

1: \( m \leftarrow \text{depth}(T_X(k)) \)
2: \( \text{for } l = 0 \text{ to } m - 1 \text{ do} \)
3: \( \text{for } n \in I_l \text{ do } \{I_l \text{ is the set of indices of the } l\)-th level of \( T_X.\} \)
4: \( \text{if } \text{not}(\text{isleaf}(X_{l,n})) \text{ then} \)
5: \( XX \Sigma Y \leftarrow \text{svd}(R_{X_{l,n}}^a V_{l,n}) \)
6: \( \text{for } X_{l+1,\tilde{n}} \in \text{child}(X_{l,n}) \text{ do} \)
7: \( \tilde{W}_{l,n} \leftarrow \left[ \tilde{W}_{l,n}, (I - XX^T) R_{X_{l,n}}^a V_{l+1,\tilde{n}} \right] \)
8: \( \text{end for} \)
9: \( \tilde{W}_{l,n} \Sigma Y \leftarrow \text{svd}(\tilde{W}_{l,n}) \) \{Inner orthogonalization of columns.\}
10: \( W_{l,n} \leftarrow R_{X_{l,n}}^a \tilde{W}_{l,n} \)
11: \( \text{end if} \)
12: \( \text{end for} \)
13: \( \text{end for} \)

entries in \( \mathcal{O}(N) \) operations, using only local neighbourhoods (see Subsection 2.1). Computing the eigenvectors of the Laplacian corresponding to the first \( k \) eigenvalues is related to the problem of sparse symmetric eigenvalues extraction [25] chapter 8]. This issue is still an ongoing research. Generally, the time complexity of extracting the first \( k \) eigenvectors depends on many factors, such as the separation of the eigenvalues (which is also related to the \( \varepsilon \) parameter of the graph Laplacian), the geometry of the data points, and the desired accuracy. A linear \( \mathcal{O}(Nk) \) implementation of this procedure is suggested in [29] using multigrid approaches. Other algorithms are variations on the Lanczos iterations [25] chapter 9]. We denote by \( T(N, k) \) the upper bound for the running time of extracting the bottom \( k \) eigenvectors of the graph Laplacian constructed from \( N \) data points. Clearly, the complexity of our algorithm depends on \( T(N, k) \) and hence we include it in our overall bound.

The bottom \( k \) eigenvectors of the graph Laplacian comprise \( V_0 \). These vectors are independent but not orthogonal and thus need to be orthogonalized. Line 2 computes an orthonormal basis for \( V_0 \) by applying an SVD procedure on the \( N \times k \) matrix \( V_0 \). This line requires \( \mathcal{O}(Nk^2) \) operations.

Next we analyze the complexity of lines 6-14 in Algorithm 2 for fixed \( n \) and \( l \), that is, for a single set \( X_{l,n} \). Line 6 (the restriction) requires a total of \( \mathcal{O}(|X_{l,n}| k) \) operations, since we apply a matrix with \( |X_{l,n}| \) nonzero entries to \( k \) columns of \( V_{l-1} \). In line 12 we extract the eigenvectors corresponding to the first \( k \) eigenvalues of the local graph Laplacian, which requires \( T(|X_{l,n}|, k) \) operations. Lines 13 and 14 determine the vectors that span the columns of \( V_l \) by applying an SVD procedure on a \( |X_{l,n}| \times 2k \) matrix, which requires
$O(|X_{l,n}|k^2)$ operations. We note that a sophisticated implementation can improve this up to $O(|X_{l,n}|k \log k)$ using random projections based procedures [26].

Now, given (5) and (7), we have that for a given level $l$ the total runtime of lines 4-15 is bounded by

$$\sum_{n \in I_l} T(|X_{l,n}|, k) + O(k^2 |X_{l,n}|) \leq O(k^2 N + T(N, k)),$$

and we conclude that an overall bound for the complexity of Algorithm 2 is

$$O(k^2 N + T(N, k)) \times m = O(k^2 N \log N + T(N, k) \log N),$$

where usually $N \gg k$.

In the second phase, of fast orthogonalization, given in Algorithm 3 the complement spaces (4) are calculated. We analyze the complexity of lines 5-9 in Algorithm 3 for fixed $n$ and $l$. In line 5 we use an SVD to compute an orthonormal basis for $V_{l,n}$, which requires $O(|X_{l,n}|k^2)$ operations. In line 7 we project the vectors from $V_{l+1}$ with support in $X_{l,n}$ onto $V_{l,n}$. The matrix $X$, calculated in line 5, is of size $|X_{l,n}| \times k$ and the matrix $V_{l+1,\tilde{n}}$ is of size $|X_{l+1,\tilde{n}}| \times k$, with $|X_{l+1,\tilde{n}}| < |X_{l,n}|$. We omit the analysis of the case of a leaf, which is essentially the same. Thus, the task of evaluating $X^T V_{l+1,\tilde{n}}$ is bounded by $O(|X_{l,n}|k^2)$ operations. The following (left) multiplication by $X$ in line 7 involves the product of a $|X_{l,n}| \times k$ matrix with a $k \times k$ matrix. Again, this requires $O(|X_{l,n}|k^2)$ operations. The time complexity for subtracting two matrices is linear in the number of their elements. This computation is repeated for at most $C$ iterations ($C$ is given in (7)). Line 9 has the same complexity as line 5.

To conclude, under the assumption of a balanced hierarchy tree, the total complexity of Algorithm 3 is $O(k^2 N \log N)$ operations, which together with (12) concludes the runtime analysis.

To further examine the runtime of the fast orthogonalization procedure, we measure the actual time in seconds needed to orthogonalize the nested approximation spaces for datasets of various sizes. The data points for this experiment are distributed uniformly on the unit cube in $\mathbb{R}^3$ and then normalized back to the unit sphere. We use a full binary tree based on spectral clustering (more details in Subsection 7.1) and a fixed parameter of $k = 5$. Then, we compare the running time with our theoretical bound of $O(k^2 N \log N)$ and present the results in Figure 8. Indeed, it can be seen that the actual runtime agrees with our analysis. 
6. Approximation analysis

We analyze the properties of our bases in two steps. First we recall the notion of generalized vanishing moments, discuss it, and derive decay rates of the expansion coefficients with respect to elements of our basis that possess such a property. Then, we use the analogues of Besov spaces to define the smoothness of a function on a graph, with respect to our basis. That being so, we derive the connection between that definition of smoothness and the corresponding rate of approximation.

6.1. Generalized vanishing moments

The classical vanishing moments property of a function \( f \) over a domain \( \Omega \) is defined as the largest \( k \in \mathbb{N} \) such that

\[
\int_\Omega t^p f(t) dt = 0, \quad p = 0, 1, \ldots, k - 1.
\]

Namely, \( f \) is orthogonal to all polynomials up to degree \( k \). This definition is very natural for several reasons. For instance, approximations with polynomials have many well-known bounds (e.g., Taylor approximation) and the space of polynomials is shift and scale invariant. This invariance is useful, for example, when constructing wavelets, and indeed, most classical wavelets are defined using the scale and shift operators.

For the setting of discrete high-dimensional data, there is no natural interpretation for the scale and shift operators. Moreover, the approximation with high-dimensional polynomials is more complicated [20], and for data sampled from a smooth manifold, even the meaning of
high degree polynomials is not trivial \cite{11}. Thus, there is a need to try to extend the concept of vanishing moments to our setting.

Inspired by other papers such as \cite{15}, we propose to use the eigenfunctions of the Laplace-Beltrami operator, corresponding to the smallest eigenvalues, to define a generalization of the notion of vanishing moments. This approach has an advantage of being amenable to discretization using the graph Laplacian.

Let $X$ be a finite set of points, and denote by $u_p$, $p = 0, 1, \ldots, |X| - 1$, the $p$-th eigenvector (increasing eigenvalues order) of the graph Laplacian defined on $X$. We say that $f : X \mapsto \mathbb{R}$ has $k$ (discrete) generalized vanishing moments if

$$\sum_{x \in X} f(x)u_p(x) = 0, \quad p = 0, 1, \ldots, k - 1. \quad (13)$$

We define the best approximation of a function $f : X \mapsto \mathbb{R}$ using the first $k$ eigenvectors of the graph Laplacian by

$$E_k(f) = \inf_{g \in \text{span}\{u_0, u_1, \ldots, u_{k-1}\}} \|f - g\|. \quad (14)$$

Equipped with (14) we have the following bound on the expansion coefficients in a basis having $k$ generalized vanishing moments.

**Theorem 6.1.** Let $\phi$ be an element in an orthonormal basis defined on $X$. Furthermore, suppose that the basis has $k$ generalized vanishing moments (13). Denote by $J \subset X$ the support of $\phi$. Then, for $f$ defined over $X$ we have

$$|\langle f, \phi \rangle| \leq E_k(f)\sqrt{|J|},$$

where $|J|$ is the number of elements in $J$.

**Proof.** Denote $r_k(f) = f - \sum_{i=0}^{k-1} \langle f, u_i \rangle u_i = f - f_k$, that is $E_k(f) = \|r_k\|$. Then, since the basis has $k$ generalized vanishing moments, we have $\langle f, \phi \rangle = \langle f_k + r_k, \phi \rangle = \langle r_k, \phi \rangle$. Therefore,

$$|\langle f, \phi \rangle| = \left| \sum_{x \in X} r_k(x)\phi(x) \right| \leq \sum_{x \in J} |r_k(x)\phi(x)| \leq \max_{x \in J} |r_k(x)| \sum_{x \in J} |\phi(x)|.$$

By Hölder’s inequality we have

$$\sum_{x \in J} |\phi(x)| \leq \sqrt{\sum_{x \in J} \phi(x)^2} \sqrt{|J|} = \|\phi\| \sqrt{|J|}.$$
Since \( \| \phi \| = 1 \) and \( \max_{x \in \mathcal{J}} |r_k(x)| \leq \| r_k \| \) the proof follows.

Theorem 6.1 shows that the decay rate depends on two factors: the size of the support of \( \phi \) and the rate of best approximation. For the rate of best approximation we use the result in [1], where the relation
\[
\| \nabla f \|^2 = \langle \Delta f, f \rangle
\] (15)
is used to derive
\[
E_k(f) \leq \frac{\| \nabla f \|}{\sqrt{\lambda_k + 1}}.
\] (16)
The bound (16) is also valid for the discrete Laplacian on graphs. The gradient \( \nabla f \) of a discrete function \( f \) can be defined as in [13, Chapter 13] such that (15) holds with respect to the graph Laplacian.

Taking into account (16) and Theorem 6.1, we get an explicit decay rate for the expansion coefficients of a function with a bounded gradient.

**Corollary 6.1.** Let \( \phi \) and \( f \) be as in Theorem 6.1, where \( f \) satisfies \( \| \nabla f \| < M \), \( M > 0 \). Then,
\[
| \langle f, \phi \rangle | \leq \frac{M}{\sqrt{\lambda_k + 1}} \sqrt{| \mathcal{J} |}.
\]

The bound of Corollary 6.1 is composed of three elements: \( M \) which is related to the regularity of \( f \) on the graph, the size of the support of \( \phi \), and \( \lambda_k^{-1} \) where \( \lambda_{k+1} \) grows (slowly) as \( k \) increases, e.g., [14, Chapter 1]. Nevertheless, \( \lambda_k \) is ultimately bounded, and so the decay of the coefficients depends solely on the support.

The supports of the elements of the LMW basis are defined using a hierarchy tree. Assuming that the tree is balanced (see (7)), we have that the support \( | \mathcal{J} | \) decays exponentially with the levels of the tree. In this sense, this result is an analogue to the classical coefficients decay of wavelets.

### 6.2. Smoothness of functions on discrete datasets

We presented the construction of orthonormal bases for the representation of functions defined on discrete datasets. Next, we propose to use such a basis to measure the smoothness of a given function. Using the theory of non-linear analysis [21], we suggest a discrete definition of regularity and derive the relation between the function’s regularity and its approximation rates.

For the clarity of this section, we focus on the \( L_2 \) norm. However, most of the results can be generalized to \( L_p \), \( 1 < p < \infty \) using Minkowski’s inequality and the fact that (due to
Jensen’s inequality) for a function \( f \) defined on the domain \( I \)

\[
\|f\|_p = |I|^\frac{1}{p} \|f\|_q, \quad \frac{1}{q} + \frac{1}{p} = 1, \quad p, q \in [1, \infty].
\]

Ideally, given a function to analyze, we hope to use only a small number of coefficients in regions where the function is “smooth”. On other regions, we would have to use more coefficients. The natural questions that arise are: how do we measure this smoothness for our bases and how good is the approximation using our bases with only a partial set of the coefficients?

Given an orthonormal basis \( \Phi = \{\phi_j\}_{j=1}^N \), we recall the definition of its non-linear best approximation (also known as \( n \)-term approximation)

\[
\sigma_n(f) = \min_{\phi_{j_1}, \ldots, \phi_{j_n} \in \Phi} \|f - \sum_{i=1}^n \langle f, \phi_{j_i} \rangle \phi_{j_i}\|.
\] (17)

We later use the non-linear approximation (17) in our numerical examples as well. The characterization of this approximation can be done by considering the classical smoothness spaces, namely Besov spaces [35].

Denote by

\[
|f|_\tau = \left( \sum_j |\langle f, \phi_j \rangle|^\tau \right)^\frac{1}{\tau}
\] (18)

a measure of smoothness of \( f \) in terms of a parameter \( \tau > 0 \) and with respect to \( \Phi \). We term this the \( \tau \)-measure of \( f \). It turns out [21] that for the case of orthonormal bases, the classical Besov space can be reduced to the space

\[
B_\tau = \{ f \ | \ |f|_\tau < \infty \}, \quad 0 < \tau < 2.
\]

In the classical smoothness analysis, we are especially interested in exploring how rich is the space \( B_\tau \) as \( \tau \) decreases. However, this formal definition looses most of its meaning in the discrete setting, since for \( N \) data points and a fixed \( \tau \) we always have that

\[
\|f\| \leq |f|_\tau \leq N^\frac{1}{\tau} \|f\|,
\]

which implies that any function belongs to \( B_\tau \). Thus, to adapt the definition of \( B_\tau \) to the discrete setting we define

\[
B_{\tau,M} = \{ f \ | \ |f|_\tau < M \text{ and } \|f\| = 1 \}, \quad 0 < \tau < 2, \quad 1 \leq M \leq N^\frac{1}{\tau} - \frac{1}{2}.
\] (19)
Now, for a given function $f$, defined on our data points, and a fixed $M$, we look for the smallest $\tau$ such that $f \in B_{\tau,M}$. This value of $\tau$ determines the smoothness of $f$.

In the next theorem, we summarize the basic properties of the $\tau$-measure, which we use later to gain a better understanding of the discrete smoothness defined above.

**Theorem 6.2.** Let $f$ be a real-valued function, defined over $N$ data points, and assume $\|f\| = 1$. Given an orthonormal basis $\Phi = \{\phi_j\}_{j=1}^N$, the associated $\tau$-measure $(18)$ satisfies

1. **Monotonicity,**
   
   \[ |f|_{\tau_1} \geq |f|_{\tau_2}, \quad \tau_1 \leq \tau_2. \]

2. $|f|_{\tau} \geq 1$, where equality holds if and only if $f \in \Phi$ (that is, $f$ is a basis function up to a sign).

3. Given an integer $s \leq N$, the maximal $\tau$-measure for $f$ of the form
   
   \[ f = \sum_{j=1}^{s} \langle f, \phi_{I_j} \rangle \phi_{I_j}, \quad \phi_{I_1}, \ldots, \phi_{I_s} \in \Phi, \]

   where $\|f\| = 1$ is obtained with $|\langle f, \phi_{I_j} \rangle| = \frac{1}{\sqrt{s}}$. In this case $|f|_{\tau} = s^{\frac{1}{2} - \frac{1}{2}}$.

The proof of Theorem 6.2 is given in Appendix A.

In the classical regularity of functions, one usually gets a hierarchy of smoothness classes. For example, a twice-differentiable function is also differentiable, and a differentiable function is continuous, so the class of twice-differentiable functions is contained in the class of differentiable functions which is contained in the class of continuous functions. The monotonicity property of Theorem 6.2 guarantees that the definition of $B_{\tau,M}$ also yields a hierarchy of smoothness classes. Namely, if $f \in B_{\tau_1,M}$ then $f \in B_{\tau_2,M}$ for $\tau_1 \leq \tau_2$.

The third claim of Theorem 6.2 indicates that as the number $s$ of nonzero coefficients in the expansion of $f$ in the basis $\Phi$ increases, the maximal value of the $\tau$-measure may increase as well, since it is bounded by $s^{\frac{1}{2} - \frac{1}{2}}$, with $\frac{1}{\tau} - \frac{1}{2} > 0$, which grows with $s$. This assertion also suggests that as we take functions whose energy spreads over more and more expansion coefficients in the given basis, these functions may become less smooth according to our definition. In particular, for a fixed $M$ in $(19)$, there exists at least one function for which we may need to increase $\tau$ to satisfy $s^{\frac{1}{2} - \frac{1}{2}} < M$, namely, this function becomes less smooth as $\tau$ decreases.

To further illustrate the latter claim, we consider an LMW basis, defined over data points that are equally spaced on $[0,1]$, with parameters $N = 150$ and $k = 8$. Such a basis is discussed in detail in Subsection 7.1 (a similar basis is also given in the informal description of Section 4). Using this basis, we compare the $\tau$-measure, $|f|_{\tau}$ of $(18)$, for three functions
having a different distribution of energy over their coefficients. This is presented in Figure 9. The example is composed of the following functions. $f_1$ is an element of the basis. Thus, by the second claim of Theorem 6.2 it has a $\tau$-measure of 1, which is the smallest possible. The next two functions $f_2$ and $f_3$ are sampled from $\cos(x)$ and $\sin(10x)$, respectively. Recall that the first $k = 8$ eigenvectors of the graph Laplacian (and thus the first $k$ vectors of the basis) are related to $\cos(2\pi nx)$, $n = 0, \ldots, k - 1 = 7$, see e.g., [16], which results in a sparser representation of $f_2$ compared to that of $f_3$. The comparison between these two representations is given in Figure 10 where the (sorted) absolute values of the most significant coefficients are presented. Consequently, the $\tau$-measure of $f_3$ is larger than that of $f_2$. This relation also demonstrates another interesting interpretation of the discrete smoothness; while $\cos(x)$ and $\sin(10x)$ have essentially the same smoothness in the classical sense, their samples may define discrete functions with different smoothness with respect to a given basis.

![Figure 9: The $\tau$-measure (18) of three different functions, with respect to an LMW basis with parameters $N = 150$ and $k = 8$, for data points equally spaced on $[0, 1]$. The functions $f_1, f_2$ and $f_3$ are an element from the LMW basis, $\cos(x)$, and $\sin(10x)$, respectively.](image)

Similar to the classical case, we can also obtain a Jackson type inequality for the non-linear approximation in terms of the discrete smoothness spaces $B_{\tau,M}$.

**Theorem 6.3.** Let $f \in B_{\tau,M}$, $0 < \tau < 2$. Then,

$$\sigma_n(f) \leq \frac{|f|_x}{n^\alpha} \leq \frac{M}{n^\alpha},$$

where $\alpha = \frac{1}{\tau} - \frac{1}{2}$.

**Proof.** Let the expansion coefficients of $f$ be ordered in a non-increasing order, that is

$$|\langle f, \phi_{I_{j+1}} \rangle| \leq |\langle f, \phi_{I_j} \rangle|, \quad 1 \leq j \leq N - 1.$$
Figure 10: The absolute values of the most significant expansion coefficients of $\cos(x)$ and $\sin(10x)$, with respect to an LMW basis with parameters $N = 150$ and $k = 8$, for data points equally spaced on $[0, 1]$.

Then,

$$
\sigma_n(f) = \left( \sum_{j=n+1}^{N} \langle f, \phi_{I_j} \rangle^2 \right)^{\frac{1}{2}} \\
\leq \left( |\langle f, \phi_{I_n} \rangle|^{2-\tau} \sum_{j=n+1}^{N} |\langle f, \phi_{I_j} \rangle|^\tau \right)^{\frac{1}{2}} \\
= |\langle f, \phi_{I_n} \rangle|^{1-\frac{1}{2}} \left( \sum_{j=n+1}^{N} |\langle f, \phi_{I_j} \rangle|^\tau \right)^{\frac{1}{2}} \\
= n^{-\alpha} \left( n |\langle f, \phi_{I_n} \rangle|^\tau \right)^{\frac{1}{2}} \left( \sum_{j=n+1}^{N} |\langle f, \phi_{I_j} \rangle|^\tau \right)^{\frac{1}{2}}.
$$

From [34], for any $0 < \alpha \leq s$ and $a, b > 0$ we have $a^{\alpha}b^{s-\alpha} \leq (a + b)^s$. Thus, using the monotonicity of the expansion coefficients,

$$
\sigma_n(f) \leq n^{-\alpha} \left( n |\langle f, \phi_{I_n} \rangle|^\tau + \sum_{j=n+1}^{N} |\langle f, \phi_{I_j} \rangle|^\tau \right)^{\frac{1}{\tau}} \leq n^{-\alpha} |f|_{\tau}.
$$

Theorem 6.3 directly links the regularity of a function, given in terms of the basis, to the best $n$-term approximation. The opposite direction of Theorem 6.3 is a Bernstein type estimation, given by

$$
|f|_{\tau} \leq n^\alpha \|f\|.
$$
The proof is merely an application of Hölder’s inequality, since $\|fg\|_r \leq \|f\|_p \|g\|_q$ where $\frac{1}{p} + \frac{1}{q} = \frac{1}{r}$, $0 < r < 2$, $0 < p, q$ and $r < p, q$. This completes our discrete analogue for the classical characterization of the non-linear $n$-term approximation.

One aspect of Theorem 6.3 is that knowing a bound on the coefficients of a given function, immediately provides a bound on its best $n$-term approximation. For example, assume $|\langle f, \phi_j \rangle| \leq \varepsilon$, for all $1 \leq j \leq N$. Then

$$|f|^r = \sum_{j=1}^{N} |\langle f, \phi_j \rangle|^r \leq \varepsilon^r N.$$ 

In other words, $f \in B_{\tau, \varepsilon N^{\frac{1}{r}}}$ and thus Theorem 6.3 guarantees that

$$\sigma_n(f) \leq \frac{\varepsilon N^{\frac{1}{r}}}{n^\alpha}.$$ 

7. Numerical examples

In this section we demonstrate numerically our construction and its properties using various examples. For these examples we use the kernel $K(x, y) = e^{-x - y^2/2\varepsilon}$, where $\varepsilon$ is chosen by the criterion described in [16].

7.1. Approximating functions

Our class of bases includes two important cases with extreme values of $k$. The first is the Haar basis where $k = 1$. In this case, all nested approximation spaces (2) consist only of the constant vector. The second case is the basis that corresponds to $k = N$, where the nested approximation spaces (2) include only $V_0$. In this case $V_0$ comprises of all the eigenvectors of the graph Laplacian on the data. We call the latter the graph Laplacian basis.

In this subsection we explore the representation of functions using four different bases from our family of bases - the Haar basis, the graph Laplacian basis, and two intermediate bases where $1 < k < N$. The Haar basis represents well functions with highly localized changes (e.g., the delta function). However, it typically doesn't efficiently represent other signals having more global behaviour. On the other hand, the graph Laplacian basis, which is a generalization of the Fourier basis for general domains, is known to represent poorly functions with local oscillations or “jumps”.

We study the different representations using three synthetic datasets. The first comprises of equally spaced points on $[0, 1]$, the second consists of points randomly distributed over the unit sphere $S^2 \subset \mathbb{R}^3$, and the third consists of points in $\mathbb{R}^{1000}$, which lie on an intrinsically low-dimensional manifold.
Case 1 - equally spaced points on \([0,1]\)

For the first set of examples, we use 150 equally spaced points on \([0,1]\), that is the set

\[
\mathcal{X} = \{x_j\}_{j=1}^N, \quad x_j = (j - 1)/N, \quad N = 150.
\]  

(20)

We choose three functions with different properties: a smooth function, a function with large local oscillations, and a smooth function with a simple jump discontinuity. In each case we present the function and the relative error (\(L_2\) norm) associated with the best non-linear approximation (17) (where we use the largest coefficients of the representation) versus the number of coefficients in use.

Our intermediate cases in this example are \(k = 8\) and \(k = 15\), corresponding to 5\% and 10\% of the dataset size \(N\), respectively. As the tree partition we simply use the dyadic partition over \([0,1]\). The result is a full binary tree \(T_X(k)\). Recall that the value of the parameter \(k\) determines the depth of the tree \(T_X(k)\) (see Subsection 2.3). Thus, higher values of \(k\) lead to bases with many non-localized elements, which become inefficient for practical use with large datasets. To demonstrate the last claim, we present in Figure 11 the nonzero entries of 4 matrices corresponding to 4 bases with different values of \(k\). In these matrices, each column corresponds to one basis vector. Since the tree \(T_X(k)\) is binary, all but the first \(2k\) columns are zero on at least half of the data. We can clearly see that the sparsity of these matrices decreases as \(k\) grows. Note that for \(k = N\) the matrix is full, that is 22,500 nonzero entries, and for values just above \(k = 15\), which is 10\% of \(N\), the matrix has more nonzero elements than zeros.

![Figure 11](image)

Figure 11: The sparsity of the matrices corresponding to different LMW bases defined on \(\mathcal{X}\) of (20). The elements of each basis are given as columns.

Our first numerical example is of the representation of the smooth function \(\sin(4x)\). This function is presented in Figure 12(a). The relative approximation errors using a varying number of expansion coefficients are displayed in Figure 12(b). As expected, for a smooth
function, the graph Laplacian basis gives the fastest decay of the error. However, despite the small support of most of the elements in the bases corresponding to the intermediate cases \( k = 8 \) and \( k = 15 \), the representation using these bases is almost as sparse as in the graph Laplacian basis.

In the second one-dimensional example, we use samples from the function

\[
g(x) = \sin\left(\frac{1}{0.01 + 2x}\right),
\]

shown in Figure 13(a). This function oscillates rapidly near zero. Thus, we expect the local bases to give better results in terms of the relative approximation error. As illustrated in Figure 13(b), the graph Laplacian basis provides the poorest approximation. As expected, the more localized bases exhibit better results. The Haar basis starts well with only a few coefficients in use, but then the intermediate case of \( k = 8 \) achieves the lowest approximation error.

The last one-dimensional example is the piecewise smooth function

\[
h(x) = \begin{cases} 
\sin(4x) & \text{if } x \in [0, \frac{1}{2}], \\
-\sin(4x) & \text{if } x \in (\frac{1}{2}, 1],
\end{cases}
\]

presented in Figure 14(a). The relative errors are illustrated in Figure 14(b). Here, both the \( k = 8 \) and \( k = 15 \) bases perform significantly better than the others. Note that in this example the jump discontinuity is aligned with the dyadic partition. In the next scenario
we will examine a case where the partition of the data is misaligned with the jump in the function.

Case 2 - data points randomly distributed on $S^2$

We choose 1000 data points in $\mathbb{R}^3$, uniformly distributed on the unit sphere $S^2$. As in the one-dimensional case, we compare the graph Laplacian and Haar bases, defined on $S^2$, with other LMW bases. As shown in the previous examples, lower values of $k$ provide better results than higher values of $k$. Thus, in the following set of experiments, we set $k$ to be 1% and 5% of $N$, namely, $k = 10$ and $k = 50$.

Henceforth, unless otherwise stated, for each dataset we construct a binary tree by using a recursive spectral partition – at each node of the tree we construct the graph Laplacian on the points in that node, compute the second eigenvector of the graph Laplacian, and partition the points into the left and right children at the median value of the eigenvector [40, 43].

We study four functions defined on the sphere. Two smooth functions, a function with a region of high oscillations, and a quadratic function restricted to two sub-domains on the sphere. The latter is of special interest because we choose one sub-domain not to coincide with any sub-domain of the hierarchy tree. This allows to demonstrate the effect of the hierarchy tree on our representation.

Consider the Gaussian function,

$$G(x) = \exp(-\|x - x_0\|^2),$$  \hspace{1cm} (23)
with a fixed $x_0 \in S^2$. This function is presented in Figure 15(a) with its relative approximation errors in Figure 15(b). As $G(x)$ is smooth and has global support, the Haar basis performs poorly, while the graph Laplacian basis gives the best results. The intermediate cases tend to behave as the graph Laplacian in this example. Another example for the representation of a smooth function on the sphere is given by the function

$$C(x) = \| \cos(2x) \|,$$

where the cosine is calculated componentwise. The function and its approximation errors are shown in Figures 16(a) and 16(b) respectively. The intermediate cases clearly show the significance of the generalized vanishing moments in this case, as the errors decrease as $k$ grows.

In the next examples, we use functions with some local behaviour. In Figures 17(a) and 17(b) we present the results for the function

$$R(x) = \sin \left( (x^T x_0 + 0.2)^{-1} \right),$$

where $x_0$ is a fixed point on the sphere. This function has global support, however, it oscillates rapidly in regions on the sphere where $x$ is close to being orthogonal to $x_0$. One can observe the advantage of bases having elements with local support over the basis of the graph Laplacian. For this example, the best choice for the parameter $k$ is the intermediate
Figure 15: Representing a Gaussian function on the sphere.

Figure 16: Representing a smooth function on the sphere.
value of $k = 10$.

A natural question is what is the effect of using a “bad” hierarchy tree. In some sense, wrong partitions are the Achilles heel of wavelets theory. The next simple example illustrates this phenomenon in our setting. We use a quadratic function of the form $x^TAx + x^Tb$ restricted to two different subsets of 250 data points (25% of the data). The first subset, denoted by $A_1$, coincides with one of the subsets in the hierarchy tree. The second subset, denoted by $A_2$, consists of the 250 data points that are closest to a fixed $x_0 \in S^2$. This subset does not coincide with any subset in the hierarchy tree. The function and its two restrictions are presented in Figure 18. The approximation results are presented in Figure 19. Obviously, the graph Laplacian is not affected by the hierarchy tree, and thus produces the same results when restricting the function to either $A_1$ or $A_2$. For the subset $A_1$, the three bases with $k = 1, 10, 50$ provide almost zero error when using about 200 coefficients, where the $k = 10$ basis exhibits the lowest approximation error. The Haar basis also exhibits low approximation errors but reveals again its difficulties in representing smooth functions (even on a local scale). For the subset $A_2$, we get error rates which seem to grow as $k$ increases. Both $k = 10$ and $k = 1$ bases show almost identical best results.

Case 3 - large dataset on $\mathbb{R}^{1000}$

We next apply the algorithm to a large dataset consisting of $N = 100000$ data points in $\mathbb{R}^{1000}$. To introduce structure into this high-dimensional example, we design the samples to have low intrinsic dimension. Specifically, we take $N$ points uniformly distributed on $S^2$,
and use them as coordinates in a coordinate system whose axes are three random orthogonal vectors in $\mathbb{R}^{1000}$.

We compare the Haar basis with an intermediate one. As shown in previous examples, the value of $k$ can be relatively small compared to $N$ and still have an advantage over the Haar basis in representing smooth functions. Therefore, we choose $k = 15$. The graph Laplacian is constructed based on 30 nearest neighbours using a fast $k$-NN algorithm [28]. The kernel is $K(x, y) = e^{-x^2 - y^2 / 2\varepsilon}$, where $\varepsilon$ is chosen by the criterion described in [16].

We consider two test functions on this data. The first is a smooth function where the value at each point equals the point’s first intrinsic coordinate (1 out of 3). The error comparison is presented in Figure 20(a), where the $k = 15$ basis clearly outperforms the Haar basis. Note that using the $k = 15$ basis for that smooth function yields about 1% relative error using only 50 largest coefficients, that are merely 0.05% of the coefficients. The second test function is the function $R(x)$ of (25), applied over the coordinates of the data, which contains a region of high oscillations (see above). The results are shown in Figure 20(b). The Haar basis exhibits better results up to 20 coefficients, after which the $k = 15$ basis outperforms it quickly, reaching an error of less than 2%.

Note that a few computational considerations become significant for such a large dataset. On one hand, a large value of $k$ leads to a less sparse basis matrix (see Figure 11) and thus it increases the storage and the complexity of any calculation done with this basis. Furthermore, the runtime also grows due to the many eigenvectors calculated during the construction. On the other hand, a small value of the parameter $k$ results in a deeper and larger tree (almost twice as large for Haar than for $k = 15$). This requires more storage space and also increases the runtime as the number of approximation levels grows.
Figure 19: The relative approximation error in representing a quadratic function on the sphere using two different trees: (a) the support of the function corresponds to one of the subsets of the tree partition (subset $A_1$) (b) the support of the function is not compatible with the tree partition (subset $A_2$). The results show the effect of the tree partition for bases with $k < N$.

7.2. Compression of hyperspectral images

Next, we demonstrate our algorithm on a real dataset of a hyperspectral image. Hyperspectral data analysis has become increasingly popular in the last few years due to the growing number of applications that produce or use such data, such as earth monitoring applications.

A hyperspectral image is an image where each pixel is associated with a vector of measurements at various wavelengths [12]. The rationale behind measuring many wavelengths is that different materials have different signatures at different wavelengths. Typically, this type of data is collected by a remote sensing platform such as a satellite or an aircraft.

The data which we use to construct our bases consist of a hyperspectral image of the visible spectral region. The function defined on the image is the surface temperature at each pixel. Our goal is to compress the image of the surface temperature which was derived from sensors in the non-visible LWIR (long-wave infrared) spectral region.

The image data for our example consists of 400 rows and 400 columns, with 12 different wavelengths per pixel. In other words, the input dataset for our algorithm includes 160,000 vectors in $\mathbb{R}^{12}$. The 12 different wavelength measurements are presented as images in Figure 21.

As a conclusion from the large dataset example in the previous subsection we choose the parameter $k = 20$. We use a hierarchy tree partition based on spectral clustering, and the graph Laplacian is constructed based on 30 nearest neighbours using a fast $k$-NN algorithm [28] and with the kernel $K(x, y) = e^{-x-y^2/2\varepsilon}$, where $\varepsilon$ is chosen by the criterion
Figure 20: The relative approximation error in representing two functions defined on a low-dimensional manifold embedded in $\mathbb{R}^{1000}$.

Figure 21: The 12 wavelength bands of the input hyperspectral image.

described in [16]. The algorithm was implemented in Matlab and was executed on a dual Intel Xeon(R) CPU X5560 @ 2.8GHz with 96GB of memory.

We compare our compression results with two (non-adaptive) image compression schemes. The first is the discrete cosine transform (DCT) and the second is the JPEG2000 compression. For compression using our basis we apply the best non-linear approximation [17].

The full image of surface temperature appears in Figure 22. The temperature was rescaled linearly to the range $[0, 255]$ for ease of manipulation. One can easily spot the urban islands which appear as high valued points. Other areas consist of a variety of surfaces including forests, roads and open fields.

The compression results are presented in Figures 23–25. In Figure 23 we show the compression using 0.125\% of the coefficients, that is, 200 coefficients. The LMW based compres-
Figure 22: The image of surface temperature, acquired by long-wave infrared sensors. High values indicate warm locations and lower values indicate colder locations.

As can be seen from these figures, almost none of the original image features are preserved when using the non-adaptive compressions.

Another comparison is shown in Figure 24 for the LMW and JPEG2000 compressions, where we use 0.5% of coefficients, that is, 800 expansion coefficients. To highlight the differences, we present the results for a small part of the image.

To further quantify the results of the LMW based compression, we present the accumulated energy ($L_2$ norm) of the non-linear approximation, that is, the ratio between the energy of the compressed image and the original image, as a function of the number of coefficients we use. This measure complements the relative error measure of our approximation. These two measures are displayed in Figure 25 and indicate that compression using less than 1% of the coefficients retains up to 90% of the total energy with a relative error of about 8%.

The code of all examples, including the full implementation of the LMW algorithm and the scripts for producing the examples, is available at the author’s website www.tau.ac.il/~nirsharo.

8. Conclusions and discussion

We presented a construction of a family of bases for representing functions defined on discrete scattered data. The bases of this family are characterized by a single integer parameter, which corresponds to the number of generalized vanishing moments on one hand, and determines the locality of the elements of the bases on the other hand. This parameter provides the flexibility of choosing the most appropriate basis to use, depending on the application.
We proved the connection between generalized vanishing moments and the decay of the expansion coefficients, and demonstrated it with numerical examples. In addition, we showed that multiscale elements (having varying support sizes) lead to a fast transform and enable to apply our construction to large datasets. Specifically, we illustrated our construction using a hyperspectral image. The resulting basis gives rise to sparse representations of a function on the data (an image of new modality) and enables the compression of such a function. We believe that this example reveals some of the potential of the LMW bases, for example, for compressing and denoising of large scale data, for calculating the inverses of operators, and for prediction tasks in machine learning.

During our study we encountered several theoretical issues to be addressed in future work. One such issue is related to the partition trees used. In particular, how to characterize or construct an optimal tree to be used as an input to the LMW algorithm. Another issue is to draw general guidelines for fine tuning the parameter $k$ for a given a dataset.
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Appendix A. Proof of Theorem 6.2

Proof. First, one observes that the exponential function $c^x$, $x > 0$ is monotonically increasing for $c > 1$, a constant function for $c = 1$, and monotonically decreasing for $c < 1$, since its derivative is $\ln(c)c^x$.

Denote the expansion coefficients of $f$ in the orthonormal basis $\{\phi_j\}$ by $\alpha_j = \langle f, \phi_j \rangle$. Then, since $\|f\| = 1$, the orthogonality of the basis functions $\{\phi_j\}$ yields $\sum_{j=1}^N |\alpha_j|^2 = 1$, and thus $0 \leq |\alpha_j| \leq 1$. By the monotonicity of $c^x$ we get that $\tau_1 \leq \tau_2 < 2$ leads to
\[ |\alpha_j|^2 \leq |\alpha_j|^\tau_2 \leq |\alpha_j|^\tau_1. \] Therefore,

\[ 1 = \sum_{j=1}^{N} |\alpha_j|^2 \leq \sum_{j=1}^{N} |\alpha_j|^\tau_2 \leq \sum_{j=1}^{N} |\alpha_j|^\tau_1. \]

Similarly, \( 0 < \frac{1}{\tau_2} \leq \frac{1}{\tau_1} \) results in \( 1 \leq |f|^\tau_2 \leq |f|^\tau_1 \), which proves the first claim and first part of the second claim.

For the second claim, if \( f = \pm \phi_{j^*} \) for some index \( j^* \), then \( |\alpha_{j^*}| = 1 \) and \( \alpha_j = 0 \) for \( j \neq j^* \). In this case, \( |f|^\tau = 1 \) for any \( 0 < \tau < 2 \). Conversely, if \( f \neq \pm \phi_j \) for all \( j \), then, there exist \( 2 \leq s \leq N \) nonzero coefficients \( 0 < |\alpha_{jk}| < 1 \) such that

\[ f = \sum_{k=1}^{s} \alpha_{jk} \phi_{jk}. \]

By using again the monotonicity of \( c^x \), we get that for \( \tau < 2 \) it holds that \( |\alpha_{jk}|^2 < |\alpha_{jk}|^\tau \) for \( k = 1, \ldots, s \). Summing over \( k \) gives

\[ 1 = \sum_{k=1}^{s} |\alpha_{jk}|^2 < \sum_{k=1}^{s} |\alpha_{jk}|^\tau = |f|^\tau, \]

which concludes the proof of the second claim.

For the third claim, we look for \( \max (\alpha_1^\tau + \cdots + \alpha_s^\tau) \) such that \( \alpha_1, \ldots, \alpha_s > 0 \) and \( \alpha_1^2 + \cdots + \alpha_s^2 = 1 \). To resolve this problem, we define the Lagrangian,

\[ L(\alpha_1, \ldots, \alpha_s, \lambda) = \alpha_1^\tau + \cdots + \alpha_s^\tau + \lambda(\sum_{j=1}^{s} \alpha_j^2 - 1) \]

and deduce that the extremum is achieved for \( \lambda = -\frac{2}{\tau} \alpha_j^{\tau-2} \). Since we have the lower bound of the second claim, the extremum is a maximum, and is obtained for \( \alpha_1 = \alpha_2 = \cdots = \alpha_s = \frac{1}{\sqrt{s}} \). Given a function \( f \) with such expansion coefficients, a direct calculation gives \( |f|^\tau = s^{1-\frac{1}{\tau}} \)

where \( \frac{1}{\tau} - \frac{1}{2} > 0 \).


