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ABSTRACT
We establish a generic reduction from nonlinear spectral gaps of

metric spaces to data-dependent Locality-Sensitive Hashing, yield-

ing a new approach to the high-dimensional Approximate Near

Neighbor Search problem (ANN) under various distance functions.

Using this reduction, we obtain the following results:

For general d-dimensional normed spaces and n-point datasets,
we obtain a cell-probe ANN data structure with approximation

O (
logd
ε2 ), space dO (1)n1+ε , and dO (1)nε cell probes per query, for

any ε > 0. No non-trivial approximation was known before in

this generality other than the O (
√
d ) bound which follows from

embedding a general norm into ℓ2.

For ℓp and Schatten-p norms, we improve the data structure

further, to obtain approximation O (p) and sublinear query time.

For ℓp , this improves upon the previous best approximation 2
O (p )

(which required polynomial as opposed to near-linear in n space).

For the Schatten-p norm, no non-trivial ANN data structure was

known before this work.

Previous approaches to the ANN problem either exploit the low

dimensionality of a metric, requiring space exponential in the di-

mension, or circumvent the curse of dimensionality by embedding

a metric into a “tractable” space, such as ℓ1. Our new generic re-

duction proceeds differently from both of these approaches using a

novel partitioning method.

CCS CONCEPTS
•Mathematics of computing→ Dimensionality reduction; •
Theory of computation → Random projections and metric
embeddings; Computational geometry; Design and analysis of

algorithms;

KEYWORDS
Nearest neighbor search, nonlinear spectral gaps, randomized space

partitions, locality-sensitive hashing
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1 INTRODUCTION
The c-Approximate Near Neighbor Search (c-ANN) problem is de-

fined as follows. Given an n-point dataset P ⊂ X lying in a metric

space (X ,dX ), we want to preprocess P to answer approximate near

neighbor queries quickly. Namely, given a query point q ∈ X such

that there is a data point p∗ ∈ P with dX (q,p∗) ≤ r , the algorithm
should return a data point p̂ ∈ X with dX (q, p̂) ≤ cr . We refer to

c > 1 as the approximation and r > 0 as the distance scale; both pa-

rameters are known during the preprocessing. The main quantities

to optimize are the space the data structure occupies and the time it

takes to answer a query. In addition to being an indispensable tool

for data analysis, ANN data structures have spawned two decades

of theoretical developments (see, e.g., the surveys [4, 7] and the

thesis [47] for an overview).

1.1 ANN for General Distances Functions
The best-studied metrics in the context of ANN are the Ham-

ming/Manhattan (ℓ1) and the Euclidean (ℓ2) distances. Both ℓ1
and ℓ2 are very common in applications and admit efficient algo-

rithms based on hashing: in particular, Locality-Sensitive Hashing

(LSH) [3, 27] and its data-dependent counterparts [6, 9, 11]. Hashing-

based algorithms for ANN over ℓ1 and ℓ2 have now been the subject

of a long line of work, leading to a comprehensive understanding

of the respective time–space trade-offs.

Beyond ℓ1 and ℓ2, the ANN landscape is much more mysterious

despite having received significant attention (see Section 1.4 for an

overview). In summary, we are still very far from having a general

recipe for ANN data structures for generalmetrics with a non-trivial

approximation. This state of affairs motivates the following broad

question.

Problem 1. For a given approximation c > 1, which metric spaces

allow efficient ANN algorithms?

An algorithm for general metrics is highly desirable both in

theory and in practice. From the theoretical perspective, we are in-

terested in a theory of ANN algorithms for a wide class of distance
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functions. Such a theory would yield data structures (or impossi-

bility results) for a variety of important distances for which we

still do not know efficient ANN algorithms (e.g. the Earth Mover’s

Distance (EMD), the edit distance, generalized versions of the Ham-

ming distance
1
, etc). Perhaps even more tantalizing is the question

of understanding what geometric properties of a metric space gov-

ern the hardness of ANN. In addition to the theoretical interest,

in practice, one often needs to tune the distance function to the

specifics of the application, and hence generic ANN algorithms are

also preferred.

In this paper, we focus on the following important case of Prob-

lem 1, which was first raised in 2010 [2].

Problem 2. Solve Problem 1 for d-dimensional normed spaces.

Most metrics arising in applications are actually norms (e.g.,

the ℓp distances, matrix norms, the Earth Mover’s Distance, etc.).

Besides that, norms are geometrically nicer than general metrics,

so there is more hope for a coherent theory (e.g., for the problems

of sketching and streaming norms, see the general results of [8, 17],

for ANN over general symmetric norms, see a recent result [10]).

1.2 Main Results
In this paper, we make progress towards resolving Problem 2. Our

main contribution is a data structure for theO (logd )-ANN problem

over a general d-dimensional norm in the cell-probe model intro-

duced by Yao [50]. Prior to this work, the only other ANN data

structure for general norms achieved approximation O (
√
d ) (see

Section 1.4).

Theorem 1.1. Let 0 < ε < 1. Suppose that (Rd , ∥ · ∥) is a d-
dimensional normed space. Then there exists a randomized data struc-

ture for O
(
logd
ε2

)
-ANN over ∥ · ∥ with the following parameters:

• The space used by the data structure is n1+ε · dO (1)
;

• The query procedure probesnε ·dO (1)
words in memory, where

words consist of O (logn) bits2.

Let us emphasize that we do not claim any time bound on the

query procedure. We only restrict the number of memory locations

the data structure is allowed to probe (see Section 4 for a further

discussion of the model). Nonetheless, we conjecture that one can

in fact obtain a data structure for O (logd )-ANN with sublinear

time query complexity (as opposed to cell probe complexity only),

provided a suitable oracle access to the norm.

Irrespective of the conjecture, our theorem can be thought of as

a barrier for proving impossibility of efficient ANN data structures

with approximation O (logd ) for general norms. This is because

all known unconditional data structure lower bounds proceed by

proving a cell-probe lower bound [39]. Thus, a potential strong

lower bound for the ANN problem would require a completely new

approach to data structure lower bounds.

The main tool behind Theorem 1.1 is a new random partition

for sets of points in a general normed space, and is of independent

interest. In particular, we show how to convert an estimate on the

1
E.g., a metric of interest in applications is (Xd , ρXd ), whereX is a metric itself, with

the distance between vectors x, y ∈ Xd
defined as ρXd (x, y ) =

∑d
i=1 dX (xi , yi ).

2
We assume that all the coordinates of the dataset and query points as well as r can

be stored in O (logn) bits.

nonlinear spectral gap of a metric space into a data-dependent

Locality-Sensitive Hashing (LSH) family (see Section 1.3 for an

overview).

Finally, our technique also gives a natural approach to designing

data structures for specific metric spaces with better parameters,

including sublinear time. Indeed, we instantiate our technique with

the ℓp and Schatten-p norms, for which, with additional work, we

obtain data structures with better approximations and sublinear

time. For the ℓp norms, we obtain approximation c = O (p), which

improves exponentially over the approximation factor of 2
O (p )

from [15, 43] (see Section 1.4).

Theorem 1.2. Let 0 < ε < 1 and 2 < p ≤ ∞. There exists a
randomized data structure for O (p/ε )-ANN over the ℓp norm with

the following parameters:

• The space used by the data structure is n1+ε · dO (1)
;

• The query procedure takes time nε · dO (1)
.

Generalizing the theorem from above to Schatten-p norms, we

obtain the first ANN data structures with a non-trivial approxima-

tion factor. Recall that the Schatten-p norm ∥ · ∥Sp of a matrix is

the ℓp norm of the vector of its singular values
3
. The challenge of

designing ANN under Schatten norms was posed in [2].

We state our Schatten-p results for regimes 1 ≤ p ≤ 2 and

2 < p < ∞ separately.

Theorem 1.3. Let 0 < ε < 1 and 1 ≤ p ≤ 2. There exists a

randomized data structure for c-ANN over the Schatten-p norm, where

c = O
(

1

ε2/p
)
with the following parameters:

• The space used by the data structure is n1+ε · dO (1)
;

• The query procedure takes time nε · dO (1)
.

We now state the data structure for Schatten-p norms with p > 2.

Compared to the ℓp algorithm from Theorem 1.2, the result for

Schatten-p has worse dependence on the dimension for the space

and query time. We note that for p > logd , the norm ∥x ∥Sp is a

constant factor from ∥x ∥S
logd ; thus, it suffices to consider the cases

when 2 < p ≤ logd .

Theorem 1.4. Let 0 < ε < 1 and 2 < p ≤ ∞. There exists

a randomized data structure for c-ANN over the Schatten-p norm,

where c = O (p/ε ) with the following parameters:

• The space used by the data structure is n1+ε · dO (p )
;

• The query procedure takes time nε · dO (p )
.

See Section 1.4 for a more detailed exposition of how Theorem 1.3

and Theorem 1.4 relate to previously known results.

Let us note that the preprocessing procedures in all the new data

structures are inefficient. Improving the preprocessing time is left

as an interesting open problem.

1.3 Techniques

Nonlinear spectral gaps. At the conceptual level, the main con-

tribution of the paper is a reduction from bounds on the nonlinear

spectral gap to a data-dependent Locality-Sensitive Hashing (LSH)

3
The Schatten-1 norm is known under the names of the nuclear or trace norm, the

Schatten-2 norm is simply the Frobenius norm, and Schatten-∞ is known as the

spectral or the operator norm.
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family for a general metric space. Let A = (ai j ) ∈ R
m×m

be a sym-

metric doubly stochasticm ×m matrix. Then, for a metric space

(X ,dX ) and q ≥ 1 the nonlinear spectral gap γ (A,d
q
X ) is the small-

est number for which the following holds. For every set of points

x1,x2, . . . ,xm ∈ X ,

1

m
·

m∑
i=1

m∑
j=1

dX (xi ,x j )
q ≤ γ (A,d

q
X ) ·

m∑
i=1

m∑
j=1

ai j · dX (xi ,x j )
q .

For the ℓ2 norm, γ (A, ∥ · ∥2
2
) = 1

1−λ2 (A)
, where λ2 (A) is the second

largest eigenvalue of A; i.e. in this case γ (A, ∥ · ∥2
2
) is the inverse of

the usual spectral gap ofA. A systematic study of nonlinear spectral

gaps of metric spaces was initiated in [37]. Similar inequalities

can be found in earlier works (see, e.g., the introduction of [38]

for a thorough literature review); we single out the reference [36]

which is instrumental for our results. In the above-mentionedworks,

bounds on the nonlinear spectral gap were primarily used to show

strong non-embeddability results.

We use the following recent result from [40] in order to build a

cell-probe data structure for ANN over a general norm, as claimed

in Theorem 1.1.

Theorem 1.5 ([40]). For every norm ∥ · ∥ defined on Rd , one has:

γ (A, ∥ · ∥2) = O

(
log

2 d

(1 − λ2 (A))2

)
.

We present a simplified proof of this theorem with a slight gen-

eralization to a weighted setting (which we need for the actual

reduction) in Section 6.

At a high level, a strong enough upper bound on γ (·,d
q
X ) in

terms of γ (·, ∥ · ∥2
2
) gives a cell-probe data structure for ANN over

a given metric space (X ,dX ) using the reduction given in this

paper. For the time-efficient data structures over ℓp and Schatten-

p spaces (Theorem 1.2 and Theorem 1.4), we need the nonlinear

spectral gap inequality in a strong Rayleigh quotient form. For the

ℓp norms, such a stronger inequality was shown by Matoušek [36].

We adapt Matoušek’s inequality to the weighted setting in the full

version. For Schatten-p, the corresponding inequality is stated and

proved in the full version. The new inequality is an extension of

the Matoušek’s inequality to the matrix setting using estimates

from [48]. An additional twist compared to [36] is the need for a

fixed-point statement similar to the Brouwer’s theorem.

Data-dependent LSH. We now briefly describe how to utilize

Theorem 1.5 to obtain a data-dependent LSH family for a general

norm. Informally, for a given dataset, we would like to design a

random partition of Rd that separates a query point from far data

points often, while not separating a query point from close data

points too often. With such a random partition, we can build the

data structure as simply a collection of random decision trees. In

each node, we sample a partition from the family, split the dataset

among child nodes accordingly, and recurse on each child node.

This connection has already been used in [9, 11, 24] (however, let

us note that in [24] space partitions are used in a fundamentally

different way; see the discussion in Section 1.5).

The construction of the data-dependent LSH incorporates three

main ideas.

• We use the multiplicative weights update algorithm (MWU)

[13] to reduce the problem of constructing a random parti-

tion to the problem of finding a deterministic partition that

works on average with respect to a given distribution over

points. This step is non-trivial since the resulting random

partition must depend on the dataset fairly weakly so that a

sample from it can be stored in poly(d ) space. We end up us-

ing two levels of MWU, where the “outer” part is responsible

for “guessing” the dataset iteratively, while the “inner” part

finds the required random partition for the current guess.

• The problem of finding a deterministic partition can be seen

as finding a sparse cut in an undirected graph embedded in

(Rd , ∥ · ∥) so that the following conditions hold. First, we as-
sume that the distance between the endpoints of every edge

is at most 1. Additionally, we may assume that the distance

between a typical pair of vertices is ≫ logd . It suffices to

prove that this graph cannot be a spectral expander, since

we may then employ Cheeger’s inequality [19, 20] to obtain

a sparse cut.

• Finally, Theorem 1.5 directly implies that expanders do not

embed into (Rd , ∥ ·∥), so the above graph cannot be a spectral
expander. In fact, if A ∈ Rm×m is a normalized adjacency

matrix of a graph and x1,x2, . . . ,xm ∈ R
d
are the points the

vertices are mapped to, then the following holds. Since every

edge has length at most 1,

m∑
i=1

m∑
j=1

ai j · ∥xi − x j ∥
2 ≤

m∑
i=1

m∑
j=1

ai j =m. (1)

Since a typical pair of vertices is at distance≫ logd apart,

1

m
·

m∑
i=1

m∑
j=1
∥xi − x j ∥

2 ≫m · log2 d . (2)

Combining (1) and (2) with Theorem 1.5, we get that 1 −

λ2 (A) ≪ 1, which implies that the graph is not an expander.

Algorithmically, we construct a randomized space partition by

combining the two-level MWU algorithm together with a spectral

partitioning procedure. The new data-dependent LSH construction

gives a generic approach to ANN, which departs substantially from

the commonly-used embeddings technique.

Partitions of normed spaces. As mentioned briefly, Theorems

1.1, 1.2, 1.3, and 1.4 follow from new partitioning results for sets

of points lying in normed spaces. The specific partitioning results

are given in Sections 6 and the full version. Let us now state the

partitioning results for ℓp spaces and for general normed spaces.

A box in Rd is an intersection of sets of the form {x ∈ Rd | xk ≤

u} or {x ∈ Rd | xk ≥ u}, where 1 ≤ k ≤ d and u ∈ R. In the full

version, we obtain the following partitioning result for ℓp spaces.

Theorem 1.6. Let 0 < ε < 1, 2 < p < ∞ and R > 0. Consider any

dataset P ⊂ Rd of n points lying in Bp (0,R) = {x ∈ R
d | ∥x ∥p ≤ R}.

Either there is an ℓp -ball of radius O (p/ε ) containing Ω(n) points
from P , or there exists a distribution D over boxes such that:

(1) For every u,v ∈ Bp (0,R) with ∥u − v ∥p ≤ 1, a random box

S ∼ D separates u and v with probability at most ε .
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(2) For every box S from the support of D, the number of points

in P lying in S is between Ω(n) and
(
1 − Ω(1)

)
· n.

Now let us state the partitioning result for general normed spaces,

proved in Section 6.

Theorem 1.7. Let 0 < ε < 1, X = (Rd , ∥ · ∥X ) be a normed

space and 0 < R ≤ 2
poly(d )

. There exists a collection C of measurable

subsets of BX (0,R) = {x ∈ Rd | ∥x ∥X ≤ R} with log |C| ≤ poly(d )

such that the following holds. Consider any dataset P ⊂ Rd of n

points lying in BX (0,R). Either there is an X -ball of radiusO
(
logd
ε2

)
containing Ω(n) points from P , or there exists a distribution D over

the elements of C such that:

(1) For every u,v ∈ BX (0,R) with ∥u − v ∥X ≤ 1, a random set

S ∼ D separates u and v with probability at most ε .
(2) For every set S from the support of D, the number of points in

P lying in S is between Ω(n) and
(
1 − Ω(1)

)
· n.

1.4 Related Work
Prior to our work, the quest for efficient ANN data structures in

high-dimensional spaces beyond ℓ1 and ℓ2 has proceeded via em-

beddings. The idea is to embed the original space into an algorith-

mically tractable target space, for which one then builds a data

structure. The common targets are ℓ1 and ℓ2 which can be handled

with O (1)-approximation by [9], ℓ∞ which can be handled with

O (log logd )-approximation with [24], and ℓp -direct sums of these

spaces, which can be handled with approximation poly(log logn)
by [1, 5, 25, 26]. This approach gives the best known ANN data

structure for a general norm with approximation O (
√
d ) [14, 29].

It has also been successful for a poly(log logd )-approximation for

the Ulam metric [5], a O (logd )-approximation for EMD [18, 28], a

2
Õ (
√
logd )

-approximation for edit distance [46], and a poly(logd )-
approximation for Frechét distance [25].

In a similar vein, the recent work [10] gives an ANN data struc-

ture for general symmetric normswith poly(log logn)-approximation.

It proceeds via a linear embedding of a d-dimensional symmetric

norm into a dO (1)
-dimensional tractable universal space. However,

the same paper shows that this approach fails for general norms.

For ANN under ℓp norms, constant factor approximations were

known for 1 ≤ p ≤ 2 for near-linear space and sub-linear time

[45]. The case when p ≥ 2 is less clear. Prior to this work, the

best algorithm for ℓp norms of [15, 43] achieved approximation

2
O (p )

with polynomial space (as opposed to near-linear space) and

poly-logarithmic query time. For large p, there is a better algorithm
with approximation O (log logd ) [1, 5].

For ANN under Schatten-p norm, the previous best algorithm

has polynomial in d approximation and follows from the relation

between Schatten-p and ℓ2 norms. An approximation 2
O (p )

using

polynomial space follows implicitly from a combination of the re-

sults from [15, 43] with the estimate from [48]. The related questions

of streaming, sketching and dimension reduction of Schatten-p norms

have been actively studied over the past few years [8, 32–35, 42].

For metrics with low intrinsic dimension, efficient ANN algo-

rithms are known for any metric space [16, 21, 30, 31]. These results

depend exponentially on the intrinsic dimension, and therefore

the latter is assumed to be low. This is in contrast to this paper,

where we do not make such assumptions, and focus on the high-

dimensional regime (when ω (logn) ≤ d ≤ no (1) ), where we cannot
afford to have an exponential dependence on the dimension.

1.5 Lower Bounds
We complement our new algorithms with two impossibility results.

Limitation of efficient cuts. The reason that Theorem 1.1 is re-

stricted to the cell-probe model is due to the inability to bound the

time complexity of evaluating the random space partitions from

Theorem 3.6 when working with general norms (even though we

bound their space complexity). In constrast, for ℓp and Schatten-

p norms, we manage to bound the time complexity and obtain

time-efficient data structures. To explain this disparity, consider the

following general scenario.

Let G = (V ,E) be a large graph embedded into an arbitrary

normed space (Rd , ∥ · ∥) with edges between points at distance at

most 1, and typical pair of vertices being well-separated. Following

the discussion in Section 1.3, the graph G must have a sparse cut;

however, the cut may not be induced by a “geometrically nice”

subset of Rd . During the algorithm from the proof of Theorem 1.1,

graphs will have dΩ(d )
vertices, so we cannot afford to store the cut

explicitly. Therefore, the query procedure re-computes the cuts on

the fly. In order to achieve a time-efficient data structure for general

norms, one would need to find geometrically nice cuts which can

be evaluated efficiently.

For ℓp norms, we always find a sparse cut that is realized by a

coordinate cut (that is, {v ∈ V | f (v )k ≤ u} for some 1 ≤ k ≤ d
and u ∈ R). In our reduction we need to take intersections of cuts,

which, in the case of coordinate cuts, are boxes, which are the main

objects of Theorem 1.6. Thus, we store the boxes by storing the 2d
values (lower and upper limits for each coordinate), and then we

can easily evaluate on which side of a cut a given point lies. For

Schatten-p norms, the argument is more delicate, but we are also

able to store and compute cuts in an efficient manner.

In the full version, we show that it is not enough to consider a

fixed family of cuts with small description complexity for general

norms; these include coordinate cuts and hyperplane cuts. More

generally, the result says that families of cuts used must be tailored

to the particular normed space. We use a random norm construction

similar to the one used by Gluskin in [22]. We note that this lower

bound does not rule out ball cuts or other families of cuts that

depend on the particular norm.

Optimality of data-dependent LSH.We show that for ℓp spaces,

any data-dependent LSH family with sufficiently good parameters

requires approximation Ω(min{p, logd }),4 thus our construction is

optimal within the data-dependent LSH framework. To show this,

we embed a large expander into ℓp using a result from [36]. We

apply a similar argument to [12] to the embedded expander to show

the desired lower bound. Thus, at least in some cases, embeddability

of expanders captures the complexity of LSH precisely.

4
Note that when p > logd , ℓp isO (1)-close to ℓ

logd , so an Ω(p ) lower bound when

1 ≤ p ≤ logd covers all interesting values of p .
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This result should be contrasted with theO (log logd )-ANN data

structure for ℓ∞ from [24]. It also proceeds by certain
5
space parti-

tions; the difference is that a dataset point is duplicated when inside

some parts. This duplication allows the result of [24] to overcome

the above-mentioned Ω(logd ) lower bound.

1.6 Open Problems
We state several natural open problems which seem approachable

in light of the techniques developed in this paper.

• Can we get a time-efficient O (logd )-ANN data structure for

general norms? As mentioned in Section 1.5, randomized

partitions from a family of “geometrically nice” cuts must

be tailored to the norm of interest.

• Can we improve the approximation for general norms to

O (log logd ) (even in the cell-probe model)? To accomplish

this, we need to step out of the data-dependent LSH frame-

work (see Section 1.5) to resemble the techniques from [24].

A related (perhaps easier) question is to obtain an O (logp)-
ANN data structure over the ℓp or Schatten-p norm.

• Can we make the preprocessing time polynomial in n and d ,
even for the ℓp case?

• For the edit distance defined on {0, 1}d , can we obtain a

(logd )O (1)
-ANN data structure by bounding the nonlinear

spectral gap? The best known ANN data structure proceeds

by embedding the metric into ℓ1 with distortion 2
Õ (
√
logd )

[46].

• For the Earth Mover’s Distance on [d]2, can we obtain a

o(logd )-ANN data structure by bounding the nonlinear spec-

tral gap? The best known ANN data structure (aside from

the cell-probe data structure from Theorem 1.1) proceeds by

embedding into ℓ1 with distortion O (logd ) [18, 28, 44].

1.7 Organization of the Paper
In Section 3, we show how to construct a data-dependent LSH

family for a general finite metric space assuming a good enough

bound on the spectral gap. We state this result in terms of a cutting

modulus of a metric space, a quantity we introduce in Section 3.1.

In Section 4, we show how to use this LSH family to construct a

cell-probe ANN data structure for a finite metric. In order to handle

general normed spaces defined over Rd (and not just finite metrics),

we discretize the ambient space; the corresponding argument is

standard and appears in Section 5. In Section 6, we show a minor

generalization of Theorem 1.5, which bounds the spectral gap of a

general norm. This allows us to give an upper bound on the cutting

modulus of a normed space.

Using the results from Sections 4 and 5, we obtain a cell-probe

data structure for O (logd )-ANN, as claimed in Theorem 1.1. In the

full version, we address the case of ℓp norms and prove Theorem 1.2,

show a new spectral gap inequality for Schatten-p norms which

implies Theorems 1.3 and 1.4, and show the two impossibility results

discussed in Section 1.5.

5
Deterministic.

2 PRELIMINARIES
We write χE as the indicator variable of event E. For anym > 0,

we denote by ∆(m) ⊂ Rm×m the space of symmetric matrices

G = (дi j ) with non-negative entries such that

∑m
i=1

∑m
j=1 дi j = 1.

For G ∈ ∆(m), we denote the row sums as ρG (i ) =
∑m
j=1 дi j . The

Laplacian of G is given by them ×m matrix

LG = D −G,

and the normalized Laplacian of G is given by them ×m matrix

LG = Im − D
−1/2GD−1/2,

where D = diag(ρG (1), ρG (2), . . . , ρG (m)) and Im is the m ×m
identity matrix. We denote 0 = λ1 (LG ) ≤ λ2 (LG ) ≤ . . . ≤
λm (LG ) the eigenvalues of the normalized Laplacian of G, and
ν1 (LG ), . . . ,νm (LG ) ∈ R

m
be the corresponding eigenvectors.

For a subset S ⊆ [m], we write S = [m]\S and ρG (S ) =
∑
i ∈S ρG (i ).

We will frequently refer to sequences ofm points inX , as the tuples

x = (x1, . . . ,xm ) ∈ Xm
. We will associate a subset S ⊂ [m] with

the corresponding subset of points Sx ⊂ X with Sx = {xi : i ∈ S };
and we often drop the subscript and refer to Sx as S when the

sequence x is clear. In addition, for S ⊂ X , we write S : X → {0, 1}
for the map S (x ) = χ {x ∈S } . For some finite subset P ⊂ X and x ∈ X ,

we let S (x , P ) = {p ∈ P : S (x ) = S (p)}.
For a fixed matrix G ∈ ∆(m) and S ⊂ [m], the conductance of S

with matrix G is given by:

ΦG (S ) =

∑
i ∈S
j<S

дi j

min

{
ρG (S ), ρG (S )

} .

Definition 2.1. For any G ∈ ∆(m), any metric space (X ,dX ), and
any x = (x1, . . . ,xm ) ∈ Xm

, we define the Rayleigh quotient of x

and G with respect to d
p
X by

R(x ,G,dpX ) =

∑m
i=1

∑m
j=1 дi jdX (xi ,x j )

p∑m
i=1

∑m
j=1 ρG (i )ρG (j )dX (xi ,x j )p

.

Via a straight-forward calculation, we have that when the metric

space isRwithdX (xi ,x j ) = |xi−x j |, if x ∈ R
m

and

∑m
i=1 ρG (i )xi =

0,

R(x ,G, | · |2) =

∑m
i=1

∑m
j=1 дi j |xi − x j |

2∑m
i=1

∑m
j=1 ρG (i )ρG (j ) |xi − x j |2

=
xT LGx

xTdx
.

I.e. in this case R(x ,G, | · |2) is the Rayleigh quotient
yT LGy
yT y for y =

D1/2x . Using this observation, we may state Cheeger’s inequality

with respect to R(x ,G, | · |2).

Theorem 2.2 (Cheeger’s Ineqality, [19, 20], see also [49]).

For x ∈ Rm with

∑m
i=1 ρG (i )xi = 0, there exists t ∈ R for which the

set St = {i ∈ [m] : xi < t } satisfies:

ΦG (St ) ≤

√
R(x ,G, | · |2)

2

.

Letting x = D−1/2ν2 (LG ), there exists a subset S ⊂ [m] which

satisfies:

ΦG (S ) ≤
√
2 · λ2 (LG ).
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Remark 1 (Oracle access to a norm). When working with

a general normed space (Rd , ∥ · ∥X ), we assume oracle access to

the function ∥ · ∥ : Rd → R≥0. We also assume John’s ellipsoid

of (Rd , ∥ · ∥X ), i.e. the maximum volume centered ellipsoid in Rd

contained in the unit ball of ∥ · ∥X , is given by the d vectors in Rd

specifying the ellipsoid.

3 PARTITIONING GENERAL METRICS
In this section, we give a general approach for constructing LSH

schemes for general metric spaces. Section 3.1 defines the cutting

modulus of a metric space. At a high level, the cutting modulus

captures the following property of a metric space (X ,dX ): for any
probability distribution on pairs of close points in X , either X con-

tains a small ball withmost of themass (with respect to themarginal

distribution), or there is a balanced partition of X which separates

a small fraction of neighboring pairs.

The cutting modulus determines the approximation of the data

structure and is an interface between the data structure description

and nonlinear spectral gaps. We describe the data structure with

cutting modulus as a parameter of the metric space, and we bound

the cutting modulus of various metric spaces with bounds on the

non-linear spectral gap.

3.1 Cutting Modulus of a Metric Space
We consider a metric space (X ,dX ). The goal of this section is to

define the cutting modulus of a metric space.

Definition 3.1. Fix some G ∈ ∆(m). We say x = (x1, . . . ,xm ) ∈
Xm

has a β-dense ball of radius R if there exists a point c ∈ X such

that ρG ({i ∈ [m] : xi ∈ BX (c,R)}) ≥ β .

Definition 3.2. Let S be family of subsets of the metric space

X . We say that G ∈ ∆(m) has the (R, ε )-ball-or-cut property with

respect toS if for everym points x = (x1, . . . ,xm ) ∈ Xm
where

dX (xi ,x j ) ≤ 1 if дi j > 0, one of the two properties hold:

• Either x has a
1

2
-dense ball of radius R, or

• There exists a subset S ∈ S such that Sx = {i : xi ∈ S }
satisfies ΦG (Sx ) ≤ ε .

If S contains all finite subsets of X , then we say that G has the

(R, ε )-ball-or-cut property.

We may now formally define the notion of cutting modulus of a

metric space.

Definition 3.3. We say that the ε-cutting modulus of a metric

space (X ,dX ) with respect to a familyS of subsets of X , ΞS (X , ε ),
is the infimum over R > 0 such that for everym ∈ N every matrix

G ∈ ∆(m) has (R, ε )-ball-or-cut property w.r.t.S.

IfS contains all finite subsets of X , we denote ΞS (X , ε ) simply

by Ξ(X , ε ).

At a high level, the ε-cutting modulus of a metric space will gov-

ern the approximation ratio one may achieve with space poly(d ) ·

n1+O (ε )
and query time poly(d ) · nO (ε )

. In particular, suppose the

normed space (X ,dX ) has Ξ(X , ε ) = R. Consider any sequence of

points x1, . . . ,xm ∈ X , and form a graph by connecting points

lying at distance at most 1. The graph defines a normalized adja-

cency matrixG ∈ ∆(m) which has the (R, ε )-ball-or-cut property. If

there exists a dense ball, then we know that a constant fraction of

the points lie close to each other (within distance 2R). Otherwise,
there is a sparse cut of the points which does not cut many edges

of G. Roughly speaking, the data-dependent LSH will be built by

recursively applying this procedure, and using the multiplicative

weights update rule in order to handle any possible distribution

over datasets and queries. For our cell-probe algorithms we will

allow S to contain all finite subsets of X . However, our efficient

data structures will use a restricted familyS which allows us to

quickly determine which side of a cut a point lies on.

3.2 Partitioning Theorems
The goal of this section is to prove the main partitioning theorem.

We consider a metric space (X ,dX ) which consists of N points. Let

0 < ε < ε0 be a small positive parameter and R = Ξ(X , ε ).
We first define the notion of balanced collections of balls and

cuts.

Definition 3.4. Let S be a collection of subsets S1, . . . , Sm ⊆ X .
We sayS is ε-sparse if for every two points x ,y ∈ X withdX (x ,y) ≤
1, at most an ε-fraction of subsets from S split x and y, i.e.,

Pr

i∼[m]

[Si (x ) , Si (y)] ≤ ε .

Definition 3.5. Consider a dataset P ⊆ X of n points. Let S be a

collection of subsets S1, . . . , Sm ⊆ X . We say that S is γ -balanced
under P if for any S ∈ S we have

(1 − γ )n ≤ |S ∩ P | ≤ γn.

These two notions of sparsity and balancedness will measure the

quality of the data-dependent LSH. Intuitively, the data-dependent

LSH is constructed by recursively partitioning the space with a

random subset from a particular collection. We want the collection

to be balanced, to ensure the algorithm makes progress, and sparse,

to maintain a low probability of error. Lastly, we want collections

of subsets which can be written succinctly; such a condition will

ensure the querying algorithm can utilize the data-dependent LSH.

We ensure our collection can be written succinctly by requiring

there are not too many of them, and that the collections do not

have too many sets.

We may now state the main partitioning theorem for general

metric spaces.

Theorem 3.6. Let R = Ξ(X , ε ) for some ε ∈ (0, 1
4
), and fix any

n ∈ N. There exists a collection C of subsets of X with log |C| =

O (log(N ) log(log(N )/ε )) such that for any dataset P ⊆ X of n points,

• Either there exists a point x0 ∈ X with |P ∩ BX (x0,R) | ≥
n
50
,

or

• There exists a subcollection S ⊆ C of subsets of X such that:

– S is 50ε-sparse,
– S is

49

50
-balanced under P .

Theorem 3.6 suggests a very natural data-dependent LSH. At

each step of the algorithm, either we have a dense ball, or we

have a collection of subsets with a distribution which decreases

the size of the dataset and does not split the query from its dataset

point too often. Note that the set C does not depend on P . This
means the querying algorithm will know C, and needs to read
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O (log(N ) log(log(N )/ε )/ε ) many bits from the data-structure in

order to specify any particular set S ∈ C.
We now turn to proving Theorem 3.6. The proof is algorith-

mic and requires a few lemmas, which correspond to particular

subroutines.

3.2.1 Partitioning with the (R, ε )-ball-or-cut property. Let X =
{x1, . . . ,xN } be the points of the metric space of size N . For the

remainder of the section, let G ∈ ∆(N ) be a fixed matrix with

дi j > 0 only if dX (xi ,x j ) ≤ 1. We will frequently interchange

between subsets S ⊆ X and S ⊆ [N ] by associating xi ∈ X with

i ∈ [N ]. In addition, we frequently write S = [N ] \ S . The goal

of this section is to use the (R, ε )-ball-or-cut property to give a

subroutine which when given a matrixG ∈ ∆(N ), outputs a dense
ball with respect to G, or a particular subset of vertices which cuts

few edges with respect to G.

Lemma 3.7. Let R = Ξ(X , ε ) for some ε ∈ (0, 1
4
). Then there either

exists a
1

4
-dense ball of radius R with respect to G, or there exists a

subset S ⊆ X where

1

3

≤ ρG (S ) ≤
3

4

and

∑
i ∈S, j<S

дi j ≤ 2ε .

Proof. We give an iterative procedure which begins with a set

S := ∅, and at each step, either finds a dense ball of radius R, or adds
some points to S while keeping ρG (S ) ≤ 3

4
and

∑
i ∈S, j<S дi j ≤ 2ε .

At the beginning of an iteration, assume ρG (S ) < 1

3
. We repeat

the following procedure:

(1) Consider the matrix G̃ ∈ ∆( |S |) obtained by restrictingG on

the rows and columns corresponding to S and scaling the

entries so they sum to 1. Note that we still have дi j > 0 only

if dX (xi ,x j ) ≤ 1.

(2) The matrix G̃ has the (R, ε )-ball-or-cut property, so either

there exists a
1

2
-dense ball of radius R in S with respect to G̃ ,

or there exists a subset S̃ ⊂ S with ΦG̃ (S̃ ) ≤ ε .

(a) Suppose S has a
1

2
-dense ball of radius R with respect to G̃ .

Then, that ball is
1

4
-dense with respect to G, since G̃ was

rescaled by at least 1 − ρG (S ) − 2ερG (S ) ≥ 1

2
.

(b) Suppose S̃ ⊂ S is a subset with ΦG̃ (S̃ ) ≤ ε , and assume,

without loss of generality, that S̃ has 0 < ρG̃ (S̃ ) ≤ 1

2
, since

otherwise, we can switch S̃ and S \ S̃ . Then, let S ← S ∪ S̃ .

The quantity ρG (S ) is monotonically increasing with the iterations,

and the procedure terminates when ρG (S ) ≥ 1

3
. Thus, we just need

to show that, as long as we do not return a
1

4
-dense ball with respect

to G, we always have ρG (S ) ≤ 3

4
and ΦG (S ) ≤ 2ε .

Consider the final iteration of the algorithm before S is returned;

we have that S ⊂ [N ] satisfies ρG (S ) < 1

3
and ρG̃ (S̃ ) ≤ 1

2
. Addi-

tionally, assume ΦG (S ) ≤ 2ε and ΦG̃ (S̃ ) ≤ ε . Then,∑
i ∈S∪S̃
j<S∪S̃

дi j ≤
∑
i ∈S
j<S

дi j +
∑
i ∈S̃

j<S∪S̃

дi j ≤ 2ε · ρG (S ) + ε · ρG̃ (S̃ )

≤ 2ε
(
ρG (S ) + ρG (S )

)
= 2ε · ρG (S ∪ S̃ ),

where we used the fact that ρG̃ (S̃ ) ≤ 2ρG (S̃ ), because the matrix

G̃ was normalized by a factor of at least
1

2
. Therefore, we have

ΦG (S ∪ S̃ ) ≤ 2ε . Finally, note that:

ρG (S ∪ S̃ ) ≤ ρG (S ) + ρG (S̃ )

≤ ρG (S ) +
1

2

(1 − ρG (S ) − ΦG (S )) + ΦG (S )

≤
2

3

+
ε

3

≤
3

4

.

□

3.2.2 Inner multiplicative weights update. The goal of this sub-
section is to use the partitioning procedure from Lemma 3.7 in

order to either find a dense ball (with respect to a given distribution

over X ), or build a sparse collection of subsets. For the rest of the

section, we let E be the set of unordered pairs of close points in X
(at distance at most 1).

Lemma 3.8. Let R = Ξ(X , ε ) for some ε ∈ (0, 1
4
), and let ν be a

probability measure over points in X . Then, either there exists a ball

B of radius R such that ν (B) ≥ 1

6
, or there exists a collection S of

O
(
logN
ε

)
subsets S ⊆ X such that:

• S is 50ε-sparse, and
• Every S ∈ S satisfies

1

4
≤ ν (S ) ≤ 5

6
.

Proof. We prove the lemma by giving an algorithm which pro-

duces the collection S via the multiplicative weights update algo-

rithm. More specifically, we give an iterative procedure where for

t = 0, . . . ,O
(
logN
ε

)
, maintains at most N 2

weights,wt : E → R
≥0
.

At each step, the procedure produces a matrixG ∈ ∆(N ), checks the
conditions of Lemma 3.7, and either outputs a dense ball or updates

the weightswt+1. Fix δ =
1

10
. The procedure does the following:

(1) For t = 0, . . . ,T =
⌈
log

2
N

ε

⌉
, maintain weightswt : E → R

≥0
,

where initially, w0 (x ,y) = 1 for all (x ,y) ∈ E, and Ψt =∑
(x,y )∈E wt (x ,y). Start with S = ∅.

(2) Let G (t ) ∈ ∆(N ) be given by:

д
(t )
i j =




δ ·
wt (xi ,x j )

2Ψt
i , j, (xi ,x j ) ∈ E

0 i , j, (xi ,x j ) < E
(1 − δ )ν (xi ) i = j

,

and consider the possible outcomes of Lemma 3.7 withmatrix

G (t )
:

(a) If there exists a
1

4
-dense ball B of radius R with respect to

G (t )
, then

1

4

≤ ρG (t ) (B) =
∑
i ∈B

(1 − δ )ν (i ) +
∑
i ∈B

∑
j,i

δ
wt (xi ,x j )

2Ψt

≤ (1 − δ )ν (B) +
δ

2

.

Return B, since ν (B) ≥ 1

6
.

(b) If there exists a subset S (t ) ⊂ X with
1

3
≤ ρG (t ) (S (t ) ) ≤ 3

4

and

∑
i ∈S (t ), j<S (t ) д

(t )
i j ≤ 2ε , then let S ← S ∪ {S (t ) } and

for all (x ,y) ∈ E, we let:

wt+1 (x ,y) = wt (x ,y)
(
1 + χ {S (t ) (x ),S (t ) (y ) }

)
.
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(3) After T iterations, if the procedure has not returned a ball,

return S.

It remains to show that if the procedure does not return a ball B,

then the collection S is 50ε-sparse, and every S (t ) ∈ S satisfies

1

4
≤ ν (S (t ) ) ≤ 5

6
. Note that |S| = O

(
logN
ε

)
since T = O

(
logN
ε

)
.

In order to show that
1

4
≤ ν (S ) ≤ 5

6
for all S (t ) ∈ S, note that,

similarly to the case with B,

1

3

≤ ρG (t ) (S (t ) ) ≤
δ

2

+ (1 − δ )ν (S (t ) )

and

(1 − δ )ν (S (t ) ) ≤ ρG (t ) (S (t ) ) ≤
3

4

,

where the claim follows since δ = 1

10
. We now turn to showing that

S is 50ε-sparse. On the one hand, we have:

Ψt+1 =
∑

(x,y )∈E

wt+1 (x ,y) =
∑

(x,y )∈E

wt (x ,y)
(
1 + χ {S (t ) (x ),S (t ) (y ) }

)
≤ Ψt + Ψt ·

2

δ

∑
i ∈S (t ), j<S (t )

δ ·
wt (xi ,x j )

2Ψt
≤ Ψt

(
1 +

4ε

δ

)
,

(3)

since δ ·
wt (xi ,x j )

2Ψt
= дi j for every close pair (xi ,x j ), and∑

i ∈S (t ), j<S (t )

дi j ≤ 2ε .

Thus,

ΨT+1 ≤ Ψ0

(
1 +

4ε

δ

)T
≤ N 2

(
1 +

4ε

δ

)T
.

On the other hand, for each pair (x ,y) ∈ E,

ΨT+1 ≥ 2
p (x,y ) ·T , (4)

where p (x ,y) = Prt ∈[T ][S
(t ) (x ) , S (t ) (y)]. Combining (3) and (4),

and taking logarithms, we have:

p (x ,y) ≤
2 log

2
N

T
+ log

2

(
1 +

4ε

δ

)
≤

2 log
2
N

T
+
4ε

δ
≤ 2ε + 40ε ≤ 50ε .

□

3.2.3 Outer multiplicative weights update: proof of Theorem 3.6.
The goal of this subsection is to prove Theorem 3.6. Similarly to

Lemma 3.8, we use the multiplicative weights update rule to de-

sign an algorithm which incorporates (limited) information about

the dataset P ; in each update round, we call Lemma 3.8. We an-

alyze this outer multiplicative weights update process using KL-

divergence as a potential function. In particular, we use the follow-

ing lemma, which is well known (see Theorem 2.4. in [13]), and

has been used, for example, in the literature on differential privacy

(Lemma IV.1. in [23]). We give the short proof here for completeness.

Below, KL divergence will be defined with respect to the natural

logarithm, i.e. for two measures µ and ν on X we have

DKL (µ∥ν ) =
∑
x ∈X

µ (x ) ln
µ (x )

ν (x )
.

Lemma 3.9. Let µ and ν be probability measures over X . For a
subset S ⊆ X , let σ = sign(µ (S ) −ν (S )), and define a new probability

measure ν ′ over X by

ν ′(x ) =
ν (x )eησS (x )∑

y∈X ν (y)eησS (y )
.

Then,

DKL (µ∥ν
′) − DKL (µ∥ν ) ≤ −η |µ (S ) − ν (S ) | + η

2.

Proof. By the definition of KL-divergence we have

DKL (µ∥ν
′) − DKL (µ∥ν ) =

∑
x ∈X

µ (x ) ln
ν (x )

ν ′(x )

=
∑
x ∈X

µ (x ) ln

∑
y∈X ν (y)eησS (y )

eησS (x )

= −ησµ (S ) + ln
∑
y∈X

ν (y)eησS (y )

≤ −ησµ (S )

+ ln
∑
y∈X

ν (y) (1 + ησS (y) + η2S (y))

= −ησµ (S ) + ln(1 + ησν (S ) + η2ν (S ))

≤ −ησ (µ (S ) − ν (S )) + η2

= −η |µ (S ) − ν (S ) | + η2.

The first inequality above follows from ez ≤ 1+z+z2 for all |z | ≤ 1.

The second inequality follows from ln(1 + z) ≤ z. □

In particular, notice that Lemma 3.9 implies that if |µ (S )−ν (S ) | >
α , and we set η = α

2
, then the KL-divergence dicreases by at least

α 2

4
.

Proof of Theorem 3.6. Similarly to Lemma 3.8, we give an it-

erative procedure where at each time step t = 0, . . . ,T = O (logN ),
we maintain N weights,wt : X → R

≥0
. At each step, the procedure

produces a probability measure ν supported on points in X and

uses Lemma 3.8 to get a collection of subsets of X . The procedure
is defined as follows:

(1) For t = 0, . . . ,T = 400 lnN , maintainweightswt : X → R
≥0
,

where initially,w0 (x ) = 1 for all x ∈ X .

(2) Let ν (t ) be the probability measure supported on X given

by ν (t ) (x ) =
wt (x )∑

y∈X wt (x )
. Consider the possible outcomes of

Lemma 3.8 with measure ν (t ) :
(a) If there exists a ball B (t )

of radius R such that ν (t ) (B) ≥ 1

6

and |P ∩ B | ≥ n
50
, then return B = B (t )

.

(b) If there exists a ball B (t )
of radius R such that ν (t ) (B) ≥ 1

6

but |P ∩ B | < n
50
, then set

wt+1 (x ) = wt (x )e
−B (t ) (x )/20,

and continue with the next iteration.

(c) If there exists a collection S (t )
of subsets of X satisfying

the conditions of Lemma 3.8, and
n
25
≤ |S ∩ P | ≤ 24n

25
for

all S ∈ S (t )
, then return S = S (t )

.
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(d) If there exists a collection S (t )
of subsets of X satisfy-

ing the conditions of Lemma 3.8, and for some S ∈ S (t )

we have |S ∩ P | < n
25

or |S ∩ P | > 24n
25

, then set σ =

sign

(
|S∩P |
n − ν (t ) (S )

)
, update the weights as

wt+1 (x ) = wt (x )e
σS (x )/20,

and continue with the next iteration.

Note that the procedure returns B = B (t )
only if it is a ball of ra-

dius R that contains at least
n
50

points, and it returns the collection

S = S (t )
only if it is 50ε-sparse and 49

50
-balanced. So, if the proce-

dure returns B or S, then we know it satisfies the condition of the

theorem. Therefore, we just need to show that the procedure will

return B or S in the first T iterations, and that S is a subcollection

of a sufficiently small collection C. Since in each iteration we either

return B or S, or we update wt , for the first claim it is enough

to show that wt is updated fewer than T times. We do so using

KL-divergence as a potential function.

Let µ be the empirical distribution induced by the dataset, i.e.

µ (x ) = 1

n for every x ∈ P and µ (x ) = 0 for every x ∈ X \ P . At step
0, we have

DKL (µ∥ν
(0) ) = lnN − H (µ ) ≤ lnN , (5)

where H (µ ) is the Shannon entropy of µ, which is always non-

negative. If we update wt because there exists a ball B (t )
with

ν (t ) (B (t ) ) ≥ 1

6
but µ (B (t ) ) = |P∩B |n < 1

50
, then we have |µ (B (t ) ) −

ν (t ) (B (t ) ) | > 1

6
− 1

50
> 1

10
, so, by Lemma 3.9

DKL (µ∥ν
(t+1) ) < DKL (µ∥ν

(t ) ) −
1

400

. (6)

Similarly, if we updatewt because there exists a set S ∈ S
(t )

with

µ (S ) = |S∩P |n < 1

25
or µ (S ) > 24

25
, then, by Lemma 3.8 we know that

1

4
≤ ν (t ) ≤ 5

6
, and, therefore,

|µ (B) − ν (t ) (B) | >
24

25

−
5

6

>
1

10

.

So, by Lemma 3.9, the inequality (6) holds in this case, too. By (5)

and (6), and because KL-divergence is always non-negative, we

have thatwt can be updated at most 400 lnN ≤ T times. Therefore,

after one of the T iterations the procedure will return either a ball

B or a collection S satisfying the conditions of the theorem.

To finish the proof, we need to argue that S is a subcollection of

a small collection C of subsets ofX . LetM be the number of distinct

collections S that the iterative procedure can return. Lemma 3.8

guarantees that, for any such collection, |S| = O (logN /ε ), and if

we define C to be the union of all possible S, then we have the

bound |C| = O (M log(N /ε )). To boundM , observe that S depends

on the dataset P only to determine, for each t = 1, . . . ,T , whether
the procedure has returned B or S, or, otherwise, to determine the

identity of a set S ∈ S (t )
such that µ (S ) = |S∩P |n < 1

25
or µ (S ) > 24

25
,

and the sign of µ (S )−ν (t ) (S ). Since |S (t ) | = O (logN /ε ), any set S ∈

S (t )
can be specified in O (log(log(N )/ε )) bits. Overall, S depends

only on O (T (1 + log(log(N )/ε ))) = O (logN log(log(N )/ε )) bits
from P , which gives the desired bound on M , and, therefore, on

log |C|. □

4 CELL-PROBE DATA STRUCTURE FOR
GENERAL METRICS

Here, we describe a cell-probe data structure solving c-ANN for

(X ,dX ), where |X | = N . Along the way, we use Theorem 3.6 as the

main tool.

We first define the cell-probe model (as used in Theorem 1.1).

Given a dataset, the cell-probe algorithm is allowed unbounded pre-

processing time and eventually stores some memory as a sequence

of cells ofO (logn) bits each. Then, given a query point, a cell-probe

algorithm is allowed to probe some cells (possibly adaptively) to

read the contents of a cell. The algorithm performs unbounded aux-

iliary computations and uses unbounded auxiliary memory. The

complexity of a cell-probe algorithm is measured by the number

of cells, or the space, the data structure uses, and the number of

probes the algorithm makes during a query. We will assume that

log logN = O (logn) and that any point in X can be specified using

O (logN ) cells.
The main theorem in this section is:

Theorem 4.1. For any metric space X of size N , and α ∈ (0, 1
4
),

there exists a cell-probe data structure for (2 · Ξ(X ,Θ(α )) + 1)-ANN
that uses O (n1+α · logN ) words of space and O (nα · logn · logN )
cell probes per query.

While we do not measure time complexity in this section, we

note the cell-probe algorithm described may be implemented with

preprocessing time and query time which depend exponentially on

the dimension.

In the rest of this section we fix R = Ξ(X , ε ) for a parameter

ε = Θ(α ), to be determined later.

Preprocessing. Next we describe how to build the data structure

(for the pseudocode, see Figure 1). Let P ⊂ X be a dataset of n
points. The data structure is a collection of independently generated

random decision trees. Each node v of a tree stores the following

fields:

• v .type: the type of the node;
• v .P : a subset of the dataset points;
• v .center: a point in X ;

• v .S : O (log(N ) log(log(N )/ε )) bits used to indicate a set S in

the collection C guaranteed by Theorem 3.6, defining a cut

node;

• v .left and v .right: pointers to child nodes.

We keep a counter ℓ, which denotes the current level of the tree

we are processing. Initially, ℓ = 0, and it is incremented on each

recursive call. Once ℓ reaches some threshold t (to be specified

shortly), we store a leaf node v and save the points of the dataset

which reached v in v .P . Thus the depth of the tree is bounded by t
a priori.

(1) If there exists a point x0 ∈ X such that |P ∩ BX (x0,R) | ≥
n
50
,

we build a ball node. In this case, the ball node saves x0
in v .center and P ∩ BX (x0,R) in v .P . We then recurse by

building a data structure on P \BX (x0,R). (See ProcessBall
in Figure 1).

(2) Otherwise, the second condition of Theorem 3.6 holds, and

the set C guaranteed by the theorem contains a subcollection

S ⊆ C of subsets of X which is 50ε sparse and 96

100
-balanced.
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function Process(P , ℓ, v )
if ℓ = t or |P | ≤ 100 then

v .type← “leaf.”

v .P ← P .
else if ∃x0 such that |P ∩ BX (x0, R ) | ≥

|P |
50

then
call ProcessBall(P, x0, ℓ, v )

else
S ← MWU(P ).
v .mwu← mwu

sample S uniformly from S

store bits necessary to identify S ∈ C in v .S
ProcessCut(P, S, ℓ, v ).

functionMWU(P )
S ⊆ C obtained from Theorem 3.6 with P .
return S.

function ProcessBall(P , x , ℓ, v )
v .type← “ball.”

v .center← x .
v .P ← P ∩ BX (x, R ).
Process(P \ BX (x0, R ), ℓ + 1, v .left).

function ProcessCut(P, S, ℓ, v )
v .type← “cut.”

Pl = P ∩ Si , Pr = P \ S .
Process(Pl , ℓ + 1, v .left).
Process(Pr , ℓ + 1, v .right).
v .P ← ∅.

Figure 1: Pseudocode for constructing the data structure

functionQuery(q, v )
if v .type = “leaf” then

for p ∈ v .P do
return p if dX (q, p ) ≤ 2R + 1.

return ⊥.
if v .type = “ball” then

p ←QueryBall(q, v ).
return p if p , ⊥.

if v .type = “cut” then
p ←QueryCut(q, v ).
return p if p , ⊥.

functionQueryBall(q , v )
x0 ← v .center.
if dX (x0, q ) ≤ R + 1 then

return any p ∈ v .P .
returnQuery(q, v .left).

functionQueryCut(q, v )
Identify S ∈ C from v .S
if q ∈ S then

returnQuery(q, v .left).
returnQuery(q, v .right).

Figure 2: Pseudocode for querying the data structure

We sample a uniformly random S ∈ S, and we build a cut

node v . We store theO (log(N ) log(log(N )/ε )) bits necessary
to identify S in v .S , and recursively create two child nodes,

holding the points P ∩ S and P \ S . (See ProcessCut in

Figure 1).

The final data structure consists of k = O (nα ) independent trees,
rooted at the nodes v1, . . . ,vk , where the i-th tree was built by a

call to Process(P , 0,vi ).

Querying the Data Structure.We now specify how to query the

data structure; the pseudocode is given in Figure 2. For each of the

k trees in the data structure, we start the query procedure at the

root of the tree, and proceed by cases, according to the type of node,

as follows:

• Leaf nodes: If a query q ∈ X queries a leaf node v , then the

query scans v .P and returns the first point which lies within

distance 2R + 1. If no such point is found, return ⊥.

• Ball nodes: If a query q ∈ X queries a ball node v , we test
whether our query is close to the ball centered at v .center of
radius R. In particular, ifdX (q,v .center) ≤ R+1 andv .P , ∅,
we return an arbitrary p ∈ v .P . Otherwise, we recurse on
the child node of v .
• Cut nodes: If a query q ∈ X queries a cut node v , the query-
ing algorithm runs the multiplicative weights algorithm,

accessing the values stored in v .mwu. Once it determines

the collection S, the querying algorithm checks the index

of the set Si ∈ S, which is stored in v .S . If q ∈ Si , then the

querying algorithm recurses on the left child, otherwise, it

recurses on the right child of v .

We collect some simple facts about the data structure which we

use later in the analysis.

Claim 1. The following statements are true:

• The sets v .P for nodes v partition the dataset P .
• If Query(q,v ) returns a point p ∈ P , then dX (p,q) ≤ 2R + 1.

Analysis.

It remains to set the parameters t and ε . We let t =
⌈

logn
log(50/49)

⌉

and ε =
⌊
α ·log(50/49)

50

⌋
in order to have (1 − 50ε )t ≥ n−α .

Consider a fixed dataset P , and let q ∈ X be any query, which

is promised to have a point p ∈ P with dX (p,q) ≤ 1. If there are

multiple such points for q, we fix one arbitrarily. Let v be a node

of the data structure built by a call to Process(Pv , ℓ,v ) for some

Pv ⊂ P and ℓ < t . We letU = C (v,q) be the random variable (over

the random choice of Si ∈ S if v is a cut node) which specifies the

child node followed byQuery(q,v ), and ⊥ ifQuery(q,v ) does not
recurse down a child. We also consider the random variable PU
consisting of the dataset involved in the call Process(PU , ℓ + 1,U )
which builds the nodeU whenU , ⊥.

We first claim that for any nodev of the data structure, if p ∈ Pv ,
then,

Pr[p ∈ PU | U , ⊥] ≥ 1 − 50ε . (7)

To see this, first consider the case in which Process(Pv , ℓ,v ) calls
ProcessBall, and let x be the center of the ball. If U , ⊥, then
QueryBall(q,v ) did not return any point and dX (x ,q) > R + 1, so
p < BX (x ,R). Then p ∈ Pv \ BX (x ,R) = PU with probability 1. For

the remaining case, when Process calls ProcessCut, we have:

Pr

S∼S
[p ∈ PU ] = Pr

S∼S
[S (p) = S (q)] ≥ 1 − 50ε,

since S is guaranteed to be 50ε-sparse by Theorem 3.6.

By Claim 1, any point p′ returned byQuery(q,vi ), where vi is
the root of one of the data structure trees, satisfiesdX (p′,q) ≤ 2R+1.
To prove correctness, it remains to argue that, with sufficiently high

probability, at least one of the Query(q,vi ) calls, for i = 1, . . . ,k ,
does in fact return a point. Fix some i between 1 and k , and define a
random sequenceU0,U1, . . . ,Us of nodes of the tree rooted atvi by
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U0 = vi andUℓ = C (Uℓ−1,q);Us is the first node in this sequence

for which C (Us ,q) = ⊥. Notice that s ≤ t . Clearly, Query(q,vi )
will return a point if p ∈ PUs . By (7) and the choice of t , this
happens with probability at least (1 − 50ε )s ≥ (1 − 50ε )t ≥ n−α .
By picking the number k of trees in the data structure to be a

sufficiently large multiple of nα , we can guarantee that with large

constant probability the data structure returns a point p′ such that

dX (p′,q) ≤ 2R + 1.
To finish the analysis, we need to bound the number of cells

stored by the data structure, and the number of cell probes made

by the query procedure. Each of the points stored in the leaves of

each tree form a partition of the point set P , so each tree has at

most n internal nodes. Each internal node stores O (log(N )) cells,
and all the leaves together use O (n logN ) cells of space (O (logN )
per point in P ). Therefore, the total space used by the data structure
is O (n1+α logN ) cells.

The query procedure probesO (logN ) cells at each internal node

of a tree. The number of cells probed at a leaf nodev is proportional

to O ( |v .P | · logN ). We claim that v .P is bounded by a constant.

Suppose that u is a child of a node v , and also that v was created by

a call to Process(Pv , ℓ,v ) and u by a call to Process(Pu , ℓ + 1,u).
Then, by the guarantees of Theorem 3.6, |Pu | ≤

49

50
|Pv |, so the

number of points that can reach a leaf of a tree is bounded by

n
(
49

50

)t
. By the choice of t , this number is bounded by a constant, as

we claimed. Therefore, the total number of cells probed by the query

procedure is O (kt logN ) = O (nα logn logN ). This completes the

proof of Theorem 4.1.

5 DISCRETIZING THE SPACE
Let ∥ · ∥ be a norm onRd with unit ballK . Let E be the John Ellipsoid

of K , i.e. the largest volume ellipsoid contained inside K . By John’s

theorem [29],

E ⊂ K ⊂
√
d · E .

We let C ⊃ E be the smallest rotated box (with side-length 2 in

∥ · ∥) containing E. More formally, consider the affine transform

F : Rd → Rd which maps Bd
2
(the unit ball of ∥ · ∥2) to E. Then

C = F (Bd∞). Note that the collection

Hs = {F (2s · x ) + s · C ⊂ R
d
: x ∈ Zd },

partitions Rd into disjoint translated copies of C with side-length

2s .
In this section, we reduce the problem of c-ANN for ∥ · ∥ over

Rd to the problem of c-ANN for ∥ · ∥ over a finite set of points. We

first reduce to the case when the dataset and query are bounded by

a high-dimensional box, then we will show how to discretize the

boxes in order to reduce to a finite set of points.

Lemma 5.1. Let A be a data structure solving c-ANN for ∥ · ∥ over

s · C where s = O (d ) with success probability
9

10
, query time T (n)

and space S (n) = Ω(dn). Then there exists a data structureA′ solving

c-ANN for ∥ · ∥ over Rd which solves the problem with probability

8

10
, query time T (n) +O (d ) and space S (n) +O (dn).

Proof. The data structure A′, upon receiving the dataset P , pro-
ceeds in the following way:

• Partition the space by a randomly shifted s · C where s = 5d

(with respect to ∥ · ∥). More formally, we sample y ∼ [0, 2s]d

and consider the collection:

Hs,y = {F (y) + H ⊂ R
d
: H ∈ Hs }.

• For each H ∈ Hs,y , we take the dataset P ∩ H falling inside

this location, translate the dataset by the center of H and

invoke the data structureA on the translated points of P ∩H .

On a query q, we identify the location q ∈ H ∈ Hs,y . We translate

the query by the center of H , and query the corresponding data

structure holding P ∩ H .

We say that two points p,q ∈ Rd are split if they lie in different

cells of the partition Hs,y . For any p and q with ∥p − q∥ ≤ 1, we

have

Pr[p and q split] ≤
d · ∥p − q∥

2s
≤

1

10

where we used the fact that after the affine transform F which maps

e1, . . . , ed to the major axes of E, we have the probability that we

split points p and q is at most

1

2s

d∑
i=1
|(F−1 (p − q))i | =

1

s



F
−1 (p) − F−1 (q)


1

≤

√
d

2s



F
−1 (p) − F−1 (q)


2

=

√
d

2s


p − q

E ≤

∥p − q∥

2s
.

Thus, with probability
9

10
, the query point and the dataset point

fall in the same grid location. The query time of T (n) + O (d ) is
immediate, and the space S (n) +O (dn) follows from the fact that

we must store a hash of the non-empty values of P ∩ H where

H ∈ Hs,y , as well as y, as well as the fact that S (n) = Ω(n). □

We now proceed to the second step where we reduce to the case

the dataset and query lie within a fixed set of points. We let X be a

greedily constructed γ -net of s · C (where distances are measured

with respect to ∥ · ∥). Let (X , ∥ · ∥) be the metric space obtained by

restricting the norm to T .
A standard volume argument gives the following fact.

Fact 1. We have that |X | ≤ exp (O (d log(d/γ ))).

Since X is a γ -net, we may identify points with their closest

neighbor in X . The following lemma is immediate, and finishes the

reduction.

Lemma 5.2. Let A be a data structure solving c-ANN for (X , ∥ · ∥)
with success probability

9

10
, time T (n) and space S (n). There exists

a data structure A′ solving c · (
1+2γ
1−2γ )-ANN for ∥ · ∥ over s · C with

success probability
9

10
in time T (n) +O (d ) and space S (n).

6 BOUNDING THE CUTTING MODULUS OF A
NORMED SPACE

For G = (дi j ) ∈ ∆(m), we denote the diagonalm ×m matrix D =

diag(ρG (1), ρG (2), . . . , ρG (m)). We set A = (ai j ) = D−1/2GD−1/2,

so that ai j =
дi j√

ρG (i )ρG (j )
and LG = I − A. For a metric space
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(M,dM ) and q > 0, we define (the inverse of) the nonlinear spec-

tral gap γ (G,d
q
M

) to be the infimum over γ > 0 such that for every

u1,u2, . . . ,um ∈ M, one has:

m∑
i, j=1

ρG (i )ρG (j ) · dM (ui ,uj )
q ≤ γ

m∑
i, j=1

дi j · dM (ui ,uj )
q .

Note that this definition agrees with the one from the Introduction

if G is (a multiple of) a doubly-stochastic matrix.

In this section, we show that for every d-dimensional normed

space X = (Rd , ∥ · ∥X ) and every 0 < ε < 1/2, one has Ξ(X , ε ) ≲
logd
ε2 .

6
This bound easily follows (see Theorem 6.4) from a slight

extension of Theorem 1.5 to the case when A is not necessarily

doubly stochastic. This extension can be obtained by examining the

proof from [40], but instead we present a new, shorter and more

elementary argument, which constitutes the bulk of the present

section (for a slightly different exposition of the same argument,

see [41]).

Recall that for normed spaces X = (Rd , ∥ · ∥X ) and Y = (Rd , ∥ ·

∥Y ) and a linear map T : Rd → Rd , the operator norm ∥T ∥X→Y
is defined as follows: ∥T ∥X→Y = sup∥x ∥X=1 ∥Tx ∥Y . The Banach–
Mazur distance dBM (X ,Y ) between X and Y is defined as follows:

dBM (X ,Y ) = infT : Rd→Rd ∥T ∥X→Y · ∥T
−1∥Y→X . By John’s theo-

rem, one always has: dBM (X , ℓd
2
) ≤
√
d .

Theorem 6.1. For every normed space X = (Rd , ∥ · ∥X ) and

every G = (дi j ) ∈ ∆(m), one has γ (G, ∥ · ∥2X ) ≲
(
1+log d
λ2 (LG )

)
2

, where

d = dBM (X , ℓd
2
) ≤
√
d . In particular, one always has: γ (G, ∥ · ∥2X ) ≲(

logd
λ2 (LG )

)
2

.

Let V ⊂ (Rd )m be the following codimension-1 subspace:

V =


(v1,v2, . . . ,vm ) ∈ (Rd )m

������

m∑
i=1

√
ρG (i ) · vi = 0



.

We denote VX = (V , ∥ · ∥VX ) the normed space where for v =

(v1,v2, . . . ,vm ) ∈ V , the norm is given by ∥v ∥VX =
√∑m

i=1 ∥vi ∥
2

X .

DenoteA : V → V the following linearmap: (Av )i =
∑m
j=1 ai jvj =∑m

j=1
дi jvj√

ρG (i )ρG (j )
. In words, A acts on a tuple of d-dimensional

vectors the same way asA = D−1/2GD−1/2 acts on a tuple of scalars.
It is immediate to check that the image of A indeed lies in V ; this

follows from the fact

(√
ρG (1),

√
ρG (2), . . . ,

√
ρG (m)

)
is an eigen-

vector of A. Let I : V → V be the identity map.

Let us show that Theorem 6.1 readily follows from the following

lemma.

Lemma 6.2. One has:



(I − A)−1


VX→VX

≲ 1+log d
λ2 (LG ) .

Proof of the implication “Lemma 6.2⇒ Theorem 6.1”. An

immediate reformulation of Lemma 6.2 is that for every vi ∈ R
d

such that

∑m
i=1

√
ρG (i ) · vi = 0, one has:

m∑
i=1
∥vi ∥

2

X ≲

(
1 + log d
λ2 (L)

)
2

·
∑
i=1









vi −

m∑
j=1

дi jvj√
ρG (i )ρG (j )










2

X

. (8)

6
Here the notation a ≲ b means that there exists a constant C , independent of all

other parameters, such that a ≤ Cb .

Our goal is to show that for every u1,u2, . . . ,um ∈ R
d
, one has:

m∑
i, j=1

ρG (i )ρG (j ) · ∥ui −uj ∥
2

X ≲

(
1 + log d
λ2 (LG )

)
2

·

m∑
i, j=1

дi j · ∥ui −uj ∥
2

X .

(9)

Without loss of generality, we can assume that

∑m
i=1 ρG (i ) · ui = 0.

We setvi =
√
ρG (i ) ·ui . Hence,

∑m
i=1

√
ρG (i ) ·vi = 0 and (8) applies.

On the one hand, one has:

m∑
i, j=1

ρG (i )ρG (j ) · ∥ui − uj ∥
2

X

≤

m∑
i, j=1

ρG (i )ρG (j ) ·
(
∥ui ∥X + ∥uj ∥X

)
2

≤ 2

m∑
i, j=1

ρG (i )ρG (j ) ·
(
∥ui ∥

2

X + ∥uj ∥
2

X

)

= 4

m∑
i=1

ρG (i ) · ∥ui ∥
2

X = 4

m∑
i=1
∥vi ∥

2

X . (10)

On the other hand, one has:

m∑
i=1









vi −

m∑
j=1

дi jvj√
ρG (i )ρG (j )










2

X

=

m∑
i=1










m∑
j=1

дi j√
ρG (i )

· *
,

vi√
ρG (i )

−
vj√
ρG (j )

+
-










2

X

=

m∑
i=1










m∑
j=1

дi j√
ρG (i )

· (ui − uj )










2

X

≤

m∑
i=1

*.
,

m∑
j=1

дi j√
ρG (i )

·



ui − uj




X
+/
-

2

≤

m∑
i, j=1

дi j ·



ui − uj





2

X
, (11)

where the third step is due to the triangle inequality, and the fourth

step is due to Jensen’s inequality. Combining (8), (10) and (11), we

obtain (9). □

Now let us show the proof of Lemma 6.2. For this we will need

to relate the geometry of X and the Euclidean geometry. Let H =

(Rd , ∥ · ∥H ) be a Hilbert space such that for every v ∈ Rd , one has
∥v ∥H ≤ ∥v ∥X ≤ d · ∥v ∥H . We define the normed spaceVH = (V , ∥ ·
∥VH ) similarly toVX : the norm ∥v ∥VH forv = (v1,v2, . . . ,vm ) ∈ V

is defined as follows: ∥v ∥VH =
√∑m

i=1 ∥vi ∥
2

H . Clearly, for every

v ∈ V , one has:

∥v ∥VH ≤ ∥v ∥VX ≤ d · ∥v ∥VH . (12)

Finally, we define Ã = A+I
2

and Ã = A+I
2

. Let us observe that




(I − A)−1


VX→VX
≲ 


(I − Ã)−1


VX→VX

, thus it is enough to

show that




(I − Ã)−1


VX→VX
≲

1 + log d
λ2 (LG )

. (13)
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One can see that (13) is an immediate corollary of the following

three statements together with (12). Let us note that Lemma 6.3 is

the place, where the logarithmic dependence on d shows up.

Claim 2. One has ∥Ã∥VX→VX ≤ 1.

Claim 3. One has ∥Ã∥VH→VH ≤ 1 −
λ2 (LG )

2
.

Lemma 6.3. Let ∥ · ∥P and ∥ · ∥Q be two norms on Rd
′

such that

for some Φ ≥ 1 for every u ∈ Rd
′

one has ∥u∥Q ≤ ∥u∥P ≤ Φ · ∥u∥Q .

Suppose that T : Rd
′

→ Rd
′

is a linear map such that ∥T ∥P→P ≤ 1

and ∥T ∥Q→Q ≤ 1 − ε for some 0 < ε < 1. Then, ∥ (I −T )−1∥P→P ≲
1+logΦ

ε .

Proof of Claim 2. One has for everyv = (v1,v2, . . . ,vm ) ∈ V :

∥Av ∥2VX =

m∑
i=1
∥ (Av )i ∥

2

X =

m∑
i=1










m∑
j=1

дi jvj√
ρG (i )ρG (j )










2

X

≤

m∑
i=1

*.
,

m∑
j=1

дi j

ρG (i )










√
ρG (i )

ρG (j )
· vj








X

+/
-

2

≤

m∑
i=1

m∑
j=1

дi j

ρG (i )










√
ρG (i )

ρG (j )
· vj










2

X

=

m∑
i=1

m∑
j=1

дi j

ρG (j )



vj





2

X
=

m∑
j=1




vj




2

X
= ∥v ∥2VX ,

where the third step is by the triangle inequality, and the fourth

step is by the Jensen’s inequality. Hence, ∥A∥VX→VX ≤ 1. But this

implies that ∥Ã∥VX→VX ≤ 1 as well. □

Proof of Claim 3. Let us first observe that for every u ∈ Rm

such that

∑m
i=1

√
ρG (i ) · ui = 0, one has:

∥Ãu∥2 ≤

(
1 −

λ2 (LG )

2

)
· ∥u∥2, (14)

since Ã is positive semidefinite, the largest eigenvalue is 1, the

corresponding eigenvector is (
√
ρG (i ))mi=1, and the second largest

eigenvalue is 1 − λ2 (LG )/2.
The desired inequality reduces to (14) as follows. Since H is

a Hilbert space, there exists an orthogonal basis e1, e2, . . . , ed ∈

Rd such that for every u ∈ Rm , one has ∥u∥2H =
∑m
i=1⟨u, ei ⟩

2
.

For 1 ≤ i ≤ d and v = (v1,v2, . . . ,vm ) ∈ V , define πi (v ) =
(⟨v1, ei ⟩, . . . , ⟨vm , ei ⟩) ∈ R

m
. Then, ∥v ∥2VH

=
∑d
i=1 ∥πi (v )∥

2

2
. One

has:

∥Ãv ∥2VH =

d∑
i=1
∥πi (Ãv )∥

2

2
=

d∑
i=1
∥Ãπi (v )∥

2

2

≤

(
1 −

λ2 (LG )

2

)
2 d∑
i=1
∥πi (v )∥

2

2

=

(
1 −

λ2 (LG )

2

)
2

∥v ∥2VH .

□

Proof of Lemma 6.3. For every k ≥ 1, one has ∥T k ∥P→P ≤

Φ·(1−ε )k . Thus, we can choosek∗ ≲ 1+logΦ
ε such that ∥T k

∗

∥P→P ≤

1/2. Finally, we have:

∥ (I −T )−1∥P→P ≤

∞∑
k=0

∥T k ∥P→P ≤ k∗ ·
∞∑
i=0
∥T ik

∗

∥P→P

≤ k∗ ·
∞∑
i=0

(1/2)i ≲ k∗ ≲
1 + logΦ

ε

as desired. □

Theorem 6.4. For every normed space X = (Rd , ∥ · ∥X ) with

dBM (X , ℓd
2
) = d ≤

√
d , and every 0 < ε < 1/2, one has: Ξ(X , ε ) ≲

1+log d
ε2 . In particular, one always has: Ξ(X , ε ) ≲ logd

ε2 .

Proof. Let R > 0 be a parameter to be fixed later. LetG ∈ ∆(m)
and let x = (x1,x2, . . . ,xm ) ∈ Xm

be such that ∥xi − x j ∥X ≤ 1 if

дi j > 0. Suppose that x has no 1/2-dense ball of radius R. Then,

m∑
i, j=1

ρG (i )ρG (j ) · ∥xi − x j ∥
2

X ≥
R2

2

. (15)

On the other hand, we have:

m∑
i, j=1

дi j · ∥xi − x j ∥
2

X ≤ 1, (16)

since ∥xi − x j ∥
2

X ≤ 1 whenever дi j > 0. Thus, combining (15),

(16) and Theorem 6.1, we get: λ2 (LG ) ≲
1+log d

R . Thus, by setting

R ≲ 1+log d
ε2 and using Cheeger’s inequality (Theorem 2.2), we

conclude that G has a cut with conductance at most ε . □

Note that Theorems 3.6 and 6.4, together with a standard dis-

cretization argument imply Theorem 1.7. Indeed, given a norm

∥ · ∥X on Rd , and a radius R so that logR is polynomial in d , we
can greedily find N points x1, . . . xN so that the balls BX (x1,γ ),
. . ., BX (xN ,γ ) cover BX (0,R), and logN = O (d log(R/γ )). We can

then use Theorem 3.6 with the metric space of size N induced on

{x1, . . . ,xN } and the cutting modulus bound given in Theorem 6.4.

We identify any set S in the collection C guaranteed by Theorem 3.6

with the union of the balls BX (xi ,γ ) that cover the elements of S .
It is easy to verify that any two points u,v ∈ BX (0,R) that lie at
a distance at most 1 − 2γ apart are separated by a uniformly ran-

dom set in the subcollection S with probability at most 50ε . The
guarantee of Theorem 1.7 then follows by a simple rescaling.
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