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Section 1 2

1. Unique Prime Factorization of Ideals: 21 September 2010

This corresponds somewhat to Chapter 1, §3 of J. Neukirch’s Algebraic Number Theory text.
We begin with a definition.

Definition 1.1. A ring R is called Noetherian if every ideal aCR is finitely generated.

We state a theorem.

Theorem 1.1. If K is an algebraic number field and OK its ring of integers, then OK is Noe-
therian, integrally closed, and every nonzero prime ideal of OK is maximal.

Proof. It is trivial that OK is integrally closed. Consider the ideal aCOK and choose 0 6= α ∈ a.
Then αOK ⊆ a ⊆ OK . Now, OK is a free Z-module of rank n, where n = [K : Q], and αOK is
also a free Z-module of rank n, so a must also be a free Z-module of rank n. From this, the fact
that a is finitely generated as an ideal of OK comes for free, and since a was an arbitrarily chosen
ideal, we can conclude that OK is Noetherian.

We now have left to prove that every nonzero prime ideal is maximal. Now, p C R, p a prime
ideal ⇔ R/p is an integral domain. Since p C R is maximal, then R/p is an integral domain ⇔
R/p is a field. (In general, every maximal ideal is prime.) Hence it is sufficient to show that if p
is a nonzero prime ideal of OK , then OK/p is a field.

Let p C OK be a nonzero prime ideal. Consider p ∩ Z. Now, p ∩ Z is the nonzero prime
ideal (p) in Z, for p a rational prime: Take 0 6= y ∈ p. y is integral over Z so it satisfies
yn + a1y

n−1 + a2y
n−2 + · · · + an−1y + an = 0 for some a1, . . . , an ∈ Z. Since we assume an 6= 0

and each term an−iy
i, i = 1, . . . , n − 1 is an element of p, then we must have that an ∈ p so

an ∈ p ∩ Z = (p), which proves that (p) is nonzero. It is clear that (p) is a prime ideal.
Now let us consider the quotient ring OK/p. We want to prove that OK/p is finite. We know

already that OK = Zα1 + . . .Zαn, α1, . . . , αn ∈ OK , so each αi is integral over Z. Since OK
is generated over Z/p ∩ Z = Z/pZ by the image of α1, . . . , αk under the map OK → OK/p,
then OK/p must be finite. (Another way to see this is the following. We know already that
any x ∈ OK can be written in the form n1α1 + · · · + nkαk where each ni ∈ Z. So if we have
x = n1α1 + · · · + nkαk, y = m1α1 + · · · + mkαk and ni ≡ mi (mod p) for all i, then certainly
x − y ∈ p, which would mean that x, y are equivalent in OK . This means that |OK/p| ≤ pn.)
Since OK/p is a finite ring without zero divisors (we have no zero divisors since p is prime, then
it follows that OK/p must necessarily be a field. �

Definition 1.2. A Noetherian, integrally closed integral domain in which every nonzero prime
ideal is maximal is called a Dedekind domain.

The above definition gives us the liberty of stating Theorem 1.1 in a cleaner way: If K is an
algebraic number field and OK , then OK is a Dedekind domain.

It turns out that if we have a Dedekind domain R, then we can generalize the notions of
divisibility, lcm, and gcd that we have in Z.

Definition 1.3. Let a, b C R. Then: We say a | b if b ⊆ a. The greatest common divisor is
a+b = {α+β : α ∈ a, β ∈ b}. The least common multiple is a∩b. And we define ab = {

∑
i αiβi :

αi ∈ a, βi ∈ b}, the set of finite sums of products of elements in a, b.

This next important is an amazing thing, and it generalizes the notion of unique prime factor-
ization to principal ideal domains! The connection to Dedekind domains here is that a a Dedekind
domain has unique prime factorization if and only if it is a PID.

Theorem 1.2. Every (nontrivial) ideal aCR (i.e. a 6= (0), (1)) has a factorization a = p1 . . . pn
where pi are nonzero prime ideals, unique up to order of factors.

We will prove two lemmas, after which the theorem will be easy to prove.

Lemma 1.1. For every nonzero ideal aCR there exist nonzero prime ideals satisfying p1 . . . pr ⊆ a.
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Proof. We take a maximal counterexample a. Since a is not a prime ideal, we can find b1, b2 6∈ a
such that b1b2 ∈ a. Let a1 = (b1) + a, a2 = (b2) + a. Since a was a maximal counterexample,
a ( a1, a ( a2, and there are nonzero prime ideals such that p1 · · · pr ⊆ a1, q1 · · · qr ⊆ a2. But
then we have p1 · · · prq1 · · · qs ⊆ a1a2 ⊆ a, a contradiction. �

Lemma 1.2. Let p be a nonzero prime ideal and define p−1 = {x ∈ K : xp ⊆ R}. Then for every
nonzero ideal aCR, we have p−1 ) a.

Proof. We first prove the special case that p−1 ) R. It is clear that p−1 ⊆ R, so we have left to
show that they are not equal. Let p be a nonzero prime ideal and take some nonzero α ∈ p. Let
r be minimal such that p1 · · · pr ⊆ (α) ⊆ p, where each pi is a nonzero prime ideal. (We know
we can do this by Lemma 1.1.) Now, some pi must be contained in p since otherwise, we would
have b1 ∈ p1\p, . . . , bn ∈ pn\p such that b1 · · · br ∈ p, which can’t happen since p is prime. So say
p1 ⊆ p. Since R is a Dedekind domain, then p1 is maximal, so p1 = p. Since p2 · · · pr 6⊆ (α), then
there is some β ∈ p2 · · · pr such that β 6∈ (α) = αR. We know that βp ⊆ (α) = αR so α−1βp ⊆ R,
and since we had β 6∈ αR ⇒ α−1β 6∈ R, then we have found an element γ = α−1β such that
γ ∈ p−1, γ 6∈ R. Hence we have that p−1 ) R.

For the general case, take an ideal 0 6= a C R and assume ap−1 = a. Take any x ∈ p−1

and let α1, . . . , αn be generators of a. (We can pick generators since R is Noetherian.) So a =
(α1) + · · ·+ (α2). Hence for each xαi, we can write xαi =

∑n
j=1 βijαj , since xαi ∈ ap−1 = a. In

matrix form, these equations can be represented as
x− β11 β12 · · · β1n

β21 x− β22 · · · β2n

...
...

...
...

βn1 βn2 · · · x− βnn




α1

α2

...
αn

 =


0
0
...
0


If d is the determinant of this matrix, then we have dαi = 0 for all i, which forces d = 0 since αi
cannot all be 0. This means that x is integral over R, and so x ∈ R (since R is a Dedekind domain,
so it must be integrally closed). So p−1 ⊆ R, which means that p−1 = R, which contradicts the
first part of the proof. Hence we can conclude that p−1 ) a �
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2. Minkowski Theory: 28 September 2010 - 5 October 2010

We begin by discussing lattices and the Minkowski space, denoted KR. The finale of our
discussion will be the ability to prove the finiteness of the class number. (For reference, this
corresponds to Chapter 1, §4 - §6 of Neukirch’s book.)

Say K is a number field and we have [K : Q] = n. Since K is separable, then we have n
embeddings τ : K → C. (This comes easily from Galois. We can write K = Q(α) and then every
embedding is defined by sending α to a power of itself, and there are n distinct choices here.) We
define KC to be the direct product of the image of K under each embedding; i.e.

KC :=
∏
τ

C.

We have a map j : K → KC defined by a 7→ (τa), where (τa) denotes the n-tuple with τa in
each component, for every embedding τ . In terms of notation, we will denote τa as (ja)τ . The
usual inner product definition holds on KC:

〈x, y〉 =
∑
τ

xτyτ .

We can also define a linear involution F : KC → KC on this space, i.e. a linear operator whose
inverse is itself. If z = (zτ ) ∈ KC, then we define F to be such that for every τ , (Fx)τ = zτ .
We can check that this is an involution by checking that FFz = z. This is an easy check:
(FFz)τ = (F (Fz))τ = (Fz)τ = zτ . We also have that

〈Fx, Fy〉 = 〈x, y〉.

From this, we can define the Minkowski space:

KR = {x ∈ KC : Fz = z}.

The inner product on KR is inherited from that of KC and it turns out that KR is F -invariant
since for any a ∈ K, we have (F (ja))τ = jaτ = τa = (ja)τ , where j is the map j : K → KR. For
a more explicit description of KR, we can define

KR = {(zτ ) ∈ KC : zρ ∈ R, zσ = (zσ)},

where ρ is a real embedding K → R, and σ is a complex embedding K → C,K 6→ R. KR is
an R-vector space of dimension n = r + 2s, where r is the number of real embeddings and s
is the number of complex conjugate pairs of embeddings. Also, the previously described map
j : K → KR is the embedding of K into an n-dimensional Euclidean space. All this is important
because it turns out that the image of any nonzero ideal aCOK will be a complete lattice in KR!

Definition 2.1. Let V be an n-dimensional vector space over R. Then the subgroups Zv1 + · · ·+
Zvm where v1, . . . , vm ∈ V are linearly independent over R is called a lattice. If m = n, then we
call this a complete lattice.

Definition 2.2. The set Φ = {x1v1 + · · ·+ xmvm : 0 ≤ xi < 1} is a fundamental domain.

Clearly, a lattice is a discrete subgroup.

Definition 2.3. Let Γ ≤ V be a subgroup. It is called discrete if for every γ ∈ Γ there is a
neighborhood of γ in V such that there are no other points of Γ in this neighborhood.

Theorem 2.1. If Γ is a subgroup of V , then Γ is a lattice if and only if Γ is a discrete subgroup.

In order to not lose sight of our first goal, to prove Minkowski’s big theorem, we will save the
proof of Theorem 2.1 for later. For now, we shall also assume that there is a symmetric, positive-
definite bilinear form 〈 , 〉 : V × V → R. From this, we get a notion of volume. As an example,
if e1, . . . , en is an orthonormal basis, then the cube spanned by these elements has volume 1. If
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v1, . . . , vn are linearly independent vectors, then the fundamental domain Φ has vol(Φ) = |det(A)|,
where A is the n× n matrix satisfying

A

e1

...
en

 =

v1

...
vn

 .

Definition 2.4. The volume of a lattice Γ is the volume of its fundamental domain Φ; i.e.
vol(Γ) = vol(Φ).

Now we can state and prove Minkowski’s Lattice Point Theorem.

Theorem 2.2. (Minkowski) Let Γ be a complete lattice in an Euclidean vector space of dimension
n. Let X ⊆ V be a subset of V that is centrally symmetric and convex. If vol(X) > 2nvol(Γ), then
X contains a nonzero lattice point (i.e. a nonzero element of Γ.)

Proof. If vol(X) > 2nvol(Γ), then vol(X2 ) > vol(Γ). There must be two distinct elements x1, x2 ∈
1
2X such that x1 − x2 ∈ Γ. This is true since otherwise, we would have

vol(Φ) ≥
∑
γ∈Γ

vol(Φ ∩ (
1
2
X + γ)) =

∑
γ∈Γ

vol((Φ− γ) ∩ 1
2
X) = vol(

1
2
X),

which is a contradiction. Hence we can indeed find x1, x2 ∈ 1
2X such that x1 − x2 ∈ Γ, which

means that x1 − x2 ∈ X since x1 − x2 = 1
2 (2x1) + 1

2 (−2x2) ∈ X by the convexity and centrally
symmetric property of X. Therefore we conclude that x := x1−x2 ∈ X ∩Γ, and so we have found
that x ∈ X is a nonzero lattice point. �

Now that we have proved Minkowski’s Lattice Point Theorem, we will go back to fill in the
gaps. We first discuss the aforementioned symmetric, positive-definite bilinear form on KR. There
is an isomorphism f : KR →

∏
τ R. Defining xρ = zρ, xσ = Re(zσ), xσ = Im(zσ), we can define

the isomorphism to take z = (zτ ) ∈ KC 7→ (xτ ). So if we label the real embeddings ρ and label
the complex embeddings σ with their conjugates σ, then the τ coordinate of the image of z is:

(f(z))τ =

 zτ if τ = ρ
Re(zτ ) if τ = σ
Im(xτ ) if τ = σ.

We can define a scalar product on
∏
τ R by 〈x, y〉 =

∑
τ aτxτyτ where aτ =

{
1 τ is real
2 τ is complex.

Theorem 2.3. The inner product on KR agrees with this inner product by the isomorphism.

So it turns out that KR is an n-dimensional R-vector space and we have an inner product that
corresponds to the usual Lebesgue measure, differing only by a factor of 2s, where s is the number
of pairs of complex embeddings of K. So how do we use this to compute the volume?

Example. Consider X := {x = (xτ ) : |xτ | ≤ 1} ⊆
∏
τ R. Then vol(X) = 2n · 2s. (Notice here that

we have the usual Lebesgue measure and then an extra factor of 2s.)

Now let K be an algebraic number field and take a nonzero ideal a C OK . Then a has an
integral basis, call it α1, . . . , αn. Let d(a) := d(α1, . . . , αn) = det(τiαj)2., where τi runs over all
the embeddings of K.

Definition 2.5. The above description of d(a) is called the discriminant of the ideal a. We define
the discriminant of the field K to be dk := d(OK).

It is not immediately clear why this definition makes sense. That is, we need to check that d(a)
is invariant under the choice of integral basis α1, . . . , αn. Now, if α′1, . . . , α

′
n is another basis, then

there is some n×n matrix T with determinant ±1 such that (α′1, . . . , α
′
n)T = (α1, . . . , αn), which

means that, passing to matrices, (τiα′j)T = (τiαj). Taking the square of the determinant of both
sides, we get (detT )2d(α′1, . . . , α

′
n) = d(α1, . . . , αn). Hence we have shown that the discriminant

is well-defined.
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Theorem 2.4. If 0 6= aCOK , then Γ = ja is a complete lattice in KR and vol(Γ) =
√
|dK |[OK : a].

Remark. If Γ is a complete lattice with basis v1, . . . , vn, then Φ = {x1v1 + · · ·+xnvn : 0 ≤ xi < 1}
is the fundamental domain. Then vol(Γ) = vol(Φ) = |det(A)|, where A be the n × n matrix
satisfying v1

...
vn

 = A

e1

...
en

 .

Now, AAT = (〈vi, vj〉)i,j , so then we get vol(Γ) = |det(A)| =
√
|det(〈vi, vj〉)|.

As a slight tangent, we mention discuss the notion of a fundamental domain. We have thrown
around these words in our discussion of lattices, but we haven’t actually defined what these words
mean. It happens that we can view Γ as a set acting on our vector space V . Then we can say
that two points α, β ∈ V are equivalent (we write α ∼ β if α = βγ for some γ ∈ Γ (i.e. α
is the Γ-image of β). Then the fundamental domain is a complete set of representatives of this
equivalence relation. As we would expect, two fundamental domains have the same volume. Also,
if Φ ⊆ V is a fundamental domain, then the disjoint union qγ∈ΓγΦ = V .

Now we prove a theorem which will allow us to prove Theorem 2.4 more easily.

Theorem 2.5. Let 0 6= a ⊆ a′ be two finitely generated OK-submodules of K. Then we have
d(a) = [a′ : a]2d(a′).

Proof. Let α1, . . . , αn be a basis of a and α′1, . . . , α
′
n a basis of a′. Then for some n × n matrix

T (with integer entries and a nonzero determinant), we have (α′1, . . . , α
′
n)T = (α1, . . . , αn). From

this, we get that d(a) = d(a′)(detT )2. We want to prove that |detT | = [a′ : a].
Let Φ be a fundamental domain of a and let Φ′ be a fundamental domain of a′. Then FΦ′ = Φ

so |detT |vol(Φ′) = vol(Φ). From here, it is enough to show [a′ : a]vol(Φ′) = vol(Φ). If Φ′ is a
fundamental domain of a′, then qi∈IαiΦ′ is a fundamental domain of a. Then

V = qα′∈a′α
′Φ′ = qi∈I qα∈a αiαΦ′ = qα∈aα (qi∈IαiΦ′) .

So vol(Φ) = vol(qiαiΦ′) = |I|vol(Φ′) = [a′ : a]vol(Φ′). This completes the proof. �

Now we can prove Theorem 2.4.

Proof of Theorem 2.4. Let α1, . . . , αn be a Z-basis of a. Then Γ = Zjα1+· · ·+Zjαn and vol(Γ)2 =
det(〈jαi, jαk〉), where 〈jαi, jαk〉 =

∑n
l=1 τlαi · τlαk, τl : K → C. Let B := (τlαi. Then BBT =

(〈jαi, jαk〉). This gives us

vol(Γ)2 = det(BBT ) = |det(B)|2 = |d(a)|,

where the last equality holds by definition of the discriminant of an ideal. By Theorem 2.5,
d(a) = [OK : a]2dK , so vol(Γ)2 = [OK : a]2dK . Taking the square root of both sides gives us the
desired result, vol(Γ) = [OK : a]

√
|dK |. �

Question to ask Professor Biro during office hours: Where does the following theorem come
from? Why is it useful? What does it say? Can we draw a picture?

For a reference, this theorem can be found on page 32 of Neukirch’s book.

Theorem 2.6. Let 0 6= aCOK . Let cτ > 0 be real numbers such that for every τ ∈ Hom(K,C),
we have cτ = cτ . Assume that ∏

τ

cτ > A[OK : a],

where A = ( 2
π )s
√
|dK |. Then there exists 0 6= α ∈ a such that |τα| < cτ for all τ ∈ Hom(K,C).

Proof. Let X := {(zτ ) ∈ KR : |zτ | < cτ}. This set is centrally symmetric and convex. If we can
prove that vol(X) > 2nvol(Γ), then we’re done (since by Minkowski, there is a nonzero α ∈ a such
that jα ∈ X.) So what we need to prove is that vol(X) > 2n

√
|dK |[OK : a].
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In the image of X in
∏
τ R, we have these conditions: |xρ| < cρ, x

2
σ + x2

σ < c2σ, where ρ runs
over all the real embeddings of K and the pair σ, σ runs over all the pairs of complex embeddings
of K. Thus, we have

vol(X) = (
∏
ρ

2cρ)(
∏
σ

πc2σ)2s = 2r+sπs
∏
τ

cτ .

By substitution, we have

vol(X) = 2r+sπs
∏
τ

cτ > 2r+sπs
(

2
π

)s√
|dK |[OK : a] = 2n

√
|dK |[OK : a].

By the parenthetical remark made earlier, this completes the proof. �

Now we finish the ultimate goal of all this machinery: to prove that the class number is finite.
We write a few definitions, state some properties (without proof, for now), and then proceed to
prove this (quite incredible!) theorem.

Definition 2.6. Consider a nonzero ideal aCOK . Then the norm of the ideal is N(a) := [OK : a].

It turns out that if we take a nonzero element α ∈ OK , then N((α)) = |NK/Q(α)|. Also,
if we have nonzero ideals a, b C OK , then N(ab) = N(a)N(b). Since every fractional ideal is
of the form pn1

1 · · · p
nt
t , where pi are prime ideals and ni are nonzero integers (not necessarily

positive), then we can write extend the definition of an integer ideal to work for fractional ideals;
i.e. N(pn1

1 · · · p
nt
t ) = N(p1)n1 · · ·N(pt)nt .

We state a lemma.

Lemma 2.1. In every nonzero ideal aCOK , there exists 0 6= α ∈ a such that

|NK/Q(α)| ≤ (
2
π

)s
√
|dK |N(a).

Proof. By the proof of Theorem 2.6, for every ε > 0, we can take cτ (τ ∈ Hom(K,C)) such that
cτ = cτ for every τ and

∏
τ cτ = ( 2

π )s
√
|dK |N(a) + ε. Also by the previous theorem, we know that

there is some 0 6= α ∈ a such that |τα| < cτ , and then taking the product, we get

|Nk/Q(α)| = |
∏
τ

τα| < (
2
π

)s
√
|dK |N(a) + ε.

Since this is true for all ε > 0 and since |NK/Q(α)| is always a positive integer, then there must
be some α ∈ a satisfying

|NK/Q(α)| ≤ (
2
π

)s
√
|dK |N(a),

the desired inequality. �

Now we can prove that the class number is finite. Recall first that the class number is the size
of the ideal class group ClK = JK/PK , where JK is the abelian group of fractional ideals and PK
is the subgroup of JK consisting of principal fractional ideals.

Theorem 2.7. The ideal class group ClK = JK/PK is finite.

Proof. We first prove that for any M > 0, then there are only finitely many aCOK with N(a) ≤M .
If p C OK , then p ∩ Z = pZ, where p is a prime ideal and p is a rational prime. Then OK/p is
a finite field that is a finite field extension of Z/pZ. So N(p) = |OK/p| = pf , where f ≥ 1 is an
integer, so in particular, N(p) ≥ p. This inequality gives us that if N(p) is bounded, then p is also
bounded, so there are only finitely many such p. The last step is to show that for a given p, there
are only finitely many such p.

Notice that we must have p | (p). Therefore it is enough to prove that each class of ClK
contains an integral ideal with norm at most ( 2

π )s
√
|dK |. (Note here that this gives us a method

to determine the class number because then we only have finitely many cases to consider.) Let a
be a fractional ideal. Then there is an element 0 6= γ ∈ OK such that γa−1 ⊆ OK . We apply the
lemma. Then there is some 0 6= α ∈ ja−1 such that

|N((α))| = |NK/Q(α)| ≤ (
2
π

)s
√
|dK |N(ja−1).
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Now, dividing, we get N( (α)
ja−1 ) ≤ ( 2

π )s
√
|dK |. The division in (α)

ja−1 = a
(α)
j takes place in JK and

to finish this off, let b := a(αj ). Then since ja−1 divides (α), then α ∈ ja−1, so b is an integral
ideal, and it is in the same class as a and furthermore, N(b) ≤ ( 2

π )s
√
|dK |. This completes the

proof that the ideal class group is finite. �
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3. Cyclotomic Fields and Fermat: 6 - 13 October 2010

Over the next few lectures, we will build up the theory required to prove a special case of
Fermat’s Last Theorem. We state the proposition here.

Theorem 3.1. Let p be a prime rational integer and consider the equation xp + yp = zp where
(p, xyz) = 1 and p - h(Q(ζp)).

Here, h(Q(ζp)) denotes the class number of the cyclotomic field Q(ζp) and ζp denotes a pth
root of unity. We will develop some theory about pth cyclotomic fields and ultimately use this to
prove Theorem 3.1. We take a moment to mention some notation. We will write ζ to denote the
pth root of unity and let K := Q(ζ).

Theorem 3.2. Let r, s be rational integers with (rs, p) = 1. Then ζr−1
ζs−1 is a unit in Z[ζ].

Proof. There is an integer R such that R ≡ r (mod p), R ≡ 0 (mod s). Then

ζr − 1
ζs − 1

=
ζR − 1
ζs − 1

= 1 + ζs + ζ2s + · · ·+ ζR−s ∈ Z[ζ].

This completes the proof. �

Theorem 3.3. The ideal (1− ζ) is a prime ideal in K and (1− ζ)p−1 = (p).

Proof. �

Theorem 3.4. The ring of integers of K is Z[ζ]; i.e. OK = Z[ζ].

Proof. We will use the fact from Theorem 3.3 that the ideal (1−ζ) is prime. Let us take a moment
to discuss notation. If we have a nonzero β ∈ K, then (β) = pn1

1 · · · p
nt
t , where ni ∈ Z for each i.

Now let vp(β) be the exponent of p in the prime decomposition of β. We can say some things about
the exponent. If β1, β2 ∈ K\{0} and vp(β1) 6= vp(β2), then vp(β1 +β2) = min(vp(β1), vp(β2)). We
know that 1, ζ, . . . , ζn−2 is a Q-basis of K, so every α ∈ OK can be written in the form

α = a0 + a1ζ + · · ·+ ap−2ζ
p−2, ai ∈ Q.

We will first prove that there is no p-power in the denominator of ai for 0 ≤ i ≤ p− 2.
Our first trick is to write α as a polynomial in 1− ζ. Then we have

α = b0 + b1(1− ζ) + · · ·+ bp−2(1− ζ)p−2.

Notice that if each bi has the property that there is no power of p in the denominator, then each
ai must also have this property, and the same is true in the reverse direction. Hence what we now
want to show is that for an arbitrary ......

CONFUSED!!! Is the notation supposed to be vp(β)??? Or is it supposed to be vp(β)??? �

A treatment of this material can be found in Washington’s An Introduction to Cyclotomic
Fields.
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4. Multiplicative Minkowski and Dirichlet’s Unit Theorem: 19 - 26 October 2010

We first begin by introducing some new notation.
Let O×K denote the group of units in OK and µ(K) denote the group of roots of unity in K. It

is clear that µ(K) ⊆ OK . It will in fact turn out that we have the isomorphism

O×K ∼= µ(K)× Zr+s−1,

where as usual, r is the number of real embeddings and s is the number of complex conjugate
pairs of embeddings (so we have 2s non-real complex embeddings). As an example, we can take
the cyclotomic field K = Q(ζp), and then r = 0, s = p−1

2 . We state (without proof) the fact that
K0 := Q(ζp + ζp) = K ∩K. So here, s = 0, r = p−1

2 .
Now we turn to discuss the multiplicative version of Minkowski. Consider the homomorphism

j : K× → K×C :=
∏
τ C×, a 7→ (τa), τ ∈ Hom(K,C).

Here, K× denotes the multiplicative group of K. We also have the norm homomorphism

N : K×C → C× = C\{0}, z = (zτ ) 7→
∏
τ zτ .

From this map, we get that N(ja) = NK/Q(a) for a ∈ K×. Now define a homomorphism

l : C× → R, z 7→ log |z|,

where we view C× as a multiplicative group and R as an additive group. It is easy to verify that
this is indeed a homomorphism. This induces another homomorphism, which we also call l, with a
bit of abuse of notation. So we have l : K×C →

∏
τ R, where the image is dictated by the previous

l, coordinate-wise.
The image of K× by j is

K×R = {(zτ ) ∈ K×C : zρ ∈ R, zσ = zσ},

where ρ runs over the real embeddings ρ1, . . . , ρr and σ runs over the complex embeddings
σ1, . . . , σs (with each σi a representative from a pair of conjugate complex embeddings). The
image of K×R by l is in

[
∏
τ R]+ :=

∏
ρ R×

∏
σ[R× R]+, where [R× R]+ := {(x, x) ∈ R× R : x ∈ R}.

We have an isomorphism [
∏
τ R]+ ∼= Rr+s where we take the identity on

∏
ρ R and take the

isomorphism [R× R]+ → R, (x, x) 7→ 2x. Summarizing, we have

j : K× → K×R , and l : K×R → [
∏

R]+ ∼= Rr+s.

So if we take x ∈ K×R , we can write out the map l explicitly as follows:

l(x) = (log |xρ1 |, . . . , log |xρr
|, log |xσ1 |2, . . . , log |xσs

|2).

Notice here that we have the square of the log for the complex embeddings since in the isomorphism
[
∏
τ R]+ ∼= Rr+s, we took the map [R× R]+ → R, (x, x) 7→ 2x, and also log |x|2 = 2 log |x|. From

this, the following proposition becomes trivial.

Proposition 4.1. Let α ∈ O×K . Then l(jα) = 0 ∈ Rr+s if and only if α ∈ µ(K).

Proof. The direction (⇐) is trivial from the definition. The direction (⇒) follows from the previous
lemma stating that if α ∈ OK is such that every Galois conjugate of α has absolute value 1, then
α must be a root of unity. �

It will in fact turn out that l(jO×K) is a lattice in Rr+s. It cannot be a complete lattice, however,
since the restriction of l to the ring of integers O×K has a nontrivial intersection. But it turns out
that it is a complete lattice in an r + s − 1-dimensional subspace of Rr+s. We discuss this more
in the following class.

[20 October 2010] Recall from last class that we proved [
∏
τ R]+ ∼= Rr+s. Now let us consider

the map Tr : Rr+s → R defined by summing the coordinates. Let H := {x ∈ Rr+s : Tr(x) = 0}.
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Remark. If α ∈ O×K , |NK/Q(α)| = 1, then l(jα) ∈ H. (This is true for every α ∈ K×.)
This is easy to see by just writing out the coordinates of l(jα) explicitly. We have l(jα) =
(log |ρ1α|, . . . , log |ρrα|, log |σ1α|2, . . . , log |σsα|2), so Tr(l(jα)) = log |NK/Q(α)| = 0.

We now state the main theorem of this section. Once we have proven this theorem (which will
take most of this section), Dirichlet’s Unit Theorem can be easily deduced.

Theorem 4.1. Γ := l(jO×K) is a complete lattice in H.

As of now, all we know is that Γ ⊆ H. Recall from earlier that a complete lattice is a free abelian
group with a maximal number of generators. So here, since H is a (r + s− 1)-dimensional space,
then our ultimate goal will be to prove that Γ is a free abelian group with r + s − 1 generators.
To prove this theorem, we will need several lemmas.

Lemma 4.1. Let a be a nonzero rational integer. Up to multiplication by units, there are only
finitely many elements of α ∈ OK such that NK/Q(α) = a.

Proof. If NK/Q(α1) = NK/Q(α2) = a and α1 = α2 + aγ, γ ∈ OK , then α1
α2

= 1 + a
α2
γ ∈ OK . But

the same is true for α2
α1

, so α1
α2

must be a unit. So we have proven that if α1, α2 have norm a and
if α1 ≡ α2 (mod aOK), then α1

α2
. Since there are only finitely many elements of the factor ring

OK/(a)OK , then the desired result follows. �

Definition 4.1. We say that Γ ⊆ Rm is a discrete subgroup of Rm if every point of Γ has a
neighborhood containing no other point of Γ.

Lemma 4.2. Γ is a lattice in Rm if and only if it is a discrete subgroup of Rm.

Proof. The forward direction (⇒) is trivial. For the reverse direction, we first prove that Γ is
closed in V . Suppose x 6∈ Γ but it is in the closure of Γ. Then for all ε > 0, we have γ1 6= γ2,
γ1, γ2 ∈ Γ such that |γ1 − x| < ε, |γ2 − x| < ε which implies that 0 < |γ1 − γ2| < 2ε, which is a
contradiction to the fact that Γ is discrete. Hence Γ must be closed.

Now let V0 be the (real) subspace generated by Γ in V . Let m := dimV0 ≤ dimV =: n. Let
u1, . . . , um ∈ Γ be a basis of V0. Let Γ := Zu1 + · · · + Zum. This is a lattice. Clearly Γ0 ≤ Γ.
It is enough to show that Γ0 has finite index in Γ since if this is true, then letting q := [Γ : Γ0],
we have qΓ ≤ Γ0, which implies that we have Γ0 ≤ Γ ≤ 1

qΓ0. Since Γ0 and 1
qΓ0 are free abelian

groups of rank m, then Γ must also be, and hence it is a lattice of rank m.
So we have left to prove that Γ0 has finite index in Γ. Let Φ0 be the fundamental domain of

Γ0 in V0. Then Φ0 is bounded and Φ0 + Γ0 = V0. Then using the fact that Γ ⊆ V0, then for every
γ ∈ Γ, we have a representation γ = µ + γ0, where µ ∈ Φ0 and γ0 ∈ Γ0. This implies that we
have µ = γ − γ0 ∈ Γ ∩ Φ0, so µ ∈ cl(Φ0) ∩ Γ. Now, cl(Φ0) ∩ Γ is closed since Γ is closed, and this
is also a discrete set, since it is a subset of Γ. Also, it is bounded. This implies that cl(Φ0) ∩ Γ
is compact. Since compactness together with discreteness implies finiteness, then we have, finally,
that cl(Φ0) ∩ Γ is finite. It follows that Γ0 has finite index in Γ. �

This lemma tells us that we want to prove that Γ is a discrete subgroup. In fact, since we have
Γ ⊆ H ⊆ Rr+s ∼= [

∏
τ R]+ ⊆

∏
τ R, it is enough to prove the following.

Lemma 4.3. For any c > 0, the set {(xτ ) ∈
∏
τ R : |xτ | ≤ c} contains only finitely many elements

of Γ.

Proof. If α ∈ O×K , then l(jα) is in this set if and only if e−c ≤ |τα| ≤ ec for every τ ∈ Hom(K,C).
This puts a bound on the coefficients of the minimal polynomial of α (since the coefficients are
just sums and products of the Galois conjugates τα of α). Hence there are only finitely many such
polynomials, which means there can only be finitely many such α. Hence this set only has finitely
many elements. �

We deduce from this lemma that Γ is a discrete subgroup, and by Lemma 4.2, this means that
Γ is a lattice. It remains to be shown that Γ is a complete lattice of H. We introduce now the
final lemma before we prove Theorem 4.1.
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Lemma 4.4. If Γ ⊆ Rm is a lattice, and M ⊆ Rm is a bounded set such that M + Γ = Rm, then
Γ is a complete lattice.

Proof. The direction (⇒) is trivial, taking the fundamental domain asM . For the reverse direction,
let V0 be the subspace generated by Γ in V . This is a real subspace of V . We want to show that
V0 = V . Take v ∈ V . Then for any m ∈ Z, we can write mv = am+γm for some am ∈M,γm ∈ Γ.
Solving for v, we get v = am

m + rm

m . The first term tends to 0 as m tends to infinity since am ∈M
and M is a bounded set. The second term is an element of V0, and v is in the topological closure
of V0. But since any real subspace is automatically closed, we have v ∈ V0. Hence we have proven
V ⊆ V0, and so equality follows. �

Now we have everything we need to prove Theorem 4.1.

Proof of Theorem 4.1. We would like to construct such a set M for Γ. First, let S := {y ∈ K×R :
|N(y)| = 1}. Recall the map j : K× → K×R ⊆ KR. We will construct a subspace T ⊆ S such that
T is bounded in KR and S = ∪ε∈O×KT · jε. Then M = l(T ) will be a set that satisfies Lemma 4.4
for Γ. Why is this so? Well, first it is easy to see that l(S) = H. Then we have

H = l(S) =
⋃

ε∈O×K

l(T )l(jε) =
⋃
γ∈Γ

l(T )γ =
⋃
γ∈Γ

Mγ,

and hence H = M + Γ. Also, since T ⊆ S, then T is bounded, and hence l(T ) must also be
bounded. Therefore, once we have constructed such a set T , then we can define M based on this
set, by Lemma 4.4, Γ is a complete lattice of H. So let’s construct T .

Recall from Minkowski Theory the following theorem: If cτ > 0 for τ ∈ Hom(K,C), cτ = cτ and∏
τ cτ > ( 2

π )s
√
|dK |N(a), where 0 6= a C OK , then there is a nonzero α ∈ a such that |τα| < cτ

(Theorem 2.6). We apply this to the case when we have a = OK . Let cτ be as above, and let
C :=

∏
τ cτ > ( 2

π )s
√
|dK |. Now define a set

X := {(zτ ) ∈ KR : |zτ | < cτ}.

Then by Theorem 2.6 (stated above), there exists a nonzero α ∈ OK such that jα ∈ X. (Recall
from earlier, in Minkowski Theory, that j is a map that whose image in KR is defined by an ordered
n-tuple, each coordinate of which is the image of the original point under some embedding of the
number field K.) Now let us take y = (yτ ) ∈ S. Then we define Xy to be a similar set:

Xy := {(zτ ) ∈ KR : |zτ | < cτ · |yτ | for all τ ∈ Hom(K,C)}.

Notice that since y ∈ S, then the product of over all τ ∈ Hom(K,C) of cτ · |yτ | = C. Again by
Theorem 2.6, there exists a nonzero α ∈ OK such that jα ∈ Xy, so jα = xy for some x ∈ X,
which means, rearranging terms, that y−1 = x(jα)−1.

(Notice that this is quite close to what we want to prove: We have now that any element of
S can be written as x(jα)−1, that is, the product of an element from a bounded set and some
element of KR. In order to prove S = ∪ε∈O×KT · γε, we need to show that we can replace (jα)−1

with an element of norm 1.)
By a previous lemma, if we know that there are α1, . . . , αN ∈ OK such that for every α ∈ OK

having |NK/Q(α)| < C, then we have a representation εα = αi for some ε ∈ OK . Applying this,
we have

y−1 = x(jα)−1 = x(jα−1) = xj(εα−1
i ) = xj(ε)j(a−1

i ),
and since y−1 ∈ S, j(ε) ∈ S, then xj(α)−1 ∈ S. It follows then that

S =
⋃

ε∈O×K

(
N⋃
i=1

(S ∩Xj(α−1
i ))

)
j(ε).

Now let T := ∪Ni=1(S ∩Xjα−1
i ). T is bounded in KR, since S is bounded and the boundedness of

Xjα−1
i follows from the boundedness of X. Therefore, by Lemma 4.4, Γ is a complete lattice. �

Now we can state and prove Dirichlet’s Unit Theorem.
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Theorem 4.2 (Dirichlet’s Unit Theorem.). The group of units O×K of OK is the direct product of
the finite cyclic group µ(K) and a free abelian group of rank r + s− 1.

Proof. Let λ = l ◦ j. Then since Γ = λ(O×K), the map λ : O×K → Γ ∼= Zr+s−1 is a surjective group
homomorphism and with kerλ = µ(K). Let γ1, γ2, . . . , γr+s−1 be a free system of generators of
Γ. Let ε1, . . . , εr+s−1 be such that λεi = γi (i.e. ε1, . . . , εr+s−1 are the preimages.) Then

µ(K) ∩ εZ
1 · εZ

2 · · · εZ
r+s−1 = {1} ⇒ µ(K) · εZ

1 · εZ
2 · · · εZ

r+s−1 = O×K ,

where εZ
i denotes any integer power of ε1. Hence there exist elements ε1, ε2, . . . , εr+s−1 ∈ O×K such

that every ε ∈ O×K can be uniquely written in the form

ε = ζ · εm1
1 · · · εmr+s−1

r+s−1 , where ζ ∈ µ(K) and m1, . . . ,mr+s−1 ∈ Z.

The units ε1, . . . , εr+s−1 are called fundamental units. �

Let us now introduce the concept of a regulator of a field K. Recall the map λ : O×K → H ⊆
Rr+s. We proved that Γ := λ(O×K) is a complete lattice. It has a fundamental domain. The
regulator is related to the ............... of the fundamental domain. Now let us take a vector in Rr+s
orthogonal to H. We will choose

λ0 :=
1√
r + s

(1, . . . , 1) ∈ Rr+s.

Then if ε1, . . . , εr+s−1 is a system of fundamental units, then λ0, λ(ε1), . . . , λ(εr+s−1) is a basis of
a complete lattice in Rr+s. The fundamental domain of this lattice has volume:

d :=

∣∣∣∣∣∣∣det


1√
r+s

λ(ε1)1 · · · λ(εr+s−1)1

...
...

. . .
...

1√
r+s

λ(ε1)r+s · · · λ(εr+s−1)r+s


∣∣∣∣∣∣∣ .

If Φ is a fundamental domain of Γ in H, then vol(Φ) = d. We can compute d by adding all rows
to the first row, which gives us:

d =

∣∣∣∣∣∣∣∣∣det


√
r + s 0 · · · 0
0 λ(ε1)2 · · · λ(εr+s−1)2

...
...

. . .
...

0 λ(ε1)r+s · · · λ(εr+s−1)r+s


∣∣∣∣∣∣∣∣∣ .

Therefore, letting the bottom right (r + s− 1)× (r + s− 1) matrix be A, we have d =
√
r + sR,

where R = |det(A)|. Collecting this information, we write the following definition:

Definition 4.2. The regulator of K, denoted RK (this is R in the above analysis), is defined to
be the absolute value of the determinant of any (r + s− 1)× (r + s− 1) minor of the matrix λ(ε1)1 · · · λ(εr+s−1)1

...
. . .

...
λ(ε1)t+1 · · · λ(εr+s−1)r+s

 .

From our analysis above, we see that the regulator is well-defined; i.e. it is invariant under
the choice of units and choice of minor, which follows since d is independent of the choice of the
fundamental system of units and also choice of deletion. The explicit form of this matrix is:

log |ρ1(ε1)| · · · log |ρ1(εr+s−1)|
...

. . .
...

log |ρr(ε1)| · · · log |ρr(εr+s−1)|
log |σ1(ε1)|2 · · · log |σ1(εr+s−1)|2

...
. . .

...
log |σs(ε1)|2 · · · log |σs(εr+s−1)|2


.

Why is the regulator important? How do we make sense of this definition? What does this tell
us?
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5. Factoring Rational Primes in Algebraic Number Fields: 26 October 2010

This material is covered in part in Chapter 1, §8 of Neukirch’s book. We will discuss the
decomposition of prime ideals in larger algebraic number fields. For instance, if p is a rational
prime and L is a finite extension of Q, how does p decompose into prime ideals in the ring of
integers OL? To explore this, we first introduce some notation.

Let K ⊆ L be algebraic number fields. If P C OK is a prime ideal, then POL C OL and we
can write POL = Qe11 . . . Qer

r , where Qi are prime ideals in OL and ei ≥ 1, ei ∈ Z. We call ei the
ramification index of Qi. For each i, we have Qi ∩K = P, and Q C OL is among the Qi if and
only if Q ∩K = P . Now consider the finite field k obtained by taking the quotient OK/P =: k.
Then every OK/Qi can be viewed as a vector space over k. We denote its dimension by fi and
call this the inertia degree of Qi. The prime ideal QiCOL is said to be ramified over K if ei > 1.
It is natural to extend this definition to P ; i.e. we say the prime ideal P COK is ramified if there
is an i such that ei > 1. It will turn out that there will only be finitely many ramified primes.
Our first theorem will be a statement relating the ramification index ei and the inertia degree fi.

Theorem 5.1. Using the notation above,
∑r
i=1 eifi = n, where n = [L : K].

Proof. Let P COK be a prime ideal with the following decomposition in OL: POL = Qe11 · · ·!er
r .

By the Chinese Remainder Theorem, we have

OL/POL ∼= ⊕ri=1OL/!
ei
i .

On the RHS, the number of elements in each quotient OL/Q(iei) is exactly the norm of Qei
i . Now,

N(Qi)ei = (|k|fi)ei , so the number of elements of the direct sum on the right is |k|
P
eifi . On the

LHS, we have a vector space over k. Therefore to show that
∑
eifi = n, it is enough to show that

OL/POL is an n-dimensional vector space over the finite field k.
Let ω1, . . . , ωm ∈ OL be elements such that their images ω1, . . . , ωm in OL/POL are indepen-

dent over k. We claim that then ω, . . . , ωm are independent over K (so that m ≤ n). Suppose that
they are not independent. Then there exist αi ∈ K, not all 0, such that α1ω1 + · · ·αmωm = 0.
It is no loss to assume that αi ∈ OK since we can always multiply through and clear denomi-
nators. Let us define an ideal a := (α1, . . . , αm) C OK . We would like to find α ∈ K such that
ααi ∈ OK are not all in P . (This will give us a contradiction.) We need an α ∈ K such that
(α)a ⊆ OK , (α)a 6⊆ P . Now, the second condition holds if and only if (α)aP−1 6⊆ OK , so it is
sufficient to find an α ∈ a−1\(aP−1)−1 = a−1\a−1P. Now, a−1P ⊆ a−1 since a−1 is a fractional
ideal, but a−1P 6= a−1 by unique prime factorization, and so a−1\a−1P is nonempty and the
desired α can be found. Hence we can find an α such that

αα1ω1 + · · ·+ ααmωm ≡ 0 (mod P ),

with not all αα1 in P . This gives us a linear dependence among the ω1, . . . , , ωm over k (since the
images of ααi are not all zero), and this is a contradiction. So we conclude that ω1, . . . , ωm are
linearly independent over K and m ≤ n.

To prove the reverse inequality, let ω1, . . . , ωm ∈ OL be such that ω1, . . . , ωm is a basis of
OL/POL over k. We will prove that ω1, . . . , ωm is a basis of L over K. Let M := OKω + · · · +
OKωm. This is an OK-module. Now, M ⊆ OL, and we can view OL also as an OK-module. Now
let N := OL/M , the quotient OK-module. We know that OL = M+POL, so N = PN ⊆ OL, and
since OL is a finitely generated OK-module, then N must also be a finitely generated OK-module.
Now let x1, . . . , xt be a system of generators of N over OK . We can write xi =

∑t
j=1 αijxj , where

αij ∈ P . In matrix form, these equations give
1− α11 −α12 · · · −α1t

−α21 1− α22 · · · −α2t

...
...

. . .
...

−αt1 −αt2 · · · 1− αtt




x1

x2

...
xt

 =


0
0
...
0

 .

Denote the t × t matrix by A and let d := detA. Multiplying by the adjoint matrix of A, we
see that dxi = 0, so dN = 0. But d ∈ OK\P and d 6= 0. Since N = OL/M , then dOL ⊆ M =
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OKω1 + · · · + OKωm and so OL ⊆ Kω1 + · · · + Kωm and L ⊆ Kω1 + · · · + Kωm. This implies
that m ≥ n, and so this finishes the proof of the reverse inequality and we are done. �

To sum up the above proof, we had two main steps: to prove that ω1, . . . , ωm are linearly
independent over K and then to show that in fact ω1, . . . , ωm generate L over K.

This theorem is also known as the fundamental identity.
Consider now the separable extension L|K given by the primitive element θ ∈ OL with minimal

polynomial F (X) ∈ OK [X] so that L = K(θ) and [L : K] = n. So L = K(θ). It is not guaranteed
that OL = OK [θ]. In general, all we know is OK [θ] ⊆ OL, and it is a difficult problem in number
theory to classify all fields L in which we can find a θ such that 1, θ, . . . , θn−1 is an integral basis.
For now, we can only identify the decomposition of some primes P in OL. Here, an ideal called
the conductor plays a large role. It is the largest ideal of OL contained in OK [θ]. We state a
precise definition here.

Definition 5.1. The conductor of OK [θ] is

I := {α ∈ OL : αOL ⊆ OK [θ]}.

Every element of L can be written as a K-linear combination of 1, θ, . . . , θn−1. We can clear
denominators to get into OK [θ]. This is true for every element of an integral basis of OL. In
particular, we then get I 6= 0 since it contains a nonzero rational integer. Also note that in the
case that OK [θ] = OL, then the conductor agrees with the ring of integers of L, i.e. I = OL.

We now discuss the decomposition of prime ideals relatively prime to the conductor. First, a
note about notation. If f is a polynomial over OK , then f is its reduction modulo P , so it is a
polynomial over k = OK/P .

Theorem 5.2. If P C OK is a prime ideal and POL is relatively prime to the conductor I,
then we can determine explicitly the decomposition of POL using this θ in the following way. Let
F (X) = F 1(X)e1 · · ·F r(X)er be the irreducible decomposition in k[X]. Here, each Fi(X) ∈ OK [X]
has leading coefficient 1. Then Qi = POL + Fi(θ)OL for 1 ≤ i ≤ r are all the different prime
ideals above P and we have POL = Qe11 · · ·Qer

r with inertia degree fi = degFi.

What this theorem tells us is that the decomposition of prime ideals relatively prime to the
conductor boils down to a question of the decomposition of the minimal polynomial in the larger
field. Before proving this theorem, we first give some examples.

Example. Let L = K(
√
d),K = Q, where d is a square free integer. If d ≡ 2, 3 (mod 4), then

letting θ =
√
d, we have the minimal polynomial F (X) = X2− d for θ. If d ≡ 1 (mod 4), then let

θ = 1+
√
d

2 , and we have the minimal polynomial F (X) = X2 −X + 1−d
4 for θ. In the special case

of quadratic extensions, OL = OK [θ], so 1, θ is an integral basis. Now, P = (p)COK = OQ = Z,
so k = OK/P ∼= Z/pZ.

Take L = Q(i). This is the case d = −1. We have to decompose X2 + 1 modulo p. If p = 2,
then X2 + 1 = (X + 1)2 (mod 2), so 2 is the square of a prime ideal. If p ≡ 1 (mod 4), then
X2 + 1 decomposes into 2 linear factors, so p will have 2 different prime ideal factors (this follows
from the fact that −1 is a quadratic residue). If p ≡ 3 (mod 4), then X2 + 1 is irreducible (since
−1 is not a quadratic residue), so p remains prime.

If L = Q(ζp), then 1, ζp, . . . , ζp−2
p is an integral basis, so, as in the case of quadratic extensions,

we can use the theorem to determine all the prime ideals explicitly. We will do this later in these
notes.

We now prove Theorem 5.2

Proof. We have a homomorphism OK [θ]→ OL/POL. (We take this by first injecting OK [θ] into
OL and then reducing modulo P .) We claim that this map is surjective. We first show that
OK [θ] + POL = OL. Now, we know OK [θ] + POL = OL since I and POL are relatively prime.
Since I ⊆ OK [θ], then necessarily OK [θ] + POL = OL. What remains to be shown is that the
kernel of this map os POK . From the construction of the map, we know it has kernel OK [θ]∩POL.
So what we want to show is that OK [θ] ∩ POL = POK [θ]. The containment ⊇ is trivial. For the
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reverse containment, we first claim that since POL and I are relatively prime, then P and I ∩K
are relatively prime.

We can write I = R1R2 · · ·Rl where Ri are prime ideals of OL. In the case when K = Q, we
have N(I) ∈ I ∩K, but N(I) 6∈ P since otherwise we would have N(I), N(P ) ∈ P , which would
mean 1 ∈ P (since N(Ri) is relatively prime N(P )). This implies that P 6⊇ I∩K, and so it follows
from the fact that P is prime that P and I ∩K are relatively prime. In the general case, we can
see that Ri ∩K 6⊆ P since in the decomposition of POL, we have every prime ideal lying above
P . Let αi ∈ Ri ∩K\P . Then

∏l
i=1 αi ∈ I ∩K\P . So again, P 6⊇ I ∩K, which means that P and

I ∩K are necessarily relatively prime.
So we have P + I ∩K = OK . Then

OK [θ] ∩ POL ⊆ (P + I ∩K)(OK [θ] ∩ POL) ⊆ POK [θ],

where the last containment is true since IOL ⊆ OK [θ] and so (I ∩ K)POL ⊆ POK [θ]. Hence
we have proved that the described homomorphism OK [θ] → OL/POL is surjective and that
ker(OK [θ]/POK [θ] → OL/POL is an isomorphism. From the isomorphism theorems, we also
have OK [θ]/POK [θ] ∼= k[X]/F (X). This means that the prime ideals of OL containing POL are
in a 1−1 correspondence with the maximal ideals of OL/POL. Now, k[X] is a unique factorization
domain, and the prime ideals here are the principal ideals generated by irreducible polynomials.
In k[X]/F , the maximal ideals are the images (F i(X))C k[X], so the maximal ideals of OL/POL
correspond to these ideals. Now, the index of F i(X) in k[X] is |k|fi . So if Qi COL corresponds
to (F i(X)), then N(Qi) = |k|fi , so Qi is a prime ideal in OL lying above P having inertia degree
fi. What remains to be shown is the concrete form of Qi and the exponents. But this is just a
matter of understanding what is happening. The following picture should help in understanding
the correspondences between the ideals.

OL/POL oo ∼ //

⊆

OK [θ]/POK [θ] oo ∼ //

⊆

k[X]/(F (X))

⊆

Im(Fi(θ)COL) oo // Im((Fi(θ))COK [θ]) oo // Im((F i(X))C k[X]).

(In OL/POL, the maximal ideals are the images of Qi, the prime ideals containing POL. If
ei is the maximal power of Qi dividing POL, then the images of Qi, Q2

i , . . . , Q
ei
i in OL/POL

are all different, but the image of Qki is the same as the image of Qei
i for all k ≥ ei. That is,

Qki +POL = Qei
i for all k ≥ ei. In k[X]/(F (X)), the images of (F i(X))2, (F i(X))2, . . . , (F i(X))ei

are all different, but all subsequent powers of ei are the same as the image of (F i(X))ei .)
This completes the proof. �

As a corollary to this theorem, we can prove the fact stated earlier about the finiteness of
ramified primes.

Theorem 5.3. There are only finitely many prime ideals of OK that ramify in OL.

Proof. We apply Theorem 5.2 to L = K(θ), where θ ∈ OL. Let P be relatively prime to the
conductor I. It is enough to show that the reduction of F modulo P (denote it by F ) does not
have any double roots (except for in finitely many cases), where F is the minimal polynomial of
θ. Now, F has no double root if F and and its derivative F

′
are relatively prime. We know that

F itself only has simpmle roots, so (F, F ′) = 1, hence we can find G(X), H(X) ∈ K[X] such that
F (X)G(X)+F ′(X)H(X) = 1. We can multiply by a nonzero integer such that the coefficients will
be algebraic integers to get F (X)G∗(X)+F ′(X)H∗(X) = m 6= 0, where G∗(X), H∗(X) ∈ OK [X].
If we take P such that m 6∈ P , then F does not have multiple roots. Hence we can choose any prime
ideal except for finitely many. This proves that indeed ramification is an exceptional case. �

In the special case when K = Q, we can describe explicitly when a prime is ramified. The
following theorem will be stated without proof as the proof is beyond the scope of this course.
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Theorem 5.4. Let L be a number field. A rational prime p is ramified in L if and only if p
divides the discriminant of L.

We have seen that if L has a complex embedding, then |dL| > 1. (This was Exercise 5 of
Problem Set 3.) But we in fact have something stronger than this.

Proposition 5.1. If L 6= Q, then |dL| > 1.

We now work the the case of cyclotomic fields explicitly. That is, we will now describe the
decomposition of rational primes in a cyclotomic field.

Proposition 5.2. Let L = Q(ζn), where ζn is a primitive nth root of unity. Then in L we have
the following decomposition: pOL = (Q1 · · ·Qr)ϕ(pvp ), where Qi are distinct prime ideals with
inertia degree fp.

Note that we in fact have enough information to determine r. We know ϕ(n) = [L : Q] =
rfpϕ(pvp), so r = 1

fp
ϕ( n

pvp ).

Remark. In the special case when n is a prime, we proved already that OK = Z[ζn]. We will prove
later that this is true in general. For now, we assume this to be a fact and begin the proof of
Proposition 5.2.

Proof. �

We now go on a slight tangent to make an interesting remark about zeta functions.
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6. Application to Zeta Functions: 3 - 9 November 2010

If K is an algebraic number field, then we define the Dedekind zeta function to be ζK(s) :=∑
a(Na)−s, where s ∈ C. If Re(s) > 1, then it is absolutely convergent and limx∈∞

1
x |{a COK :

Na ≤ x}| is a nonzero number. (This number is related to the class number and also to the
regulator.)
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7. Hilbert’s Ramification Theory: 10 - 17 November 2010

Let L/K be a Galois extension with [L : K] =: n, where L and K are algebraic number fields.
Then G := Gal(L/K) acts on OL. If Q is a prime ideal of L lying above P (so P = Q ∩ K),
then σQ is a prime ideal of L lying above P , where σ ∈ G. (This is easy to see: σ(Q ∩ OK) =
σ(Q) ∩ σ(OK) = (σQ) ∩ OK = P.) In fact, something stronger holds:

Proposition 7.1. The prime ideals lying above a fixed prime ideal P are all (Galois) conjugates
of each other. (That is, they are mapped onto each other by an element of G.)

Proof. �

Let us now introduce some new terminology.

Definition 7.1. If Q is a prime ideal of L¡ we can consider the group

GQ := {σ ∈ G : σQ = Q} ≤ G,
i.e. the set of σ ∈ G that fix Q set-wise. We call GQ the decomposition group of Q over K. By
the Galois correspondence, we have a corresponding fixed field

ZQ := {x ∈ L : σx = x for all σ ∈ GQ}.
We call ZQ the decomposition field of Q over K.

We have some properties about the decomposition group GQ. We have GQ = {1} ⇔ ZQ = L⇔
P is totally split in L (it is the product of n distinct prime ideals). We have GQ = G ⇔ ZQ = K
⇔ P is nonsplit (it only has 1 prime ideal factor).

Recall that we can write the prime decomposition POL = Qe11 · · ·Qer
r , where the inertia degree

of Qi is denoted by fi. Recall that we had a theorem that said
∑r
i=1 eifi = n. By our above

discussion, we see that if L/K is Galois, then e1 = · · · = er =: e and f1 = · · · = fr =: f. Hence
the identity becomes, simply, n = efr, where r = |G : GQ|. So we have POL = (

∏
σ σQ)e , where

σ runs over a set of representatives of the left cosets of GQ in G.
The special case of abelian Galois extensions is very important in number theory. The Kronecker-

Weber theorem states that if L ⊇ Q is an abelian extension, then L is contained in some Q(ζn).
This is a major result in class field theory, the theory of abelian extensions. There, they discuss
things like Artin’s L-functions, which is a generalization of Dirichlet L-functions.

Now we return to the theory.

Proposition 7.2. Let QZ = Q ∩ ZQ be the prime ideal of ZQ below Q. Then
i) QZ is nonsplit in L. (i.e. Q is the only prime lying above QZ .)

ii) Q over ZQ has ramification index e and inertia degree f .
iii) The ramification index and the inertia degree of QZ over P are both 1.

Proof. �

From this new language we can in fact prove quadratic reciprocity in a different way. It arises
as an easy corollary of the following proposition.

Proposition 7.3. Let l and p be odd primes, l 6= p. Let ζl be a primitive lth root of unity. Then
p is totally split in Q(

√
l∗) where l∗ =

(−1
l

)
l if and only if p splits in Q(ζl) into an even number

of prime ideals.

Proof. �

Lemma 7.1. If a is squarefree, p a prime, (p, 2a) = 1, then p is unramified in Q(
√
a) and p is

totally split in Q(
√
d) if and only if

(
a
p

)
= 1.

Proof. �

And now the following proposition (quadratic reciprocity) follows easily:

Proposition 7.4. The following are equivalent:
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i)
(
l∗

p

)
= 1

ii) p is totally split in Q(
√
l∗)

iii) p splits into an even number of prime ideals in Q(ζl)
iv) l−1

fp
is even, where fp is the smallest positive integers such that pfp ≡ 1 (mod l).

Proof. �

Returning to Hilbert ramification theory, we have a proposition regarding the construction of
an integral basis.

Proposition 7.5. Let L/Q and L′/Q be Galois extensions with relatively prime discriminant.
Assume that their intersection if Q. Then if ω1, . . . , ωn is an integral basis of L and ω′1, . . . , ω

′
n is

an integral basis of L′, then the pairwise products form an integral basis of LL′. (Here, we have
n = [L : Q] and n′ = [L′ : Q].

Remark. Notice that the dimensions work out. That is, we know already that [LL′ : Q] = nn′,
which is exactly the number of pairwise products.

Proof. �

Let L/K be a Galois extension and let Q be a prime ideal of OL. Let G = Gal(L/K), P = Q∩K,
and let GQ be the decomposition group of Q. If σ ∈ GQ, the σ induces an automorphism
σ : OL/Q → OL/Q, defined by a (mod Q) 7→ σa (mod Q). Let k = OK/P, l = OL/Q. Then we
get a homomorphism GQ → Gal(l/k). (Note here that l and k are finite fields and every extension
of a finite field is Galois.) This is the identity on OK/P since σ|K = idK .

Proposition 7.6. This homomorphism is surjective.
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8. p-adic Numbers and Hensel’s Lemma: 30 November - 7 December 2010

In this last section of the course, we will discuss p-adic numbers and Hensel’s lemma. This will
cover just about the first four sections of Chapter II: The Theory of Valuations from Neukirch’s
book. (We will describe the p-adics in three different ways and prove the equivalences of each of
these definitions.) Without further ado, we begin.

Let p be a rational prime. Then every integer f > 0 has a unique expansion

f = a0 + a1p+ · · ·+ anp
n, 0 ≤ ai ≤ p− 1.

Extending this sum to an infinite sum, we get the notion of a p-adic integer.

Definition 8.1 (Definition 1). Fix a prime p > 0. A p-adic integer is a formal sum
∞∑
i=1

aip
i = a0 + a1p+ · · ·+ anp

n + · · · , 0 ≤ ai ≤ p− 1.

The set of p-adic integers is denoted by Zp. Let

Z(p) := { g
h

: g, h ∈ Z, p - h}.

If g
h ∈ Z(p), then it has a unique expansion

∑∞
i=1 aip

i ∈ Zp such that pn+1 |
(
g
h −

∑n
i=0 aip

i
)

for
all n ≥ 0.

From this, we define the p-adic numbers.

Definition 8.2 (Definition 1). Define Qp := {
∑∞
i=−m aip

i,m ∈ Z, 0 ≤ ai ≤ p − 1}. If f ∈ Qp,
then we can write f = g

hp
−m, (gh, p) = 1,m ∈ Z. If a0 + a1p + a2p

2 + · · · + anp
n + · · · is the

expansion of g
h , then we call a0p

−m + a1p
−m+1 + · · ·+ anp

−m+n + · · · the p-adic expansion of f .

Remark. This is a unique expansion. If f ∈ Q, we can give an element
∑∞
i=−m aip

i ∈ Qp such
that if pen || f −

∑n
i=−m aip

i, then en →∞. In this way, we defined a map Q→ Qp, which maps
Z into Zp. (All we know now is that this is a set map, as we do not yet know the operational
structure of Qp.) These maps are injective, so we can identify Q by its image in Qp, and hence
we write f =

∑∞
i=−m aip

i.

We can also define the p-adics in a less element-oriented way. We consider the projective limit
(also called the inverse limit).

Consider the sequence of projective maps

Z/pZ←λ1 Z/p2Z←λ2 Z/p3Z←λ3 · · · .
From this, we get a projective limit:

lim←−
n

Z/pnZ := {(xn)x≥1 ∈
∞∏
n=1

Z/pnZ : λn(xn+1) = xn, n = 1, 2, . . . }.

It turns out that this is exactly the set of p-adic integers, and from the projective limit, we get
Definition 2.

Proposition 8.1. We define a map

ϕ : Zp → lim←−
n

Z/pnZ,
∞∑
i=0

aip
i 7→ (xn)n≥1,

where xn =
∑n−1
i=0 aip

i. This map is bijective.

By this proposition, we can consider Zp as a ring, since the projective limit comes with a ring
structure for free. Since every f ∈ Qp has a representation f = p−mg, g ∈ Zp, then we can define
notions of division and multiplication on the set Qp. In this way, we see that Qp is the field of
fractions of Zp.

In the third definition, we approach the p-adics not from a series approach as in Definition
1, and also not an algebraic approach as in Definition 2, but from an analytic perspective. We
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consider the p-adic exponential valuation of Q and look at the completion of the rationals under
this valuation.

Definition 8.3 (Definition 3.). (p-adic exponential valuation and the p-adic absolute value)

Consider the group of units in the ring of p-adic integers:

Z×p = {x ∈ Zp : |x| = 1}.

If we take any x ∈ Q×p (the multiplicative group of p-adic numbers), we have vp(x) = m ∈ Z, so
vp(xp−m) = 0, which means that xp−m is a unit. Hence we can write any x ∈ Q×p as x = pm · ε
where m ∈ Z and ε ∈ Z×p .

From this discussion arises the following proposition.

Proposition 8.2. The nonzero ideals of Zp are pnZp = {x ∈ Qp : vp(x) ≥ n}, n ∈ Z≥0 and
Zp/pnZp ∼= Z/pnZ.

Proof. Consider a nonzero ideal ICZp. Then let m be the minimal integer such that x = pmε, ε ∈
Z×p for all nonzero x ∈ I. (Such an m exists since I ≤ Zp so m ≥ 0. Then I = pmZp. (This m is
in fact vp(x).)

We have a map ϕ : Z → Zp/pnZp (since Z ⊆ Zp). The kernel is clearly pnZ. In fact,
kerϕ = Z ∩ pnZp = {x ∈ Z : vp(x) ≥ n} = pnZ. It remains to be proven that ϕ is surjective. If
a ∈ Zp, then there is an x ∈ Z such that |x−a|p ≤ 1

pn (since Z is dense in Zp), which is equivalent
to saying that x− a ∈ pnZp. Then ϕ(x) = a (mod pnZp). This completes the proof. �

Now we prove the equivalence between Definition 2 and Definition 3. It is easy for this to
become muddled in notation as our two different definitions use the same notation. Hence for the
duration of this next proof, we will say that Z̃p is the p-adic numbers described in Definition 3.
So we have, by the previous definition, Z̃p → Z̃p/pnZ̃p ∼= Z/pnZ. In this way we can define a map

ϕ : Z̃p → lim←−
n

Z/pnZ.

Proposition 8.3. This map is an isomorphism.

Proof. If x ∈ Z̃p is mapped to 0, then x ∈ pnZp, so vp(x) ≥ n for all n, so x = 0, which means
that kerϕ = {0}. Now we want to show that this map is surjective.

We have seen that the elements of the projective limit are in a one-to-one correspondence with
the formal sum

∑∞
i=0 aip

i. Define a Caucy sequence {xn} as

xn :=
n∑
i=1

aip
i ∈ Z ⊆ Z̃p.

Since Z̃p is complete, then {xn} converges and we can let x := limn→∞ xn, x ∈ Z̃p. It can be
checked that the image of x under ϕ is the given element of the projective limit and we are
done. �

Definition 8.4. A valuation of a field K is a nonnegative function | · | : K → R such that
(i) x ≥ 0 and |x| = 0⇔ x = 0.
(ii) |xy| = |x||y|
(iii) |x+ y| ≤ |x|+ |y|. (If we have |x+ y| ≤ max(|x|, |y|), then we have a “non-archimedian”

valuation.)

If | · | is a non-archimedean valuation, then v(x) = − log |x| for x 6= 0, v(0) =∞. We also have
the following properties:

(i) v(x) =∞⇔ x = 0
(ii) v(xy) = v(x) + v(y)
(iii) v(x+ y) ≥ min(v(x), v(y))
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This v is called the exponential valuation.
Consider R = {x ∈ K : v(x) ≥ 0} = {x ∈ K : |x| ≤ 1}. R is a ring and its group of units

is R× = {x ∈ K, v(x) = 0}. And it has a unique maximal ideal P = {x ∈ K : v(x) > 0}. An
exponential valuation is called discrete if v(K×) = sZ for some s > 0. It is normalized if s = 1.
An element aπ ∈ R with v(π) = 1 is called a prime element. Every x ∈ K× can be uniquely
written as x = πmu for some m ∈ Z, u ∈ R×.

Let K be a field, complete with respect to a non-archimedean discrete valuation | · |, R and P as
above. Then a polynomial f(X) = a0 + a1X + · · ·+ anX

n ∈ R[X] is called primitive if f(X) 6≡ 0
(mod P ), that is if max(|a0|, |a1|, . . . , |an|) = 1.

We now discuss Hensel’s lemma.

Proposition 8.4 (Hensel’s lemma). If a primitive polynomial f(X) ∈ R[X] has a factorization
f(X) ∼= g(X)h(X) (mod P ) where g, h ∈ k[X], (g, h) = 1 in k(X), then f has a factorization
f(X) = g(X)h(X) where g, h ∈ R[X], g ≡ g, h ≡ h (mod P ) and deg g = deg g.

Corollary 8.1. Let f(X) = a0 + a1X + · + anX
n ∈ K[X] be irreducible and a0an 6= 0. Then

max(|a0|, |a1|, . . . , |an|) = max(|a0|, |an|). In particular, if an = 1, a0 ∈ R, then f(X) ∈ R[X].

Theorem 8.1. Let K be complete with respect to the discrete non-archimedean valuation | · | and
let L/K be a finite extension. Then | · | can be uniquely extended to a valuation in L by the formula
|a| = n

√
|NL/K(a)|, where a ∈ L, n = [L : K].

Proposition 8.5. Let k be an algebraic number field, let Q be a prime ideal of k, and for x ∈
k\{0}, let QvQ(x) || (x). This is a discrete, exponential valuation of k, and |x| = N(Q)−vQ(x). This
is a discrete, non-archimedean valuation of k. Its completion is a finite extension of a p-adic field
if Q lies above p.
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