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1. Introduction

Let f(x1, x2, x3) be an indefinite integral quadratic form with determinant d(f), t a non-zero
integer, and assume that td(f) is square-free. We denote by V = Vf,t the affine quadric

{x : f(x) = t},
where here and throughout bold face letters denote vectors whose dimension is clear from the
context. According to Siegel’s mass formula for f [26] and the fact that such an f only has one
class in its genus ([5], page 203),

V (Z) = {x ∈ Z3 : f(x) = t} 6= ∅
if and only if f(x) = t(modd) is solvable for every d ≥ 1. We assume that this is the case, that
is V (Z) 6= ∅. Our main result is that the set of x ∈ V (Z) for which the product x1x2x3 has at
most 26 prime factors, is Zariski dense in Vf,t.

The two cases, f isotropic or not over Q, are best treated separately. The former can be
investigated in more elementary terms by exploiting that there are nonconstant polynomial
parameterizations of points in V (Z). That is, there are morphisms P = (P1, P2, P3) with Pj

an integral polynomial in one variable for which P (y) ∈ V (Z) if y ∈ Z. With this one can
produce points with few prime factors on such curves in V using standard sieve methods [14].
For example for the cone

f(x1, x2, x3) = x2
1 + x2

2 − x2
3 = 0, (1.1)

Diamond and Halberstam [7] show that there are infinitely many such primitive Pythagorean
triples for which x1x2x3 has at most 17 prime factors. Using similar arguments, one can do the
same for Vf,t when f is isotropic.

If f is anisotropic, which is the case that we deal with in this paper, there are no nonconstant
integral polynomial morphisms of the line into V , as can be seen by considering the highest degree
coefficient of a potential such morphism. Instead, we use the affine linear sieve introduced in
[3]. The general theorem in [3] when applied to this setting asserts that the saturation number
r(V (Z), x1x2x3) is finite, where r(V (Z), x1x2x3) denotes the least number r such that the set of
x ∈ V (Z), for which x1x2x3 is a product of at most r primes, is Zariski dense in V . Our purpose
here is to exploit various special features of 3-variable quadrics to give a reasonable upper bound
for r(V (Z), x1x2x3). In contrast to [3], we use an archimedean height to order the points, and
we sieve on the orbit on the homogeneous space V rather than on the corresponding spin group.
Moreover, the groups that intervene in the analysis are congruence subgroups of the spin group,
and we can exploit the sharpest known bound towards Selberg’s Eigenvalue Conjecture [19]. For
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the abstract 3-dimensional sieve that underlies the analysis, we use the weighted sieve in [8] and
[7].

Blomer and Brüdern [1] have investigated this problem in the definite case

x2
1 + x2

2 + x2
3 = t.

For t large and satisfying suitable congruence conditions, they show that on such a quadric,
there is an x with each xj having at most 521 prime factors. They employ the vector sieve [4]
via theta functions and the theory of holomorphic forms of 3/2-integral weight. In particular,
they need nontrivial bounds towards the Ramanujan Conjectures for these forms. Such bounds
are known and are critical in many applications [17] [9]. However their quality is poor compared
to what is known towards the Selberg Eigenvalue Conjecture. This together with Propositions
3.1 and 3.2, which give sharp and uniform bounds for the remainders in a weighted count of
cosets associated with one and two sheeted hyperboloids, lead to the central level of distribution
Theorem 2.1. In turn this is responsible for the quality of our results in the indefinite case.

To end the introduction, we clarify a point about counting the number of prime factors r.
For d ≥ 1, let

V (Z/dZ) = {x ∈ (Z/dZ)3 : f(x) ≡ t(modd)}, (1.2)

and

V 0(Z/dZ) = {x ∈ V (Z/dZ) : x1x2x3 ≡ 0(modd)}. (1.3)

There may be ”bad or ramified primes” p for which

V 0(Z/pZ) = V (Z/pZ). (1.4)

We will see that this can only happen if p is in {2, 3, 5}. If it does, then p|x1x2x3 for any
x ∈ V 0(Z), and hence at least one of the xj ’s is divisible by p. In our count of 26 primes factors,
we do not include a prime p ∈ {2, 3, 5, 7} for which our chosen orbit O (see Section 2) in V (Z)
is ramified.

The general local to global conjectures [3] when applied to V (Z) after pulling back to the spin
group, assert that the saturation number r(V (Z), x1x2x3) is 3 if and only if there are no bad
primes for V . In particular, in this case of no bad primes we conjecture that there are infinitely
many x ∈ V (Z) whose coordinates are simultaneously prime.

Finally, if we assume the Selberg Eigenvalue Conjecture [24], we can establish our main result
with 22 replacing 26.

In the forthcoming paper of Nevo-Sarnak [22], the affine linear sieve is developed further to
give effective saturation numbers for orbits of congruence subgroups of semi-simple Q-groups.
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2. Statement of theorems

In order to formulate the Theorems, we introduce the central tools. Let SOf denote the
special orthogonal group of 3 × 3 matrices which preserve f . It is a linear algebraic group
defined over Q. Denote by G the spin double cover of SOf (see [5]). Then G is defined over Q
and, since f is anisotropic, G consists of the elements of norm 1 in a quaternion division algebra
Df over Q. For example if f is diagonal,

f(x) = f1x
2
1 + f2x

2
2 + f3x

2
3 with fj ∈ Z,

and the quaternion u is of the form

u = u0 + u1E1 + u2E2 + u3E3 with E2
j = −f1f2f3

fj
,

then the morphism ρ : G → SOf is given by

ρ(u) =




g11 g12 g13

g21 g22 g23

g31 g32 g33




with

g11 = u2
0 + f2f3u

2
1 − f1f3u

2
2 − f1f2u

2
3,

g12 = 2f1f3u1u2 − 2f1u0u3,

g13 = 2f1u0u2 + 2f1f2u1u3,

g21 = 2f2u0u3 + 2f2f3u1u2,

g22 = u2
0 − f2f3u

2
1 + f1f3u

2
2 − f1f2u

2
3,

g23 = 2f1f2u2u3 − 2f2u0u1,

g31 = 2f2f3u1u3 − 2f3u0u2,

g32 = 2f1f3u2u3 + 2f3u0u1,

g33 = u2
0 − f2f3u

2
1 − f1f3u

2
2 + f1f2u

2
3.

Here

N(u) = u2
0 + f2f3u

2
1 + f1f3u

2
2 + f1f3u

2
3 = 1. (2.1)

Let Γ be the unit group of integral quaternions, i.e. uj ∈ Z in the above examples. If there is
no room for confusion, we drop ρ and write the action of γ ∈ Γ on x = (x1, x2, x3) by x → xγ.
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Now ρ(Γ) ⊂ SOf (Z) and V (Z) decomposes into finitely many Γ orbits

V (Z) =
h⊔

j=1

y(j)Γ. (2.2)

The quadric V (Z) in 3-variables does not satisfy strong approximation (see Borovoi [2] for a

quantification of its failure), so for our analysis, we fixate on each orbit y(j)Γ separately. We
fix such an orbit O = yΓ. Let K be a maximal compact subgroup of SOf (R), and let | · | be

a Euclidean norm on R3 which is K invariant. In Section 3, we construct smooth functions
FT : R3 → R for T ≥ 10 which depend only on |x| and satisfy





(i) 0 ≤ FT (x) ≤ 1;
(ii) FT (x) = 1, if |x| ≤ T/c0;
(iii) FT (x) = 0, if |x| ≥ c0T ;

(2.3)

where c0 is a positive constant depending only on O.
For n ≥ 0, set

an(T ) =
∑
x∈O

x1x2x3=±n

FT (x). (2.4)

Note that an(T ) ≥ 0 and an(T ) = 0 if n ≥ c1T
3 for a suitable constant c1. If

X =
∑

n≥1

an(T ), (2.5)

then we show in Section 3 that

X ∼ c2(O)T as T →∞, (2.6)

where c2(O) is a positive constant.
The splitting of Df at infinity yields Df ⊗ R ∼= M2(R) and this realizes Γ as a co-compact

lattice in SL2(R). Let 0 ≤ θ < 1/4 be so that the first eigenvalue λ1 of the Laplacian on the
hyperbolic surface XΓ(q) = Γ(q)\H, where Γ(q) is the principal congruence subgroup of Γ of
level q ≥ 1, satisfies

λ1(XΓ(q)) ≥
1
4
− θ2. (2.7)

Applying the Jacquet-Langlands correspondence [18] and the bound of Kim-Sarnak [19], we have
that θ = 7/64 is such a number, while Selberg’s Eigenvalue Conjecture [24] implies that θ = 0
is admissible.

5



Denote by O(Z/dZ) the orbit yΓ in (Z/dZ)3, and by O0(Z/dZ) the subset of O(Z/dZ) for
which y1y2y3 ≡ 0(modd). The following key level distribution theorem is proven in Section 3.

Theorem 2.1. Let f and O be as above. Then, for 1 ≤ d ≤ T , we have

∑
n≡0( mod d)

n≥1

an(T ) =
|O0(Z/dZ)|
|O(Z/dZ)| X + Oε(d1+εT 1/2+θ+ε). (2.8)

As with V (Z/dZ) and V 0(Z/dZ), we say that p is ”bad” for O if O(Z/dZ) = O0(Z/dZ). We
show in Section 4 that the only possibility for a ”bad” p for O is a p that lies in {2, 3, 5, 7}.
Let B(O) denote the set of bad primes for O. For r ≥ 1 and B a subset of primes, let Pr(B)
denote the set of integers which have at most r prime factors outside B. In Section 6, we use
the 3-dimensional weighted sieve of [7] to prove

Theorem 2.2. Let B(O) be the set of bad primes for O. Then
∑

n∈P26(B(O))

an(T ) À T

log3 T
.

Moreover, if θ = 0 is admissible in (2.7), then the above holds with 26 replaced by 22.

Corollary 2.3. The set of x ∈ O, for which x1x2x3 has at most 26 prime factors outside of
B(O), is Zariski dense in V . If we assume θ = 0 in (2.7), then 26 may be replaced by 22.

3. Spectral theory and counting

We need some lemmas which concern counting points in regions for the action of a lattice Γ
in SL2(R). A key point being the uniformity, assuming the spectral gap condition (2.7) as Γ
varies over subgroups of a given such group.

The cases where Vf,t(R) is a two or one sheeted hyperboloid are handled by an analysis on
different spaces, so we deal with them separately. We begin with the two sheeted hyperboloid
in which case each sheet is a hyperbolic plane, and we develop some general facts about the
counting, with uniform small remainder, of a co-compact lattice Γ in SL2(R).

Let H be the upper half non-Euclidian plane. We use the hyperbolic metric for all measure-
ments. Let Γ be a co-compact lattice and assume that there is C < ∞ such that

|{γ ∈ Γ : d(γz, z) ≤ 1}| ≤ C (3.1)

for any z ∈ H, where d(z, w) is the distance from z to w. This condition asserts that Γ\H has
no small geodesic loops.
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For w ∈ H, let (ρ, θ), ρ ≥ 0 and θ ∈ [0, 2π), denote polar coordinates about w. For R ≥ 10,
let FR(ρ) be a function satisfying





(i) 0 ≤ FR(ρ) ≤ 1;
(ii) FR(ρ) = 1, for ρ ≤ R− 1;

FR(ρ) = 0, for ρ ≥ R + 1;
(iii) The derivatives up to a fixed order l of FR with respect to ρ

are bounded by c(l).

(3.2)

Define KR(z, w) for z, w ∈ H by

KR(z, w) =
∑

γ∈Γ

FR(d(γz, w)). (3.3)

This will be our main counting function in (2.3); it is a smoothed out version of counting the
number of images of z under γ which lie in a ball about w of radius R. Note that KR(γz, δw) =
KR(z, w) for γ, δ ∈ Γ and z, w ∈ H. Let

X = X(R) =
∫

H
FR(z, w)dA(z) = 2π

∫ ∞

0
FR(ρ) sinh ρdρ, (3.4)

so that X ³ eR as R →∞.

Proposition 3.1. If Γ satisfies (2.7) and (3.1), then for any ε > 0,

KR(z, w) =
X(R)

Area(Γ\H)
+ Oε{e(1/2+θ+ε)R},

where the implied constant depends only on ε, on C in (3.1), and on c(l) in (3.2).

Proof. As with the familiar treatment of the hyperbolic lattice point counting problem ([6], [21],
[12], [9]), we expand the function K spectrally. Let 0 = λ0 < λ1 ≤ λ2 ≤ . . . be the spectrum of
Laplacian on L2(Γ\H) and {φ0, φ1, φ2, . . .} a corresponding orthonormal basis of eigenfunctions.
Write λj = 1/4 + t2j with tj ≥ 0 or tj ∈ iR+. A well-known calculation (see [24]) gives

KR(z, w) =
∞∑

j=0

hR(tj)φj(z)φj(w). (3.5)

Here

hR(t) =
∫

H
FR(z, w)ωt(z, w)dA(z)

= 2π

∫ ∞

0
FR(ρ)ωt(ρ) sinh ρdρ, (3.6)
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where ωt(z, w) is the unique spherical function about w with eigenvalue λ = 1/4+ t2 normalized
with ωt(w, w) = 1, while ωt(ρ) is the same function in polar coordinates (so it does not depend
on w).

For λ = 0 i.e. t = i/2, we have ωi/2(ρ) ≡ 1 and

hR

(
i

2

)
= X(R), (3.7)

while

φ0(z) =
1√

Area(Γ\H)
. (3.8)

Thus the contribution from j = 0 in (3.5) is the main term in Proposition 3.1. So we must show
that ∑

j 6=0

hR(tj)φj(z)φj(w)

is bounded as claimed.
It follows from Harish-Chandra’s formula for spherical functions [15] and in our setting from

the theory of Legendre functions that

ωt(ρ) ¿ (ρ + 1)e(−1/2+θ)ρ (3.9)

if λ satisfies (2.7). Hence for l ≥ 0 an integer

hR(t) = 2π

∫ ∞

0
ωt(ρ)FR(ρ) sinh ρdρ

= 2πλ−l

∫ ∞

0
{∆ρωt(ρ)}FR(ρ) sinh ρdρ

= 2πλ−l

∫ ∞

0
ωt(ρ){∆ρFR(ρ)} sinh ρdρ

¿c(l),ε λ−le(1/2+θ+ε)R (3.10)

by (3.2) and (3.9). It follows that, for a fixed l ≥ 0,
∑

j 6=0

hR(tj)φj(z)φj(w) ¿ε,l e(1/2+θ+ε)R sup
z

∑

j 6=0

λ−l
j |φj(z)|2. (3.11)

In order to estimate the last sum uniformly in z and Γ, we go back to (3.5), and use positivity
and an F (ρ) of small support. For ε > 0, let Fε be positive definite ε-appropriate identity. That

8



is
∫

H
Fε(d(z, w))dA(z) = 1, (3.12)

and Fε is supported in d(z, w) < ε with

Fε(z, z) ³ c3

ε2
. (3.13)

Moreover,

hFε(t) ≥ 0, for t ∈ R ∪ iR+, (3.14)

and

hFε(t) ≥
1
10

, for |t| ≤ 1
ε
. (3.15)

Such Fε’s are easily constructed by convolving, in the algebra of point-pair invariants (see [25]),
two conjugate functions of smaller support (see for example [23]).

With such an Fε, (3.5) reads
∑

j

h(tj)|φj(z)|2 =
∑

γ∈Γ

Fε(d(γz, z)), (3.16)

and hence by (3.1),
∑

tj∈iR+

|φj(z)|2 +
∑
tj∈R

|tj |≤1/ε

|φj(z)|2 ¿ KFε(z, z) ¿C
1
ε2

, (3.17)

where the implied constant depends on C. Put another way, we have for ξ ≥ 1,
∑

λj≤ξ

|φj(z)|2 ¿C ξ (3.18)

with the implied constant depending only on C in (3.1) and not on Γ or z. It follows on summing
by parts that, for l = 2,

∑

λj≥1

λ−2
j |φj(z)|2 ¿C 1. (3.19)

Hence from (3.11) we conclude that
∑

j 6=0

hR(tj)φj(z)φj(w) ¿ε,l,C e(1/2+θ+ε)R, (3.20)

proving Proposition 3.1. ¤
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For the quadric which is a one-sheeted hyperboloid, the counting problem reduces to one of
counting points in the orbit of Γ in a half annulus. After conjugation in SL2(R), we can assume
that our variable Γ contains the fixed hyperbolic cyclic subgroup Γξ where

Γξ =
{(

k1/2 0
0 k−1/2

)n

: n ∈ Z
}

. (3.21)

Here k > 1 and Γξ is primitive in Γ. We want to count cosets Γξ\Γ ordered in a natural way or
what is the same orbit γz in the fundamental domain for Γξ

Fξ = {z ∈ H : 1 ≤ |z| < k}. (3.22)

0 1 k

l

Fξ

liu2.01

Figure 1. Fξ: the fundamental domain for Γξ

Let (ρ, t), −∞ < ρ < ∞ and 0 ≤ t ≤ log k = κ, be Fermi coordinates for the ”flare” Fξ (see
Gamburd [11]). This time ρ is the signed distance of z = (ρ, t) ∈ Fξ to the closed geodesic `

and r = et = |z|. The action z → κz of Γξ becomes

(ρ, t) → (ρ, κ + t). (3.23)

In these coordinates, the line element takes the form

ds2 = dρ2 + (cosh ρ)2dt2. (3.24)
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Let R ≥ 10 and FR(z) = FR(ρ) be a smooth even function of ρ satisfying




(i) 0 ≤ FR(ρ) ≤ 1;
(ii) FR(ρ) = 1, for ρ ≤ R− 1;

FR(ρ) = 0, for ρ ≥ R + 1;
(iii) The l-th derivative of FR with respect to ρ

are bounded by c(l).

(3.25)

So,

FR(γz) = FR(z), for γ ∈ Γξ. (3.26)

Define the weighted counting function HR by

HR(z) :=
∑

γ∈Γξ\Γ
FR(γz). (3.27)

Proposition 3.2. Fix

Λ =
{(

k1/2 0
0 k−1/2

)n

: n ∈ Z
}

.

Let Γ be a (variable) subgroup of SL2(R) satisfying (2.7) and (3.1), and such that Γ ⊃ Γξ = Λ.
Then, for any ε > 0,

HR(z) =
X(R)

Area(Γ\H)
+ Oε{e(1/2+θ+ε)R},

where the implied constant depends only on ε, C in (3.1), and c(l) in (3.25), but not on z or Γ.
Here

X(R) = κ

∫ ∞

−∞
FR(ρ) cosh ρdρ. (3.28)

Note that X(R) ³ eR, while if θ = 0 the remainder term is essentially O(eR/2).

Proof. The proof is similar to that of Proposition 3.1, the difference being with the special
functions and periods that intervene. For simplicity, we assume that θ = 0 in (2.7). From
its definition in (3.27) it follows that HR(γz) = HR(z) for γ ∈ Γ, so we expand HR(z) in the
orthonormal basis {φ1, φ2, . . .},

HR(z) =
∞∑

j=0

〈HR, φj〉φj(z), (3.29)
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where

〈HR, φj〉 =
∫

FΓ

HR(z)φj(z)dA(z)

=
∫

FΓ

∑

γ∈Γξ\Γ
FR(γz)φj(z)dA(z)

=
∫

Fξ

FR(z)φj(z)dA(z)

=
∫ ∞

−∞
FR(ρ)

( ∫ κ

0
φj(ρ, t)dt

)
cosh ρdρ. (3.30)

The inner integral which is a function of ρ satisfies the differential equation

1
cosh ρ

d

dρ

(
cosh ρ

dψ

dρ

)
+ λψ = 0. (3.31)

Two linearly independent solutions of (3.31) can be chosen to be even and odd with
{

ψe
λ(ρ) even and ψe

λ(0) = 1;
ψo

λ(ρ) odd and d
dρψo

λ

∣∣
ρ=0

= 1.
(3.32)

This determines ψe
λ and ψo

λ uniquely. In this way, we have
∫ κ

0
φj(ρ, t)dt = Ajψ

e
λj

(ρ) + Bjψ
o
λj

(ρ), (3.33)

where Aj is the ”period”

Aj =
∫ κ

0
φj(0, t)dt =

∫ k

1
φj(iy)

dy

y
. (3.34)

Returning to (3.29) and recalling that FR is even, we have

HR(z) =
∞∑

j=0

( ∫ k

1
φj(iy)

dy

y

)( ∫ ∞

0
FR(ρ)ψe

λj
(ρ) cosh ρdρ

)
φj(z). (3.35)

The term with j = 0 gives

log k

Area(Γ\H)

∫ ∞

−∞
FR(ρ) cosh ρdρ =

X(R)
Area(Γ\H)

. (3.36)

As before, we need to estimate the contribution from j 6= 0 in (3.35).
12



To this end, we identify explicitly the function ψe
λ(ρ) in terms of the Legendre function Pµ

ν

(see Gamburd [11]). If λ = 1/4 + ξ2, then

ψe
λ(ρ) =

1
2Pµ

ν (0)
1√

cosh ρ

(
Pµ

ν (tanh ρ) + Pµ
ν (− tanh ρ)

)
, (3.37)

where µ = −iξ, ν = −1/2. We use the integral formula ([13], 8.714)

P−iξ
−1/2(cos φ) =

Γ(1 + 2iξ)(sinφ)iξ

2iξΓ(1 + iξ)Γ(1/2 + iξ)Γ(−1/2 + iξ)

∫ ∞

0

t−1/2+iξdt

(1 + 2t cos φ + t2)1/2+iξ
, (3.38)

and ([13], 8.756)

P−iξ
−1/2(0) =

2−iξ√π

Γ(3/4 + iξ/2)2
. (3.39)

Hence, by Stirling’s series for the Γ-function and an elementary estimation of the integral in
(3.38), we have for ξ ≥ 0,

P e
λ(cos φ)

P−iξ
−1/2(0)

¿ (1 + ξ)3(1 + |ρ|). (3.40)

Corollary 3.3. For λ ≥ 1/4 i.e. ξ ≥ 0,

ψ−iξ
−1/2(ρ) ¿ λ3/2(1 + |ρ|)√

cosh ρ
.

For l ≥ 0 fixed, we have
∫

Fξ

FR(z)φj(z)dA(z) = λ−l
j

∫

Fξ

{∆lφj(z)}FR(z)dA(z)

= λ−l
j

∫

Fξ

φj(z){∆lFR(z)}dA(z)

= λ−l
j

∫

Fξ

φj(ρ, t)
(

1
cosh ρ

d

dρ

(
cosh

d

dρ

))ν

FR(ρ) cosh ρdρ

¿c(l) λ−l
j

∣∣∣∣
∫ k

1
φj(iy)

dy

y

∣∣∣∣
∫ R+1

R−1
|ψe

j (ρ)| cosh ρdρ

¿c(l) λ
3/2−l
j ReR/2

∣∣∣∣
∫ k

1
φj(iy)

dy

y

∣∣∣∣. (3.41)
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Hence,

∑

j 6=0

〈HR, φj〉φj(z) ¿ ReR/2
∑

j 6=0

λ
3/2−l
j

∣∣∣∣
∫ k

1
φj(iy)

dy

y

∣∣∣∣|φj(z)|

¿ ReR/2

∫ k

1

∑

j 6=0

λ
3/2−l
j |φj(iy)||φj(z)|dy

y

¿ ReR/2 sup
z

∑

j 6=0

λ
3/2−l
j |φj(z)|2. (3.42)

Applying (3.18) and summing by parts with l = 3, we get from (3.42) that
∑

j 6=0

〈HR, φj〉φj(z) ¿C,c(l) ReR/2. (3.43)

This completes the proof of Proposition 3.2 when θ = 0. The case of θ > 0 is handled in the
same way. ¤

Next we construct the key weight functions FT (x) in (2.3) using the corresponding functions
FR(z) in (3.3) and and (3.6). To this end, we make a fixed (f and t are fixed) linear change of
variables over R with x going to ξ, taking f to g where

g(ξ) = g(ξ1, ξ2, ξ3) = ξ2
2 − ξ1ξ3, (3.44)

and Vt to
{

W1 : g(ξ) = 1/2 if Vt is one-sheeted;
W−1 : g(ξ) = −1/2 if Vt is two-sheeted.

(3.45)

In these coordinates, the spin double cover morphism τ from SL2(R) to SOg(R) can be given
by

(
α β
γ δ

)
τ−−−−→




α2 αβ β2

2αγ αδ + βγ 2βδ
γ2 γδ δ2


 (3.46)

with kernel ±I. Then over R we have that

W1 = v1τ(SL2(R)) (3.47)

where v1 = (0, 1/
√

2, 0), and if W 0
−1 is a connected component of W−1 then

W 0
−1 = v−1τ(SL2(R)) (3.48)
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with v−1 = (1/
√

2, 0, 1/
√

2). In (3.47), the stabilizer of v1 is the split torus

H =
{
±

(
λ1/2 0
0 λ1/2

)
: λ > 0

}
, (3.49)

while in (3.48) the stabilizer of v−1 is the compact K = SO2, i.e.

K =
{
±

(
cos θ sin θ
− sin θ cos θ

)
: 0 ≤ θ < 2π

}
. (3.50)

Let | · | be the Euclidean norm on ξ,

|ξ|2 = ξ2
1 + 2ξ2

2 + ξ2
3 . (3.51)

Then

|ξτ(k)| = |ξ| for k ∈ K. (3.52)

Hence

|v1τ(g)| = |v1τ(hgk)| (3.53)

for any h ∈ H, k ∈ K, and g ∈ SL2(R), while

|v−1τ(g)| = |v−1τ(k1gk2)| (3.54)

for any k1, k2 ∈ K, and g ∈ SL2(R).
Now any g ∈ SL2(R) can be factored uniquely as

g = h

(
1 t/2

√
2

0 1

)
k (3.55)

with t ∈ R, h ∈ H, k ∈ K. It follows from (3.53) that in terms of this factorization

|v1τ(g)|2 = 1 + t2. (3.56)

Similarly, if

g = k1

(
λ1/2 0
0 λ−1/2

)
k2 (3.57)

with k1, k2 ∈ K and λ ≥ 1, then

|v−1τ(g)|2 =
1
2
(λ2 + λ−2). (3.58)

Using these, we transplant the function FR in (3.6) and (3.3) to W1 and W 0
−1 respectively. For

ξ ∈ W1, ξ = v1τ(g), set

F̃T (ξ) = F̃T (v1τ(g)) := FR(gi) (3.59)
15



where in the last z → gz is the usual linear factional action on H, and where

T = sinh R. (3.60)

Note that from (3.50), (3.52), (3.53), and (3.54), F̃T is well defined and depends only on |ξ|.
Also from (3.56) and a simple calculation

|ξ| = cosh ρ for ξ ∈ W1. (3.61)

Thus, F̃T (ξ) with T satisfying (3.60) satisfies the condition (2.4).
For ξ ∈ W 0

−1 and ξ = v1τ(g), set

F̃T (ξ) = F̃T (v1τ(g)) = FR(gi), (3.62)

with

T =
√

cosh 2R. (3.63)

Again, F̃T (ξ) is well defined and depends only on |ξ|. From (3.58) and a calculation we see that
for ξ ∈ W 0

−1,

|ξ|2 = cosh 2ρ. (3.64)

Hence with T satisfying (3.63), we conclude that F̃R(ξ) satisfies (2.4).

Conjugating back to variables x ∈ Vt, the functions F̃R(ξ) become FT (x) and these then
satisfy (2.4). The group of units G(Z) (as in (2.1)) is realized as a co-compact lattice in SL2(R),
as in the paragraph after (2.6). Let y ∈ Vt(Z) be our ”origin” which we fix once and for all
(as in (2.2)). In the case that y lies on a one-sheeted hyperboloid, the stabilizer Hy of y in
SL2(R) under τ is a split real torus. Let Λy = G(Z) ∩ Hy, the corresponding infinite (cyclic)
subgroup. In the case of the two-sheeted hyperboloid, set for now Λy = ±{I}. Let Γ be a
variable congruence subgroup of G(Z) with Γ ⊃ Λy. Then Γ satisfies (3.1) and (2.8), and hence
Proposition 3.1 and (3.3) yield

∑

γ∈Λy\Γ
FT (yτ(γg)) =

X(R)
Area(Γ\H)

+ Oε{e(1/2+θ)R+ε} (3.65)

uniformly over such Γ and g ∈ SL2(R), where R and T are related by (3.60) and (3.63) respec-
tively, and X(R) is the function in (3.4) or (3.28).
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4. Proof of Theorem 2.1

With the weighted counting approximations that we established in Section 3, we are ready to
prove the key level distribution Theorem 2.1 and to examine the arithmetical properties of the
main term |O0(Z/dZ)|/|O(Z/dZ)|.

Proof of Theorem 2.1. The notation and setup is that of Section 2, and the weight function FT

on Vt(R) is from Section 3. The orbit O = yτ(Γ) with Γ = G(Z) and an(T ) is given in (2.4).
For d ≥ 1, we have

∑
n≥1

n≡0( mod d)

an(T ) =
∑
x∈O

x1x2x3≡0( mod d)

FT (x)

=
∑

γ∈Γy\Γ
f(yγ)≡0( mod d)

FT (yτ(γ)), (4.1)

where f(x) = x1x2x3 and Γy is the stabilizer of y in Γ through the τ action. If Vt(R) is one-
sheeted, then Γy = Λy is an infinite cyclic (mod ± I) subgroup of Hy, while in the two sheeted

case Γy is a (fixed) finite cyclic subgroup of K. Let Γ(d)
y be the subgroup of Γ which stabilizes

y mod d, i.e.

Γ(d)
y = {γ ∈ Γ : yτ(γ) ≡ y(modd)}. (4.2)

Then

Λy ⊂ Γy ⊂ Γ(d)
y ⊂ Γ. (4.3)

Moreover Γ(d)
y is clearly a congruence subgroup of Γ, and hence (3.65) applies. We can write

(4.1) as
∑

n≡0( mod d)

an(T ) =
∑

δ∈Γ
(d)
y \Γ

f(yδ)≡0( mod d)

∑

β∈Γy\Γ(d)
y

FT (yτ(βδ)). (4.4)

As to the inner sum in (4.4), it is equal to the left-hand side of (3.65) with Γy = Λy and Γ there

being Γ(d)
y , at least in the case that Vt is one-sheeted. It is equal to 1/|Γy| times the left-hand

side of (3.65) in the two sheeted case. By (3.65) the inner sum in (4.4) is equal to

cX(R)

[Γ : Γ(d)
y ]

+ Oε{e(1/2+θ+ε)R}, (4.5)
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where c = c(y,Γ) is a fixed positive constant independent of d. Hence (4.4) becomes

∑

n≡0( mod d)

an(T ) =
∑

δ∈Γ
(d)
y \Γ

f(yδ)≡0( mod d)

{
cX(R)

[Γ : Γ(d)
y ]

+ Oε(e(1/2+θ+ε)R)
}

=
∑

ζ∈O0(Z/dZ)

{
cX(R)

[Γ : Γ(d)
y ]

+ Oε(e(1/2+θ+ε)R)
}

=
|O0(Z/dZ)|
[Γ : Γ(d)

y ]
cX(R) + Oε

{
|O0(Z/dZ)|e(1/2+θ+ε)R

}
. (4.6)

Since |O(Z/dZ)| = [Γ : Γ(d)
y ], we have

∑

n≡0( mod d)

an(T ) =
|O0(Z/dZ)|
|O(Z/dZ)| cX(R) + Oε

{
|O0(Z/dZ)|e(1/2+θ+ε)R

}
. (4.7)

This leads us to study the numbers |O0(Z/dZ)| and |O(Z/dZ)| as functions of d, for s square-
free. Now Γ satisfies strong approximation (see [5], Chapter 10; this is the reason that we
define the orbits in terms of the spin group rather than the orthogonal group), and hence the
reduction G(Z) → G(Z/dZ) is onto. Moreover, if d = d1d2 with (d1, d2) = 1 then G(Z/dZ) ∼=
G(Z/d1Z) × G(Z/d2Z). Thus, if we denote by θ(d) the reduction of τ(Γ) (via the morphism
in (2.1) and its generalization) in SL3(Z/dZ), then θ(Z/dZ) ∼= θ(Z/d1Z) × θ(Z/d2Z) inside
SL3(Z/dZ). It follows that the orbit of y mod d, O(Z/dZ) is equal to O(Z/d1Z) × O(Z/d2Z)
in (Z/d1Z)3 × (Z/d2Z)3 = (Z/dZ)3. From this, it follows that O0(Z/dZ) = O0(Z/d1Z) ×
O0(Z/d2Z) as a subset of (Z/dZ)3 = (Z/d1Z)3 × (Z/d2Z)3. Hence |O(Z/dZ)| and |O0(Z/dZ)|
are multiplicative in d, as is ω(d) where

ω(d) := d
|O0(Z/dZ)|
|O(Z/dZ)| . (4.8)

With this, the analysis is reduced to the case when d = p, a prime. If p - d(f)t, then it follows
by Lang’s theorem [20], for example, that O(Z/pZ) = Vt(Z/pZ). That is the orbit of y under
G(Z/pZ) sweeps out the entire quadric over Z/pZ. Hence in this case

{ |O(Z/pZ)| = |Vt(Z/pZ)|;
|O0(Z/pZ)| = |V 0

t (Z/pZ)|. (4.9)
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These cardinalities are easy to compute, and we do so in the Appendix using Gauss sums. One
can also proceed directly as in Cassels [5], Exercise 13 on page 31. For p - d(f)t,

|Vt(Z/pZ)| = p2 +
(−dt

p

)
p, (4.10)

while

|V 0
t (Z/pZ)| ≤ 3p + 6. (4.11)

Hence for d square-free,

|O0(Z/dZ)| ¿ε d1+ε. (4.12)

Putting (4.12) in (4.7), we deduce Theorem 2.1. ¤

We conclude this section with an analysis of the possible p’s for which |O(Z/pZ)| = |O0(Z/pZ)|,
that is the ”bad primes” for the orbit O. Our claim is this can happen only if p ∈ {2, 3, 5, 7}.
That 2, 3, and 5 can be bad even for Vf,t(Z) and a fortiori for O, is immediate from the following
example:

f(x1, x2, x3) = 30x2
1 + 31x2

2 − x2
3, (4.13)

with t = 1. f is indefinite; it is anisotropic over Q31 (the Hilbert norm residue symbol at 31
is (30, 31)31 = (30

31) = −1), and d(f) = −2 · 3 · 5 · 31. One checks directly that |V 0
1 (Z/pZ)| =

|V1(Z/pZ)| for p = 2, 3, and 5.
Returning to our analysis in general of the bad primes for O, we note that if p - td(f) and

p ≥ 7 then from (4.9), (4.10), and (4.11) it follows that |O0(Z/dZ)| 6= |O(Z/dZ)|, since

|Vt(Z/pZ)| ≥ p2 − p > 3p + 6 ≥ |V 0
t (Z/pZ)|. (4.14)

So what remains to be considered are the cases:
(i) p|t and p - d(f),
(ii) p|d(f) and p - t.
In the first case, we show that if p ≥ 7 then O0(Z/pZ) 6= O(Z/pZ). Since p - d(f), f is

isotropic over Fp, and hence by a linear change of variables over Fp we can bring f in the form

f(x1, x2, x3) = x1x3 − ax2
2 (4.15)

with a = 1 or a = r a quadratic non-residue modp. Say a = 1 (the other case is similar), then
the spin double cover G(Z/pZ) ∼= SL2(Z/pZ), and its action can be described by (3.46) over Fp.
The orbits of τ(G(Z/pZ)) on V0(Fp) are

(0, 0, 0), (1, 0, 0)τ(G(Z/pZ)), (r, 0, 0)τ(G(Z/pZ)). (4.16)
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To see this, note that the stabilizer of (1, 0, 0) and of (r, 0, 0) in G(Z/pZ) is

±
{(

1 0
ξ 1

)
: ξ ∈ Fp

}
,

and hence has order 2p. Moreover these points (1, 0, 0) and (r, 0, 0) are in distinct orbits. Hence

|O(1,0,0)| = |O(r,0,0)| =
p(p− 1)(p + 1)

2p
=

p2 − 1
2

. (4.17)

It is elementary that

|V0(Z/pZ)| = p2, (4.18)

and hence (4.17) implies (4.16).
Now let L1, L2, L3 be three linearly independent linear forms over Fp, and assume that

( 3⋃

j=1

ker(Lj)
)
∩ O(Z/pZ) = O0(Z/pZ). (4.19)

For each j, we have that

| ker(Lj) ∩ V0(Z/pZ)| ≤ 2p. (4.20)

Furthermore, since rO(1,0,0)(Z/pZ) = O(r,0,0)(Z/pZ) and ker(Lj) ∩ V0(Z/pZ) is invariant under

multiplication by any non-zero λ, it follows from (4.20) that

| ker(Lj) ∩ O(Z/pZ)| ≤ p. (4.21)

Hence

|O0(Z/pZ)| =
∣∣∣∣
( 3⋃

j=1

ker(Lj)
)
∩ O(Z/pZ)

∣∣∣∣ ≤ 3p. (4.22)

According to (4.17),

|O(Z/pZ)| = p2 − 1
2

> 3p = |O0(Z/pZ)|

if p ≥ 7. This proves our claim in case (i).
In case (ii), we show that |O0(Z/pZ)| 6= |O(Z/pZ)| for p ≥ 11, and in fact equality may occur

for p = 7. In this case p|d(f), and since d(f) is square-free, f may be brought by linear change
of variables over Zp into the form

f(x1, x2, x3) = px2
1 + bx2

2 + cx2
3 (4.23)
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with p - bc and also p - t. Again we can count the number of points on Vt(Z/pZ):

|Vt(Z/pZ)| =
(

p−
(−bc

p

))
p. (4.24)

According to (2.1) the spin double cover G(Z/pZ) is given by u = (u0, u1, u2, u3) ∈ F4
p with

u2
0 + bcu2

1 = 1 (4.25)

with the action τ(u) given by



1 0 0
2bu0u3 + 2bcu1u2 u2

0 − bcu2
1 −2bu0u1

2bcu1u3 − xu0u2 2cu0u1 u2
0 − bcu2

1


 . (4.26)

Hence

|G(Z/pZ)| = p2

(
p−

(−bc

p

))
. (4.27)

If (x0, y0, z0) ∈ Vt(Z/pZ), then clearly y0z0 6= 0. Now if τ(u) stabilizes (x0, y0, x0), then

(y0, z0)
(

u2
0 − bcu2

1 −2bu0u1

2cu0u1 u2
0 − bcu2

1

)
= (y0, z0). (4.28)

So completing v0 = (y0, z0) to a basis {v0,v1} of F2
p, the linear transformation above in this

new basis takes the form (
1 0
α β

)
.

Since its determinant is 1, it follows that β = 1, and hence that its trace is 2. That is

u2
0 − bcu2

1 = 1. (4.29)

We also have (4.25) and thus conclude that u0 = ±1. It follows easily from this and (4.26) that
the stabilizer in G(Z/pZ) of (x0, y0, z0) has order 2p, and hence from (4.27) that

|O(x0,y0,z0)(Z/pZ)| = p

2

(
p−

(−bc

p

))
=

Vt(Z/pZ)
2

. (4.30)

That is, there are two τ(G(Z/pZ)) orbits. Now let L1, L2, L3 be our three (linearly independent)
linear forms in x1, x2, x3, for which we want to find an (x1, x2, x3) ∈ O(x0,y0,z0) such that Lj(x) 6=
0 for j = 1, 2, 3. The problematic case, which we examine, is when two of three forms, say L2

and L3, involve only x2 and x3. In this case, consider only the x2 and x3 coordinates and the
action (4.28) on these. We have seen that using u0 and u1 we can produce (p− (−bc

p ))/2 distinct

points (x2, x3) (ignoring the first coordinate x1) in the orbit of (4.28). So if p ≥ 11, there are
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at least 5 such points. On the other hand, the number of of points (x2, x3) on f(x2, x3) = t

and for which Lj(x2, x3) = 0 with j = 2 (respectively 3) is at most 2. Hence there is a point
(x1, x2, x3) in O(x0,y0,z0)(Z/pZ) such that L2(x) 6= 0 and L3(x) 6= 0. Now using the full group

(4.26) to vary x1 (keeping x2 and x3 fixed), it is easy to see that we can arrange for a point
(x1, x2, x3) ∈ O(x0,y0,z0)(Z/pZ) such that L1(x)L2(x)L3(x) 6= 0. This completes the analysis

that for p|d(f) and p ≥ 11, we have

O0(Z/pZ) ≤ 4p <
p2 − p

2
≤ 1

2

{
p2 −

(−bc

p

)
p

}

= O(Z/pZ). (4.31)

For p = 7, the above argument fails, and that is because it may happen that O0(Z/7Z) =
O(Z/7Z). Let

f(x1, x2, x3) = 7x2
1 + x2

2 + x2
3, t = 1.

The subgroup τ(G(Z/pZ)) in (4.26) has the form



1 0 0
∗
∗ U




where

U =
(

1 0
0 1

)
,

( −1 0
0 −1

)
,

(
0 1
−1 0

)
,

(
0 −1
1 0

)
.

Hence the orbit O(0,0,1)(Z/7Z) consists of points of the form (∗, 0,±1) or (∗,±1, 0). In particular,

if L2(x) = x2 and L3(x) = x3 then L2(x)L3(x) = 0 on O(0,0,1)(Z/7Z).

5. Sieves of dimension κ > 1

Let A be a finite sequence of real numbers an ≥ 0, and B a fixed finite set of primes. We are
interested in a reasonable lower-bound estimate for

∑

n∈Pr(B)

an, (5.1)

where Pr(B) is the set of positive integers with at most r prime divisors outside B. To estimate
(5.1), we need to know how A is distributed to each of the arithmetic progression 0(modd),
where d is square-free and (d,B) = 1. To this end, let d be a square-free number, and write

Ad = {an ∈ A : n ≡ 0(modd)}. (5.2)
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We note that A1 = A . Suppose there exists an approximation X to |A | :=
∑

an and a non-
negative multiplicative function ω(d) satisfying





ω(1) = 1;
0 ≤ ω(p) < p, if p 6∈ B;
ω(p) = 0, if p ∈ B;

(5.3)

and for some fixed (independent of z, z1) constants κ > 1 and A ≥ 2,

∏

z1≤p<z

(
1− ω(p)

p

)−1

≤
(

log z

log z1

)κ (
1 +

A

log z1

)
, for 2 ≤ z1 < z. (5.4)

Write

Rd = |Ad| − ω(d)
d

X.

The quantity ω(d)
d X is considered as an approximation to |Ad|, and therefore we suppose that

the errors Rd are small on average, in the sense that for some constants τ with 0 < τ < 1,
A1 ≥ 1, and A2 ≥ 2,

∑

d<Xτ log−A1 X
(d,B)=1

µ2(d)4ν(d)|Rd| ≤ A2
X

logκ+1 X
, (5.5)

where ν(d) denotes the number of prime factors of d. Finally we introduce a constant µ such
that

max
an∈A

n ≤ Xτµ (5.6)

The following two lemmas are essentially Theorems 0 and 1 in Diamond-Halberstam [7].

Lemma 5.1. Let κ > 1 be given, and let σκ(u) be the continuous solution of the differential-
difference problem

{
u−κσ(u) = A−1

κ , for 0 < u ≤ 2, Aκ = (2eγ)κΓ(κ + 1),
(u−κσ(u))′ = −κu−κ−1σ(u− 2), for 2 < u; (5.7)

here γ denotes the Euler constant. Then there exist two numbers ακ and βκ satisfying

ακ ≥ βκ ≥ 2 (5.8)
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such that the simultaneous differential-difference system




F (u) = 1/σκ(u), for 0 < u ≤ ακ,
f(u) = 0, for 0 < u ≤ βκ,
(uκF (u))′ = κuκ−1f(u− 1), for u > ακ,
(uκf(u))′ = κuκ−1F (u− 1), for u > βκ,

(5.9)

has continuous solutions Fκ(u) and fκ(u) with the properties that

Fκ(u) = 1 + O(e−u), fκ(u) = 1 + O(e−u), (5.10)

and that Fκ(u) and fκ(u), respectively, decreases and increases monotonically towards 1 as
u →∞.

Lemma 5.2. Let A and B be described as above. Then, for any two real numbers u and v

satisfying

1
τ

< u ≤ v, βκ < τv, (5.11)

we have
∑

n∈Pr(B)

an À X
∏

p<X1/v

(
1− ω(p)

p

)
(5.12)

provided only that

r > τµu− 1 +
κ

fκ(τv)

∫ v/u

1
Fκ(τv − s)

(
1− u

v
s
) ds

s
. (5.13)

6. Proof of Theorem 2.2 via a weighted three dimensional sieve

We are ready to establish Theorem 2.2.

Proof of Theorem 2.2. Under the assumption of Theorem 2.2, we may specify in Section 5

A = {an(T ) : an(T ) are defined as in (2.4)}. (6.1)

With X defined as in (2.5), we have

|A | =
∑

n≥1

an(T ) = X.

Let B(O) be the set of bad primes for O. Then the discussion in Section 5 states that

B(O) ⊂ {2, 3, 5, 7}.
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For these A and B(O), (5.2) takes the form

Ad = {an(T ) ∈ A : n ≡ 0(modd)},

where d is square-free and (d,B(O)) = 1. Following (4.8), we define, for square-free d,

ω(d) =

{
d |O

0(Z/dZ)|
|O(Z/dZ)| , if (d,B(O)) = 1;

0, otherwise.
(6.2)

It follows from the argument before (4.8) that ω(d) is multiplicative, and (5.3) holds. To verify
(5.4), we recall that td(f) is square-free, and therefore for p 6∈ B(O) there are three cases:

(i) p - d(f) and p|t;
(ii) p|d(f) and p - t;
(iii) p - d(f) and p - t.

Consequently,
∏

z1≤p<z

(
1− ω(p)

p

)−1

= $1$2$3,

where $1, $2, $3 denote, respectively, products over primes satisfying the above three conditions
(i), (ii), and (iii). If p satisfies the first condition, then by (4.17) and (4.22),

ω(p)
p

=
|O0(Z/pZ)|
|O(Z/pZ)| ≤

6p

p2 − 1
,

and consequently
(

1− ω(p)
p

)−1

≤ 1 +
100
p

. (6.3)

It follows that

$1 =
∏

z1≤p<z
p-d(f),p|t

(
1− ω(p)

p

)−1

≤
∏
p≥z1

p|t

(
1 +

100
p

)

≤ 1 + 100ν(t)
∑
d≥z1

d|t

1
d
≤ 1 +

200ν(t)

z1
.

In the second case, we apply (4.31), to get

ω(p)
p

=
|O0(Z/pZ)|
|O(Z/pZ)| ≤

8
p− 1

,
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and therefore (6.3) still holds in case (ii). Hence, similarly

$2 ≤ 1 +
200ν(t)

z1
.

In the third case, (4.9), (7.7) and (7.10) are applicable, giving

ω(p)
p

=
|O0(Z/pZ)|
|O(Z/pZ)| =

|V 0(Z/pZ)|
|V (Z/pZ)| =

3
p

+ O

(
1
p2

)
.

Consequently, by the Mertens theorem, there is an absolute constant c4 ≥ 1 such that

$3 ≤
∏

z1≤p<z
p 6∈B(O)

(
1− 3

p
+ O

(
1
p2

))−1

≤
(

log z

log z1

)3 (
1 +

c4

log z1

)
, for 2 ≤ z1 < z.

In conclusion,

∏

z1≤p<z

(
1− ω(p)

p

)−1

= $1$2$3

≤
(

log z

log z1

)3 (
1 +

A

log z1

)
, for 2 ≤ z1 < z, (6.4)

where A = A(t) ≥ 2 is a constant depending on t only. This establishes (5.4) with

κ = 3. (6.5)

A formula like (5.5) is provided by Theorem 2.1; with the definition of ω(d) in (6.2) and X as
in (2.6), Theorem 2.1 states that, for (d,B(O)) = 1,

|Ad| =
∑

n≡0( mod d)

an(T ) =
ω(d)

d
X + Rd(T ) (6.6)

with

Rd(T ) ¿ε d1+εT 1/2+θ. (6.7)

If we write

D = T 1/4−θ/2−ε, (6.8)
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then (6.7) yields
∑
d≤D

(d,B(O))=1

µ2(d)4ν(d)|Rd(T )| ¿ T 1−ε. (6.9)

Recall X ³ T ; then (6.8) and (6.9) establish (5.5) with

τ =
1
4
− θ. (6.10)

Also, since 1 ≤ n ¿ T 3 for an ∈ A , (5.6) holds with

τµ = 3. (6.11)

This finishes checking the requirements of Lemmas 5.1 and 5.2, and therefore we have

∑

n∈Pr(B(O))

an(T ) À X
∏

p<X1/v

(
1− ω(p)

p

)
(6.12)

provided that

r > τµu− 1 +
3

f3(τv)

∫ v/u

1
F3(τv − s)

(
1− u

v
s
) ds

s
. (6.13)

Our aim is to find the smallest r satisfying (6.13).
Although it is difficult to compute Fκ(u) or fκ(u) by hand, the following estimate is quite

effective in practice: For general 0 < τ ≤ 1 and κ > 1, and any 0 < ζ < βκ, put

τu = 1 + ζ − ζ

βκ
, τv =

βκ

ζ
+ βκ − 1. (6.14)

Then

κ

fκ(τv)

∫ v/u

1
Fκ(τv − s)

(
1− u

v
s
) ds

s
≤ (κ + ζ) log

βκ

ζ
− κ + ζ

κ

βκ
. (6.15)

This follows from (10.1.10), (10.2.4), and (10.2.7) in Halberstam-Richert [14].
Now we insert (6.14) and (6.15) into (6.13), and then specify κ = 3, to get

r > (1 + ζ)µ− 1 + (3 + ζ) log
β3

ζ
− 3− ζ

µ− 3
β3

=: m(ζ). (6.16)

Note that

β3 = 6.6408 (6.17)
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by Appendix III on p.345 in [7]. The minimum of the function m(ζ) is easily determined by
hand or by Mathematica. It turns out that, for θ = 7/64 (i.e. τ = 1/4− 7/128),

min
0<ζ<β3

m(ζ) = m(0.1866...) = 25.2615...; (6.18)

and for θ = 0 (i.e. τ = 1/4),

min
0<ζ<β3

m(ζ) = m(0.2306...) = 21.3105.... (6.19)

Therefore, r = 26 is acceptable unconditionally, and r = 22 under Selberg’s Eigenvalue Conjec-
ture.

When ζ = 0.1866... or 0.2306..., we can decide the corresponding values of v by the second
equation in (6.14), and consequently (6.12) and (6.4) give

∑

n∈Pr(B(O))

an(T ) À X
∏

p<X1/v

p 6∈B(O)

(
1− 3

p
+ O

(
1
p2

))
À X

log3 X
.

This completes our proof of Theorem 2.2. ¤

We end this section with a proof of Corollary 2.3.

Proof of Corollary 2.3. The analogous passage from a lower bound in Theorem 2.2 to the Zariski
dense statement, when ordering points on an orbit combinatorially by word length, is described
in detail in [3], so we provide only an outline here. Vf,t is irreducible as a variety in A3 and hence
if the points produced in Theorem 2.2 are not Zariski dense in Vf,t, then there is a polynomial
g ∈ Q[x1, x2, x3] which is non-zero when restricted to V and such that all the points in question
lie in O ∩ {x : g(x) = 0}. Let T be our large parameter and choose p a large prime of size T δ

for δ a small constant to be chosen shortly. As in our analysis of V 0(Z/pZ), we have

|V g(Z/pZ)| := |{x ∈ V (Z/pZ) : g(x) ≡ 0(modp)}| ¿ p. (6.20)

Proceeding as in the derivation of Theorem 2.1 but with x1x2x3 replaced by g(x), we get using
(6.20) that

∑
x∈O
|x|≤T

g(x)≡0( mod p)

FT (x) ¿ε
T

p
+ p1+εT 1/2+θ+ε. (6.21)
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Hence under our assumption that the points produced are in {x : g(x) = 0}, we have
∑
x∈O
|x|≤T

x1x2x3∈P26(B(O))

FT (x) ≤
∑
x∈O
|x|≤T
g(x)=0

FT (x) ≤
∑
x∈O
|x|≤T

g(x)≡0( mod p)

FT (x)

¿ T

p
+ p1+εT 1/2+θ+ε. (6.22)

Hence choosing δ small enough and positive, the upper bound on the right of (6.22) contradicts
the lower bound for the left-hand side of (6.22) that is provided by Theorem 2.2. ¤

7. Appendix

In this appendix, we use properties of Gauss sums to compute |V (Z/pZ)| and |V 0(Z/pZ)|,
and then decide those primes p such that |V (Z/pZ)| = |V 0(Z/pZ)|. This information is needed
by the sieve of Sections 5 and 6. Here we work in a slightly more general context, that is we do
not require f(x1, x2, x3) to be anisotropic, or t 6= 0.

Lemma 7.1. Let f(x1, x2, x3) be an integral quadratic form with square-free determinant d(f),
and t an integer. Define |V (Z/pZ)| and |V 0(Z/pZ)| as in (1.2) and (1.3). If |V (Z/pZ)| =
|V 0(Z/pZ)|, then p|(d(f), t) or p = 2, 3, 5.

Proof. Without loss of generality, we may suppose

f(x1, x2, x3) = ax2
1 + bx2

2 + cx2
3,

where a, b, c are non-zero integers, and the determinant d(f) = abc is square-free. Thus,
|V (Z/pZ)| denotes the number of solutions of

ax2
1 + bx2

2 + cx2
3 ≡ t(modp), (7.1)

and |V 0(Z/pZ)| the number of solution of (7.1) with x1x2x3 ≡ 0(modp). To determine the bad
primes, we compute |V (Z/pZ)| and |V 0(Z/pZ)| using Gauss sums.

The Gauss sum we are going to use is defined as

S(m, p) =
p−1∑

x=0

e

(
mx2

p

)
, (7.2)

and the sum S(1, p) will play a special role in carrying out the computation below. A classical
result states that (see for example Hua [16], Theorems 7.5.4 and 7.5.5)

S(1, p) =
p−1∑

x=1

(
x

p

)
e

(
x

p

)
=

{ √
p, if q ≡ 1(mod4);

i
√

p, if q ≡ 3(mod4).
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It follows from this and (−1
p ) = (−1)(p−1)/2 that

S(1, p)2 =
(−1

p

)
p. (7.3)

Also if p is odd, and p - m, then S(m, p) can be expressed in terms of S(1, p) in the following
way:

S(m, p) =
(

m

p

)
S(1, p). (7.4)

To compute |V (Z/pZ)| and |V 0(Z/pZ)|, we distinguish between two cases.

Case 1. p is odd, and p - d(f). In view that d(f) = abc, we have p - a, p - b, and p - c.

We have

|V (Z/pZ)| = 1
p

p−1∑

m=0

S(am, p)S(bm, p)S(cm, p)e
(
−mt

p

)
. (7.5)

In the above sum, we may single out the term with m = 0, and then apply (7.4) to the terms
with m 6= 0, to get

|V (Z/pZ)| = p2 +
(

abc

p

)
S(1, p)3

p

p−1∑

m=1

(
m

p

)
e

(
−mt

p

)
. (7.6)

The last sum is 0 if p|t; it equals (−t
p )S(1, p) if p - t. Therefore, by (7.3),

|V (Z/pZ)| =
{

p2, if p|t;
p2 +

(
−abct

p

)
p, if p - t. (7.7)

Writing

σ(m, p) = S(am, p)S(bm, p)S(cm, p)− {S(am, p)− 1}{S(bm, p)− 1}{S(cm, p)− 1},
we see that

|V 0(Z/pZ)| = 1
p

p−1∑

m=0

σ(m, p)e
(
−mt

p

)
. (7.8)

Expanding σ(m, p) in (7.8),

|V 0(Z/pZ)| = Y (p; a, b) + Y (p; b, c) + Y (p; c, a)

−Z(p; a)− Z(p; b)− Z(p; c) +
1
p

p−1∑

m=0

e

(
−mt

p

)
, (7.9)
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where

Y (p; a, b) =
1
p

p−1∑

m=0

S(am, p)S(bm, p)e
(
−mt

p

)
, Z(p; a) =

1
p

p−1∑

m=0

S(am, p)e
(
−mt

p

)
.

Now (7.4) and (7.3) give

Y (p; a, b) = p +
1
p

(
ab

p

)
S(1, p)2

p−1∑

m=1

e

(
−mt

p

)

=





p + 1
p

(
ab
p

)
S(1, p)2(p− 1), if p|t

p− 1
p

(
ab
p

)
S(1, p)2, if p - t

=





p +
(
−ab
p

)
(p− 1), if p|t;

p−
(
−ab
p

)
, if p - t.

Similarly,

Z(p; a) = 1 +
1
p

(
a

p

)
S(1, p)

p−1∑

m=1

(
m

p

)
e

(
−mt

p

)

=

{
1, if p|t;
1 + 1

p

(
−at
p

)
S(1, p)2, if p - t.

=

{
1, if p|t;
1 +

(
at
p

)
, if p - t.

The last term in (7.9) is δp|t, the characteristic function of p|t. Inserting these into (7.9),

|V 0(Z/pZ)|

=

{
3p− 2 + {(−ab

p ) + (−bc
p ) + (−ca

p )}(p− 1), if p|t;
3p− 3− {(−ab

p ) + (−bc
p ) + (−ca

p ) + (at
p ) + ( bt

p ) + ( ct
p )}, if p - t. (7.10)

To see that 3 and 5 are the only possible bad odd primes, we need to show that |V (Z/pZ)| −
|V 0(Z/pZ)| > 0 for all p ≥ 7. To this end, we treat p|t and p - t separately. If p|t, then it follows
from (7.7) and (7.10) that |V 0(Z/pZ)| ≤ 6p− 5, and consequently

|V (Z/pZ)| − |V 0(Z/pZ)| ≥ p2 − (6p− 5) > 0, for p ≥ 7.
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Now suppose p - t. Then (7.7) and (7.10) give |V (Z/pZ)| ≥ p2 − p and |V 0(Z/pZ)| ≤ 3p + 3,

and therefore,
|V (Z/pZ)| − |V 0(Z/pZ)| ≥ p2 − 4p− 3 > 0, for p ≥ 7.

This proves the Lemma in the case of p - abc.

Case 2. p is odd, and p|d(f). In view that d(f) = abc is square-free, we may suppose that
p|a, p - b, and p - c.

Since p|a, we have S(am, p) = p for all m, and hence by (7.5),

|V (Z/pZ)| =
1
p

p−1∑

m=0

pS(bm, p)S(cm, p)e
(
−mt

p

)

= p2 +
(

bc

p

)
S(1, p)2

p−1∑

m=1

e

(
−mt

p

)

=

{
p2 + ( bc

p )S(1, p)2(p− 1), if p|t
p2 − ( bc

p )S(1, p)2, if p - t

=

{
p2 + (−bc

p )p(p− 1), if p|t;
p2 − (−bc

p )p, if p - t. (7.11)

To compute |V 0(Z/pZ)|, we write

σ(m, p) = pS(bm, p)S(cm, p)− (p− 1){S(bm, p)− 1}{S(cm, p)− 1},
and hence

|V 0(Z/pZ)| = 1
p

p−1∑

m=0

σ(m, p)e
(
−mt

p

)
. (7.12)

Expanding σ(m, p) in (7.12),

|V 0(Z/pZ)| = (p− 1)Z(p; b) + (p− 1)Z(p; c) + Y (p; b, c)

−1
p

p−1∑

m=0

(p− 1)e
(
−mt

p

)
. (7.13)

The last term in (7.13) is −(p− 1)δp|t. Using the results for Y and Z before,

|V 0(Z/pZ)|

=

{
2p− 1 + (−bc

p )(p− 1), if p|t;
3p− 2 + {( bt

p ) + ( ct
p )}(p− 1)− (−bc

p ), if p - t. (7.14)

32



To decide the possible bad primes, we still need to consider p|t and p - t separately. If p|t, then
by (7.11) and (7.14),

|V (Z/pZ)| − |V 0(Z/pZ)| ≥ p2 − 2p− 1− (p− 1)2 = −2.

That is, each odd prime divisor p of (abc, t) is possibly a bad odd prime. If p - t, then

|V (Z/pZ)| − |V 0(Z/pZ)|

= p2 − 3p + 2−
{(−bc

p

)
+

(
bt

p

)
+

(
ct

p

)}
(p− 1)

≥ p2 − 6p + 5 > 0, for p ≥ 7.

This establishes Lemma 7.1 in the second case. ¤

Note that in Lemma 7.1, t may be any integer, and therefore t = 0 is allowed. An application
of Lemma 7.1 with t = 0 gives that the only bad primes for the Pythagorean equation (1.1) are
2, 3, 5.
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